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A B S T R A C T

The cross sections for $\Upsilon(1S)$, $\Upsilon(2S)$, and $\Upsilon(3S)$ production in lead–lead (PbPb) and proton–proton (pp) collisions at $\sqrt{s_{\text{NN}}} = 5.02$ TeV have been measured using the CMS detector at the LHC. The nuclear modification factors, $R_{\text{AA}}$, derived from the PbPb-to-pp ratio of yields for each state, are studied as functions of meson rapidity and transverse momentum, as well as PbPb collision centrality. The yields of all three states are found to be significantly suppressed, and compatible with a sequential ordering of the suppression, $R_{\text{AA}}(\Upsilon(1S)) > R_{\text{AA}}(\Upsilon(2S)) > R_{\text{AA}}(\Upsilon(3S))$. The suppression of $\Upsilon(1S)$ is larger than that seen at $\sqrt{s_{\text{NN}}} = 2.76$ TeV, although the two are compatible within uncertainties. The upper limit on the $R_{\text{AA}}$ of $\Upsilon(3S)$ integrated over $p_T$, rapidity and centrality is 0.096 at 95% confidence level, which is the strongest suppression observed for a quarkonium state in heavy ion collisions to date.

* E-mail address: cms-publication-committee-chair@cern.ch.

1. Introduction

The measurement of quarkonium production in heavy ion collisions is one of the most promising ways to study the properties of strongly interacting matter at high energy density and temperature. It has been predicted that in such an environment, a strongly interacting medium of deconfined quarks and gluons (the quark–gluon plasma, QGP) is formed [1,2]. Bottomonium states have been the subject of studies in heavy ion collisions for several reasons. Bottomonia are produced during the early stages of collisions via hard parton scattering. Their spectral functions are modified as a consequence of Debye screening of the heavy-quark potential at finite temperatures [3,4], as well as by thermal broadening of their widths due to interactions with gluons [5,6]. These in-medium effects have been studied in numerical simulations of quantum chromodynamics (QCD) on a space–time lattice, and captured as real and imaginary components of the heavy-quark potential [7]. One of the most remarkable signatures of these interactions with the medium is the sequential suppression of quarkonium states in heavy ion collisions compared to the production in proton–proton (pp) collisions, both in the charmonium ($J/\psi$, $\psi(2S)$, $\chi_c$, etc.) and the bottomonium ($\Upsilon(1S)$, $\Upsilon(2S)$, $\Upsilon(3S)$, $\chi_b$, etc.) families [8]. This scenario follows from the expectation that the suppression of quarkonia is stronger for states with smaller binding energy.

The quarkonium yield can also increase in the presence of QGP, from the recombination of uncorrelated quarks [9–12]. However, recombination-like processes forbottomonia are expected to be negligible compared to the charmonium family [13–15], because these processes are driven by the number of heavy-quark pairs present in a single event, which is much smaller for beauty than for charm. The dissociation temperatures for the $\Upsilon$ states, above which suppression occurs, are expected to be correlated with their binding energies, and are predicted to be $T_{\text{dissoc}} \approx 2T_c$, $1.2T_c$ and $1T_c$ for the $\Upsilon(1S)$, $\Upsilon(2S)$, and $\Upsilon(3S)$ states, respectively, where $T_c$ is the critical temperature for deconfinement [16]. Therefore, measurements of the yields of each $\Upsilon$ state can provide information about the thermal properties of the medium during its hot early phase.

Modifications of particle production in nucleus–nucleus (AA) collisions are quantified using the nuclear modification factor, $R_{\text{AA}}$, which is the ratio of the yield measured in AA to that in pp collisions, scaled by the mean number of binary NN collisions. Comparisons of the bottomonium data with dynamical models incorporating the heavy-quark potential effects found in high-temperature lattice QCD are thus expected to extend our understanding of the nature of colour deconfinement in heavy ion collisions. Measurements of both the charmonium ($J/\psi$ and $\psi(2S)$) [17–20] and bottomonium ($\Upsilon(1S)$, $\Upsilon(2S)$, and $\Upsilon(3S)$) [21,22] families have been carried out at a nucleon–nucleon (NN) center-of-mass energy of $\sqrt{s_{\text{NN}}} = 2.76$ TeV and, most recently, at $\sqrt{s_{\text{NN}}} = 0.2$ TeV at RHIC [23–25]. At $\sqrt{s_{\text{NN}}} = 5.02$ TeV, measurements by the CMS Col-
laboration show strong suppression of $J/\psi$ and $\psi(2S)$ mesons [26, 27], as well as of both $\Upsilon(2S)$ and $\Upsilon(3S)$ relative to the $\Upsilon(1S)$ ground state [28]. The suppression of the excited $\Upsilon(2S)$ relative to the $\Upsilon(1S)$ ground state persists at very forward rapidity, $2.5 < y < 4$ [29]. These measurements provide new constraints for theoretical models of the medium [9,11].

In this Letter, we report measurements of the differential cross sections and nuclear modification factors for $\Upsilon(1S)$, $\Upsilon(2S)$, and $\Upsilon(3S)$ mesons using their decay into two oppositely charged muons in lead–lead (PbPb) and pp collisions at $\sqrt{s_{\text{NN}}} = 5.02$ TeV. Results are presented as functions of the $\Upsilon$ transverse momentum ($p_T$) and rapidity ($y$), as well as PbPb collision centrality (i.e., the degree of overlap of the two lead nuclei). The data were collected with the CMS detector at the CERN LHC in 2015.

2. The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon tracker, a lead tungstate crystal electromagnetic calorimeter, and a brass and scintillator hadron calorimeter, each composed of a barrel and two endcap sections. Muons are detected in the pseudorapidity interval of $|\eta| < 2.4$ using gas-ionization chambers made from three technologies: drift tubes, cathode strip chambers, and resistive-plate chambers. These are embedded in the steel flux-return yoke of the solenoid. The silicon tracker is composed of pixel detectors followed by microstrip detectors. The $p_T$ of muons matched to tracks reconstructed in the silicon detector is measured with a resolution between 1% and 2% for typical muons used in this analysis [30]. In addition, CMS has extensive forward calorimetry, including two steel and quartz-fiber Cherenkov hadron forward (HF) calorimeters that cover the range of $2.9 < |\eta| < 5.2$. The HF calorimeters are segmented into towers and the granularity is $\Delta\eta \times \Delta\phi = 0.175 \times 0.175$ radians. These are used in the present analysis to select PbPb collision events and to define their centrality class. Centrality, defined as the fraction of the total inelastic hadronic cross section with 0% representing collisions with the largest overlap of the two nuclei, is determined experimentally using the total energy in both HF calorimeters [31]. A more detailed description of the CMS detector, together with a definition of the coordinate system and the kinematic variables, can be found in Ref. [32].

3. Data selection and simulation samples

The $\Upsilon$ mesons are identified using their dimuon decay channel. In both pp and PbPb collisions, the dimuon events are selected by a fast hardware-based trigger system, which requires two muon candidates in a given bunch crossing with no explicit requirement on the muon momentum beyond the intrinsic selection due to the acceptance coverage of the CMS muon detectors. In pp collisions, this trigger registered an integral luminosity of 28.0 pb$^{-1}$. The PbPb data were taken with two triggers based on the same algorithm used for pp data. The first mode, designed to enhance the event count for muon pairs from peripheral events, added an additional selection that the collision centrality be in the 30–100% range. This trigger sampled the full integrated luminosity of 464 $\mu$b$^{-1}$. The second mode, using just the pp trigger alone, was prescaled during part of the data taking and therefore sampled a smaller effective integrated luminosity of 368 $\mu$b$^{-1}$. Data taken with this latter trigger were used to analyze the yields in the 0–30% and 0–100% centrality bins.

In order to keep hadronic collisions and reject beam-related background processes (beam-gas collisions and beam scraping events), an offline event selection is applied. Events are required to have at least one reconstructed primary vertex. In pp collisions at least 25% of the tracks have to pass a tight track-quality selection [33]. A filter on the compatibility of the silicon pixel detector cluster width and the vertex position is also applied [34]. The PbPb collision events have an additional requirement of the presence of at least three towers in the HF on both sides of the interaction point with an energy above 3 GeV. The combined efficiency for this event selection, and the remaining contamination due to non-hadronic ultra-peripheral events which can raise the efficiency above 100%, is $(99 \pm 2)\%$ [35,36]. The minimum-bias trigger requirement removes a negligible fraction of the events with a hard collision needed to produce $\Upsilon$ mesons. We also studied a possible contamination from photoproduction processes in the peripheral region and found it to be negligible. Multiple-collision events (pileup) have a negligible effect on the measurement, since the average number of additional collisions per bunch crossing is approximately 0.9 for pp and much smaller for PbPb data.

Muons are selected in the kinematic range of $p_T^\mu > 4$ GeV and $|y| < 2.4$, and are also required to be reconstructed using the combined information of the tracker and muon detectors (so-called “global muons” defined in Ref. [30]). To remove cosmic ray muons, the distance of the muon track from the closest primary vertex must be less than 20 cm in the beam direction and 3 mm in the transverse direction. Pairs of oppositely charged muons are fitted with a common vertex constraint and kept if the fit $\chi^2$ probability is larger than 1%. The studied dimuon kinematic range is limited to $p_T^{\mu+\mu^-} < 30$ GeV and $|y^{\mu+\mu^-}| < 2.4$. Dimuons in this $p_T$ range comprise 99% of those passing all of the analysis selection criteria.

Simulated Monte Carlo (MC) $\Upsilon$ events are used to calculate correction factors for all of the results presented, including the geometrical acceptance and reconstruction efficiency, as well as the trigger and offline selection efficiency. The samples are generated using PYTHIA 8.209 [37] for the pp collisions and PYTHIA 8.209 embedded in HERWIG 1.9 for the PbPb events [38]. The PbPb simulation is tuned to reproduce the observed charged-particle multiplicity and $p_T$ spectrum in PbPb data. The CMS detector response is simulated using GEANT4 [39]. Since the simulated $p_T$ spectrum of $\Upsilon$ is not identical to the spectrum observed in data, an event-by-event weight is applied to the simulations in order to match the two distributions. The weight is given by a function fit to the ratio of data over MC $p_T$ spectra.

4. Analysis procedure

4.1. Signal extraction

The yields of $\Upsilon$ mesons are extracted using unbinned maximum-likelihood fits to the invariant mass spectra, following the same procedure for pp and PbPb data. The signal of each $\Upsilon$ state is modeled by a double Crystal-Ball (CB) function which is the sum of two CB functions [40]. This choice together with leaving the width parameter for the first CB free in the fit, is made in order to account for the different mass resolution in the barrel compared to the endcap region of the detector. A parameter relates the widths of the two CB functions, the second one being constrained to be narrower. The mass and the two radiative-tail
parameters of both CB functions for a given state are kept the same, as these are not affected by the detector resolution. The mass parameter of the ground state is left free to allow for possible shifts in the absolute momentum calibration of the reconstructed tracks. For the excited states (ϒ(2S) and ϒ(3S)), the yields can vary while all other fit parameters are fixed to be identical to those for the ground state except for the mean and width which are fixed to values found by multiplying those for ϒ(1S) by the ratio of the published masses of the states [41]. In the pp data fits, the two radiative-tail parameters and the parameter for the ratio of the two widths are allowed to vary within a Gaussian probability density function (PDF). The mean and the width of the constraining Gaussian function represent the average and its uncertainty, respectively, from the fits in all the rapidity bins of the analysis with no fixed parameters. In the PbPb fits, in addition, the parameter for the fraction of the two CB functions is also constrained. In this case, the mean and the width of the constrained parameters represent the corresponding parameter values and their uncertainties from the pp fits for each kinematic region. The background PDF is an error function multiplied by an exponential, with the yield, the error function’s two parameters, and the decay parameter of the exponential all allowed to vary in the final fit. For bins with \( p_T > 6 \text{ GeV} \), an exponential without the error function provides the best fit, and was used for the nominal result.

Fig. 1 shows the dimuon invariant mass distributions in pp and PbPb collisions along with the fits using the model described above, for the kinematic range \( p_T^{\mu^+\mu^-} < 30 \text{ GeV} \) and \( |y^{\mu^+\mu^-}| < 2.4 \).

### 4.2. Corrections

In order to obtain the normalized cross sections, the yields extracted from the fits to the dimuon invariant mass spectra are corrected for acceptance and efficiency, and scaled by the integrated luminosity. The acceptance corresponds to the fraction of dimuon events originating from \( \Upsilon \) mesons within the kinematic range of the analysis. The acceptance values for the considered kinematic region are 22.5% (ϒ(1S)), 27.8% (ϒ(2S)), and 31.0% (ϒ(3S)) for PbPb collisions and differ by \(< 1\%\) from the corresponding pp data values, with the small difference being due to a small residual difference in the kinematic spectra after weighting the MC to data.

The dimuon efficiency is defined as the probability that a muon pair within the acceptance is reconstructed offline, satisfies the trigger condition, and passes the analysis quality criteria described in Section 3. The dimuon efficiency is calculated using MC. The individual components of the efficiency (track reconstruction, muon identification and selection, and triggering) are also measured using single muons from \( \Upsilon \) meson decays in both simulated and collision data, with the *tag-and-probe* (T&P) method [30]. For the muons used in this analysis, data and MC efficiencies are seen to differ only in the case of the trigger efficiency, and there only by \(< 1\%\). For this case, scaling factors (SF), calculated as the ratio of data over simulated efficiencies as function of \( p_T^{\mu} \) and \( \eta^{\mu} \), are applied to each dimuon on an event-by-event basis. The other components of the T&P efficiency are used only for the estimation of systematic uncertainties. The average efficiencies integrated over the full kinematic range are 73.5% (ϒ(1S)), 74.4% (ϒ(2S)), and 75.0% (ϒ(3S)) in PbPb collisions, and they are 8–8% higher for pp collisions.

The integrated luminosity of 28.0 pb\(^{-1}\) with an uncertainty of 2.3% [42] is used to normalize the yields for pp data. For PbPb collisions, the number of minimum bias collision events sampled by the trigger (N\(_{\text{MB}}\)) together with the average nuclear overlap function \( T_{\text{AA}} \), are used for the normalization. The overlap function \( T_{\text{AA}} \) is given by the number of binary NN collisions divided by the inelastic NN cross section, and can be interpreted as the NN-equivalent integrated luminosity per heavy ion collision. Values of \( T_{\text{AA}} \) are calculated with a Glauber model MC simulation [43, 44], which is also used to obtain the average number of participating nucleons, \( \langle N_{\text{part}} \rangle \). This latter number is highly correlated with the impact parameter of the collision, and is used as the abscissa when plotting results as a function of PbPb collision centrality.

### 4.3. Systematic uncertainties

Point-to-point systematic uncertainties arise from the choices of signal and background PDFs and of the central value in the fit constraints, as well as from acceptance and efficiency corrections. Larger relative uncertainties are obtained when the background level is higher (at lower \( p_T \) or more forward \( y \) regions), and, in particular for the \( \Upsilon(3S) \), when the absolute yield is small.
The uncertainty on the choice of signal model is estimated by fitting the data using a single CB function in combination with a Gaussian function instead of a double CB function. The uncertainties are determined by calculating the difference between the yield obtained with the alternative model compared to the nominal one. For the PbPb (pp) yields, the differences are in the range of 1–7% (0.1–4.6%) for the \( \Upsilon(1S) \), 2–19% (0.1–1.3%) for the \( \Upsilon(2S) \), and 5–78% (0.7–7%) for the \( \Upsilon(3S) \) mesons.

The systematic uncertainty from the choice of the central value in the fit constraints is estimated by using instead of the average parameter values from the pp fits, the values in each pp analysis bin when all parameters were left floating. The differences in the PbPb (pp) signal yields, typically below 4% (4.5%) for the \( \Upsilon(1S) \), below 8% (3%) for the \( \Upsilon(2S) \), and 45% (2%) for the \( \Upsilon(3S) \), are quoted as a systematic uncertainty.

For the estimation of systematic uncertainties due to acceptance and efficiency corrections, the source of uncertainty is the imperfect knowledge of the simulated \( p_T \) distribution shape. To take this source into account, the function used to weight the MC \( p_T \) spectra event-by-event is modified within its fit uncertainty. The acceptance and efficiency obtained from the simulated \( p_T \) distribution are compared with and without the variation of the function, with the difference between the two used as an estimate of the systematic uncertainty. In addition, there is a systematic uncertainty for the efficiency in the T&P correction arising from the uncertainty in the SFs of the single-muon efficiency. The systematic uncertainties of the SFs are taken into account for trigger, tracking, and muon identification. The uncertainties in the single muon efficiencies are propagated to the dimuon efficiency values to estimate the systematic uncertainty from this source. The statistical uncertainty inherent in the data set used for the T&P studies is also considered as an additional component of the systematic uncertainty in the corrected yields. The PbPb (pp) systematic uncertainties are in the range of 3.5–6.4% (2.6–3.9%) in the case of the total efficiency correction and in the range of 0.1–3.0% (0.1–0.8%) for the acceptance correction.

Finally, several sources of correlated uncertainties (i.e., global uncertainties common to all points) are considered: for the pp dataset from the pp integrated luminosity, and for the PbPb dataset from the \( T_{AA} \) and the \( N_{MB} \) estimations. The uncertainty on the integrated luminosity measurement for the pp dataset is 2.3% [42]. The uncertainty for \( N_{MB} \) in PbPb collisions is 2%, which accounts for the inefficiency of trigger and event selection. For the \( R_{AA} \) calculation, \( T_{AA} \) uncertainties (Table 2 in Appendix A) are estimated by varying the Glauber model parameters within their uncertainties (Table 1 in Appendix A) [36]. The total combined uncertainty is calculated by adding the results from the various sources in quadrature. The global uncertainty for the differential cross section results arises from the integrated luminosity in pp collisions and \( N_{MB} \) in PbPb collisions. For the \( R_{AA} \) results, the global uncertainty combines the uncertainties from \( T_{AA} \), pp luminosity, and PbPb \( N_{MB} \) for the bins integrated over centrality. For the centrality dependent \( R_{AA} \) results, the uncertainty from \( T_{AA} \) is included bin-by-bin, while the total uncertainty from the pp measurement is included in the global uncertainty. Using the updated uncertainties of the Glauber model parameters in Ref. [45], instead of those from Ref. [36], would reduce the \( T_{AA} \) uncertainties by 0.1–11% and the total systematic uncertainties for \( R_{AA} \) by less than 0.7% (with the largest change for the 70–100% centrality bin). However, in order to allow direct comparisons to previous results [27,36,46,47], these updated parameters are not used in this analysis. The bin migration effect due to the momentum resolution is negligible for the kinematic range of this measurement.

5. Results

The \( \Upsilon \) cross sections and values of \( R_{AA} \) are measured in several \( p_T \) and \( y \) bins. The rapidity studies are performed in the range \( 0 < |y| < 2.4 \). This rapidity range is evenly divided into six, three, and two bins for \( \Upsilon(1S) \), \( \Upsilon(2S) \), and \( \Upsilon(3S) \), respectively. For the investigation of the behavior of the \( R_{AA} \) as a function of centrality, the bin limits of the centrality classes are chosen as follows: [0, 5, 10, 20, 30, 40, 50, 60, 70, 100%] for the \( \Upsilon(1S) \) and \( \Upsilon(2S) \), and [0, 30, 100%] for the \( \Upsilon(3S) \). When plotted as a function of each variable \( (p_T, y \) or centrality), values are integrated over the full kinematic range of the other variables. The \( \Upsilon(3S) \) mesons show a very strong suppression in PbPb collisions, with yields which are statistically consistent with zero for all bins. The upper limits at 68% and 95% confidence level (CL) for the \( \Upsilon(3S) \) cross section and \( R_{AA} \) are found using the Feldman–Cousins method [48], with the appropriate systematic uncertainties being included in the upper limit computation.

5.1. Differential cross sections in pp and PbPb collisions

The differential production cross section of \( \Upsilon \) mesons decaying in the dimuon channel in pp collisions is given by

\[
\frac{d\sigma}{dy \, dp_T} = \frac{N / (A \varepsilon)}{\mathcal{L}_{\text{int}} \Delta y \Delta p_T}.
\]

The branching fraction for the decay \( \Upsilon \to \mu^+ \mu^- \) is denoted by \( B \). The quantity \( N \) corresponds to the extracted yield of \( \Upsilon \) mesons in a given \( (p_T, y) \) bin. \( (A \varepsilon) \) represents the average acceptance and efficiency in the given bin, \( \mathcal{L}_{\text{int}} \) is the integrated luminosity, and \( \Delta p_T \) and \( \Delta y \) are the widths of the given bin. For PbPb data, \( \mathcal{L}_{\text{int}} \) is replaced by \( (N_{MB} \, T_{AA}) \), as explained in Section 4.2, to compare the pp and PbPb data under the hypothesis of binary-collision scaling.

Fig. 2 shows the differential production cross sections of \( \Upsilon \) mesons as a function of \( p_T \) in pp and PbPb collisions. The data points are placed at the center of each bin. The corresponding results as a function of \( |y| \) are shown in Fig. 3.

5.2. Nuclear modification factor \( R_{AA} \)

The nuclear modification factor is derived from the pp cross sections and PbPb normalized yields as

\[
R_{AA}(p_T, y) = \frac{N^{AA}(p_T, y)}{(T_{AA}) \, \sigma^{pp}(p_T, y)},
\]

where \( (T_{AA}) \) is the average value of \( T_{AA} \) computed in each centrality bin. The quantities \( N^{AA} \) and \( \sigma^{pp} \) refer to the normalized yield of \( \Upsilon \) mesons in PbPb collisions corrected by acceptance and efficiency, and the pp cross section for a given kinematic range, respectively.

Fig. 4 shows the nuclear modification factor for the \( \Upsilon(1S) \), \( \Upsilon(2S) \), and \( \Upsilon(3S) \) mesons as functions of \( p_T \) and \( |y| \). Within the systematic uncertainties, the \( R_{AA} \) values show no clear dependence on \( p_T \) or \( y \). The excited \( \Upsilon \) states are found to have larger suppression than the ground state, with \( R_{AA} < 0.2 \) over the full kinematic
range explored here. The kinematic dependence of \( R_{AA} \) is useful to constrain models of \( \Upsilon \) meson suppression in a deconfined medium [9].

The dependence of \( R_{AA} \) on PbPb collision centrality, as quantified using the average \((N_{\text{part}})\), is depicted in Fig. 5. The strong suppression of the \( \Upsilon(3S) \) meson is observed in both centrality bins studied, 0–30% and 30–100%. The \( R_{AA} \) decreases with increasing centrality in the case of the \( \Upsilon(1S) \) and \( \Upsilon(2S) \) mesons. A hint of this centrality dependence of \( R_{AA} \) for the \( \Upsilon(2S) \) was first seen in data at \( \sqrt{s_{NN}} = 2.76 \text{ TeV} \) [21] and is now confirmed using the larger data sample at 5.02 TeV.

Fig. 6 shows a comparison between the measured \( R_{AA} \) for \( \Upsilon(1S) \) and \( \Upsilon(2S) \) mesons and two models of bottomonium suppression from Krouppa and Strickland [9], and from Du, He, and Rapp [12]. Both models incorporate color-screening effects on the bottomonium family and feed-down contributions from decays of heavier quarkonia. No regeneration in QGP or cold nuclear matter effects are considered by the first model, but are included in the second. Krouppa and Strickland treat the dynamical evolution using anisotropic hydrodynamics, where the relevant initial conditions are changed by varying the viscosity to entropy ratio, \( \eta/s \), and the initial momentum-space anisotropy. The initial temperature is determined by requiring agreement with charged particle multiplicity and elliptic flow measurements. The model of Du, He, and Rapp uses a kinetic-rate equation to simulate the time evolution of bottomonium abundances in ultra-relativistic heavy ion collisions. It considers medium effects with temperature-dependent binding energies, and a lattice-QCD-based equation of state for the fireball evolution. Within the current theoretical and experimental uncertainties, both models are in agreement with the results.

Fig. 7 compares centrality-integrated \( R_{AA} \) values at \( \sqrt{s_{NN}} = 2.76 \text{ TeV} \) to those at 5.02 TeV. The centrality-integrated \( R_{AA} \) for \( \Upsilon(1S) \) is measured to be \( 0.376 \pm 0.013 \text{(stat)} \pm 0.035 \text{(syst)} \), to be compared with the result at 2.76 TeV, \( 0.453 \pm 0.014 \text{(stat)} \pm 0.046 \text{(syst)} \) [21]. The suppression at 5.02 TeV is larger by a factor of \( \sim 1.20 \pm 0.15 \) (in which only the \( R_{AA} \) uncertainty was considered correlated and therefore removed), although the two

---

**Fig. 2.** Differential cross sections of the \( \Upsilon(1S) \), \( \Upsilon(2S) \), and \( \Upsilon(3S) \) mesons as a function of \( p_T \) for pp (top) and PbPb (bottom) collisions. The error bars represent the statistical uncertainties and the boxes the systematic uncertainties. For the \( \Upsilon(3S) \) meson in PbPb collisions, the upper limits at 68% (green box) and 95% (green arrow) CL are shown, and are calculated for the same bins as for the pp dataset. The global integrated luminosity uncertainties of 2.3% in pp collisions and \( \pm 2.0 \% \) in PbPb collisions are not shown.

**Fig. 3.** Differential cross sections of the \( \Upsilon(1S) \), \( \Upsilon(2S) \), and \( \Upsilon(3S) \) mesons as a function of rapidity for pp (top) and PbPb (bottom) collisions. The error bars represent the statistical uncertainties and the boxes the systematic uncertainties. For the \( \Upsilon(3S) \) meson in PbPb collisions, the upper limits at 68% (green box) and 95% (green arrow) CL are shown. The global integrated luminosity uncertainties of 2.3% in pp collisions and \( \pm 2.0 \% \) in PbPb collisions are not shown.
Fig. 4. Nuclear modification factors for $\Upsilon$(1S), $\Upsilon$(2S), and $\Upsilon$(3S) mesons as functions of $p_T$ (top) and rapidity (bottom). The error bars represent the statistical uncertainties and the boxes the systematic uncertainties. For the $\Upsilon$(3S) meson, the upper limits at 68% (green box) and 95% (green arrow) CL are shown. The gray box near the line at unity displays the global uncertainty, which combines the uncertainties from $R_{AA}$, pp luminosity, and PbPb N$_{MB}$.

Fig. 5. Nuclear modification factors for the $\Upsilon$(1S), $\Upsilon$(2S) and $\Upsilon$(3S) mesons as a function of $N_{part}$. The boxes at the dashed line at unity represent global uncertainties: the open box for the integrated luminosity in pp collisions and N$_{MB}$ in PbPb collisions, while the full boxes show the uncertainties of pp yields for $\Upsilon$(1S) and $\Upsilon$(2S) states (with the larger box corresponding to the excited state). For the $\Upsilon$(3S) meson, the upper limits at 68% (green box) and 95% (green arrow) CL are shown.

Fig. 6. Nuclear modification factors for the $\Upsilon$(1S) (top) and $\Upsilon$(2S) (bottom) mesons as a function of $N_{part}$ compared to calculations from Krouppa and Strickland [8], and Du, He, and Rapp [12]. The box at the dashed line at unity represents the global uncertainty from the integrated luminosity in pp collisions, N$_{MB}$ in PbPb collisions, and the total uncertainty in the pp yields. The data to theory ratios are shown in the bottom panels. For Ref. [9], the points correspond to the 4$\pi$ $\eta/s = 2$ curve, while the error bars show the difference between this one and the other two $\eta/s$ curves. For Ref. [12], the points and error bars correspond to the center and width of the published theory band, respectively.

$R_{AA}$ values are compatible within the uncertainties. The centrality-integrated results for the $\Upsilon$(2S) and $\Upsilon$(3S) states at 5.02 TeV are $R_{AA}(\Upsilon(2S)) = 0.117 \pm 0.022$ (stat) $\pm 0.019$ (syst) and $R_{AA}(\Upsilon(3S)) = 0.022 \pm 0.038$ (stat) $\pm 0.016$ (syst) (<0.096 at 95% CL). Despite having a bigger binding energy than the already measured $\psi$(2S) meson [18,19,27], no $\Upsilon$(3S) meson signal is found in the PbPb data, in any of the studied kinematic regions. This suggests a $p_T$- and binding-energy-dependent interplay of different phenomena affecting quarkonium states that is yet to be fully understood [49].

Since the suppression is expected to be larger for higher temperatures in the medium, the $R_{AA}$ results for the $\Upsilon$(1S) meson at the two different collision energies can provide information on the medium temperature. The temperatures reported in the model of Krouppa and Strickland shown in Fig. 6 are $T = 641, 631,$ and 629 MeV corresponding to 4$\pi$ $\eta/s = 1, 2,$ and 3, respectively. For the model of Du, He, and Rapp, the temperatures are in
the range $T = 550–800$ MeV. The models, which are also in agreement with the results at 2.76 TeV [12,50], predict increases in the medium temperature for PbPb collisions of $\sim 16\%$ (Krouppa and Strickland) and $\sim 7\%$ (Du, He, and Rapp) between $\sqrt{s_{NN}} = 2.76$ TeV and $\sqrt{s_{NN}} = 5.02$ TeV.

6. Summary

Data from pp and PbPb collisions at $\sqrt{s_{NN}} = 5.02$ TeV collected with the CMS detector were analyzed to measure the cross sections of $\Upsilon(1S)$, $\Upsilon(2S)$, and $\Upsilon(3S)$ mesons and their nuclear modification factors as functions of $\Upsilon$ transverse momentum ($p_T$) and rapidity (y), as well as PbPb collision centrality. A gradual decrease in $R_{AA}$ with ($N_{part}$) for the $\Upsilon(1S)$ and $\Upsilon(2S)$ states is observed, while no significant dependence on $p_T$ or $y$ is found in the measured region. The suppression of $\Upsilon(1S)$ is larger than that seen at $\sqrt{s_{NN}} = 2.76$ TeV, although the two are compatible within uncertainties. The $R_{AA}$ of the $\Upsilon(3S)$ state is measured to be below $0.096$ at 95% confidence level, making this the strongest suppression observed for a quarkonium state in heavy ion collisions to date.
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Table 1

<table>
<thead>
<tr>
<th>Centrality class</th>
<th>$N_{part}$</th>
<th>$N_{coll}$</th>
<th>$(T_{AA})(mb^{-1})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–5%</td>
<td>384.3$^{+1.8}_{-1.0}$</td>
<td>1819$^{+110}_{-157}$</td>
<td>25.98$^{+0.47}_{-0.37}$</td>
</tr>
<tr>
<td>5–10%</td>
<td>333.3$^{+1.3}_{-1.2}$</td>
<td>1432$^{+100}_{-106}$</td>
<td>20.46$^{+0.38}_{-0.30}$</td>
</tr>
<tr>
<td>10–20%</td>
<td>264.2$^{+1.6}_{-1.5}$</td>
<td>1005$^{+49}_{-65}$</td>
<td>14.35$^{+0.33}_{-0.31}$</td>
</tr>
<tr>
<td>20–30%</td>
<td>189.2$^{+3.0}_{-4.1}$</td>
<td>606$^{+41}_{-44}$</td>
<td>8.66$^{+0.29}_{-0.33}$</td>
</tr>
<tr>
<td>30–40%</td>
<td>131.4$^{+3.0}_{-6.0}$</td>
<td>349$^{+25}_{-26}$</td>
<td>4.98$^{+0.24}_{-0.24}$</td>
</tr>
<tr>
<td>40–50%</td>
<td>87.0$^{+3.2}_{-15}$</td>
<td>186$^{+15}_{-15}$</td>
<td>2.66$^{+0.18}_{-0.17}$</td>
</tr>
<tr>
<td>50–60%</td>
<td>53.9$^{+3.2}_{-6.7}$</td>
<td>90.7$^{+8.9}_{-10}$</td>
<td>1.30$^{+0.12}_{-0.12}$</td>
</tr>
<tr>
<td>60–70%</td>
<td>30.6$^{+2.6}_{-6.0}$</td>
<td>40$^{+7.0}_{-5.0}$</td>
<td>0.57$^{+0.04}_{-0.04}$</td>
</tr>
<tr>
<td>70–100%</td>
<td>8.3$^{+1.0}_{-1.0}$</td>
<td>7.2$^{+12}_{-12}$</td>
<td>0.11$^{+0.08}_{-0.08}$</td>
</tr>
<tr>
<td>0–30%</td>
<td>270$^{+3.2}_{-1.4}$</td>
<td>1079$^{+74.3}_{-78.6}$</td>
<td>15.41$^{+0.36}_{-0.33}$</td>
</tr>
<tr>
<td>30–100%</td>
<td>46.8$^{+2.4}_{-1.2}$</td>
<td>98.4$^{+6.4}_{-6.4}$</td>
<td>1.41$^{+0.04}_{-0.04}$</td>
</tr>
<tr>
<td>0–100%</td>
<td>114$^{+2.6}_{-2.6}$</td>
<td>393$^{+27}_{-28}$</td>
<td>5.61$^{+0.19}_{-0.19}$</td>
</tr>
</tbody>
</table>
Appendix A. Glaucoma model values

Centrality values computed using a Glaucoma model [44] are summarized in Tables 1 and 2, where $d_{nm}$ is the minimum distance allowed between nucleons and $s_{NN}$ is the inelastic nucleon-nucleon (NN) cross section [36].

References


The CMS Collaboration

A.M. Sirunyan, A. Tumasyan

Yerevan Physics Institute, Yerevan, Armenia


Institut für Hochenergiephysik, Wien, Austria

V. Chekhovsky, V. Mossov, J. Suarez Gonzalez

Institute for Nuclear Problems, Minsk, Belarus


Universiteit Antwerpen, Antwerpen, Belgium


Vrije Universiteit Brussels, Brussels, Belgium


Université Libre de Bruxelles, Bruxelles, Belgium


Ghent University, Ghent, Belgium


Université Catholique de Louvain, Louvain-la-Neuve, Belgium


Centro Brasileiro de Pesquisas Físicas, Rio de Janeiro, Brazil


Universidade do Estado do Rio de Janeiro, Rio de Janeiro, Brazil

S. Ahuja a, C.A. Bernardes a, T.R. Fernandez Perez Tomei a, E.M. Gregores b, P.G. Mercadante b, S.F. Novaes a, Sandra S. Padula a, Romero Abad b, J.C. Ruiz Vargas b

a Universidade Estadual Paulista, São Paulo, Brazil
b Universidade Federal do ABC, São Paulo, Brazil
A. Aleksandrov, R. Hadjiiska, P. Iaydjiev, A. Marinov, M. Misheva, M. Rodozov, M. Shopova, G. Sultanov
Institute for Nuclear Research and Nuclear Energy, Bulgarian Academy of Sciences, Sofia, Bulgaria

A. Dimitrov, L. Litov, B. Pavlov, P. Petkov
University of Sofia, Sofia, Bulgaria

W. Fang, X. Gao, L. Yuan
Beihang University, Beijing, China

Institute of High Energy Physics, Beijing, China

Y. Ban, G. Chen, J. Li, Q. Li, S. Liu, Y. Mao, S.J. Qian, D. Wang, Z. Xu, F. Zhang
State Key Laboratory of Nuclear Physics and Technology, Peking University, Beijing, China

Y. Wang
Tsinghua University, Beijing, China

C. Avila, A. Cabrera, C.A. Carrillo Montoya, L.F. Chaparro Sierra, C. Florez, C.F. González Hernández, J.D. Ruiz Alvarez, M.A. Segura Delgado
Universidad de Los Andes, Bogota, Colombia

B. Courbon, N. Godinovic, D. Lelas, I. Puljak, P.M. Ribeiro Cipriano, T. Sculac
University of Split, Faculty of Electrical Engineering, Mechanical Engineering and Naval Architecture, Split, Croatia

Z. Antunovic, M. Kovac
University of Split, Faculty of Science, Split, Croatia

V. Brigljevic, D. Ferencek, K. Kadija, B. Mesic, A. Starodumov, T. Susa
Institute Rudjer Boskovic, Zagreb, Croatia

University of Cyprus, Nicosia, Cyprus

M. Finger, M. Finger Jr.
Charles University, Prague, Czech Republic

E. Carrera Jarrin
Universidad San Francisco de Quito, Quito, Ecuador

M.A. Mahmoud, Y. Mohammed, E. Salama
Academy of Scientific Research and Technology of the Arab Republic of Egypt, Egyptian Network of High Energy Physics, Cairo, Egypt

S. Bhowmik, R.K. Dewanjee, M. Kadastik, L. Perrini, M. Raidal, C. Veelken
National Institute of Chemical Physics and Biophysics, Tallinn, Estonia

P. Eerola, H. Kirschenmann, J. Pekkanen, M. Voutilainen
Department of Physics, University of Helsinki, Helsinki, Finland

Deutsches Elektronen-Synchrotron, Hamburg, Germany


University of Hamburg, Hamburg, Germany


Karlsruher Institut fuer Technologie Germany

G. Anagnostou, G. Daskalakis, T. Geralis, A. Kyriakis, D. Loukas, I. Topsis-Giotis

Institute of Nuclear and Particle Physics (INPP), NCSR Demokritos, Aghia Paraskevi, Greece

G. Karathanasis, S. Kesisoglou, A. Panagiotou, N. Saoulidou, E. Tziaferi

National and Kapodistrian University of Athens, Athens, Greece

K. Kousouris

National Technical University of Athens, Athens, Greece


University of Ioannina, Ioannina, Greece

M. Csanad, N. Filipovic, G. Pasztor, O. Surányi, G.I. Veres

MTA-ELTE Lendület CMS Particle and Nuclear Physics Group, Eötvös Loránd University, Budapest, Hungary

G. Bencze, C. Hajdu, D. Horvath, Á. Hunyadi, F. Sikler, V. Veszpremi, G. Vesztergombi

Wigner Research Centre for Physics, Budapest, Hungary

N. Beni, S. Czellar, J. Karancsi, A. Makovec, J. Molnar, Z. Szillasi

Institute of Nuclear Research ATOMKI, Debrecen, Hungary

M. Bartók, P. Raics, Z.L. Trocsanyi, B. Ujvari

Institute of Physics, University of Debrecen, Debrecen, Hungary

S. Choudhury, J.R. Komaragiri

Indian Institute of Science (IISc), Bangalore, India
National Institute of Science Education and Research, HBNI, Bhubaneswar, India

Panjab University, Chandigarh, India

A. Bhardwaj, S. Chauhan, B.C. Choudhary, R.B. Garg, S. Keshri, A. Kumar, Ashok Kumar, S. Malhotra, M. Naimuddin, K. Ranjan, Aashaq Shah, R. Sharma
University of Delhi, Delhi, India

Saha Institute of Nuclear Physics, HBNI, Kolkata, India

P.K. Behera
Indian Institute of Technology Madras, Madras, India

R. Chudasama, D. Dutta, V. Jha, V. Kumar, A.K. Mohanty, P.K. Netrakanti, L.M. Pant, P. Shukla, A. Topkar
Bhabha Atomic Research Centre, Mumbai, India

Tata Institute of Fundamental Research-A, Mumbai, India

Tata Institute of Fundamental Research-B, Mumbai, India

S. Chauhan, S. Dube, V. Hegde, A. Kapoor, K. Kothekar, S. Pandey, A. Rane, S. Sharma
Indian Institute of Science Education and Research (IISER), Pune, India

S. Chenarani, E. Eskandari Tadavani, S.M. Etessami, M. Khakzad, M. Mohammadi Najafabadi, M. Naseri, S. Paktinat Mehdiabadi, F. Rezaei Hosseinabadi, B. Safarzadeh, M. Zeinali
Institute for Research in Fundamental Sciences (IPM), Tehran, Iran

M. Felcini, M. Grunewald
University College Dublin, Dublin, Ireland


a INFN Sezione di Bari, Bari, Italy
b Università di Bari, Bari, Italy
c Politecnico di Bari, Bari, Italy
L. Guiducci\textsuperscript{a,b}, F. Iemmi\textsuperscript{a}, S. Marcellini\textsuperscript{a}, G. Masetti\textsuperscript{a}, A. Montanari\textsuperscript{a}, F.L. Navarria\textsuperscript{a,b}, A. Perrotta\textsuperscript{a}, A.M. Rossi\textsuperscript{a,b}, T. Rovelli\textsuperscript{a,b}, G.P. Siroli\textsuperscript{a,b}, N. Tosi\textsuperscript{a}
\textsuperscript{a} INFN Sezione di Bologna, Bologna, Italy  
\textsuperscript{b} Università di Bologna, Bologna, Italy

S. Albergo\textsuperscript{a,b}, S. Costa\textsuperscript{a,b}, A. Di Mattia\textsuperscript{a}, F. Giordano\textsuperscript{a,b}, R. Potenza\textsuperscript{a,b}, A. Tricomi\textsuperscript{a,b}, C. Tuve\textsuperscript{a,b}
\textsuperscript{a} INFN Sezione di Catania, Catania, Italy  
\textsuperscript{b} Università di Catania, Catania, Italy

G. Barbagli\textsuperscript{a}, K. Chatterjee\textsuperscript{a,b}, V. Ciulli\textsuperscript{a,b}, C. Civinini\textsuperscript{a}, R. D’Alessandro\textsuperscript{a,b}, E. Focardi\textsuperscript{a,b}, G. Latino, P. Lenzi\textsuperscript{a,b}, M. Meschini\textsuperscript{a}, S. Paoletti\textsuperscript{a}, L. Russo\textsuperscript{a,30}, G. Sguazzoni\textsuperscript{a}, D. Strom\textsuperscript{a}, L. Viliani\textsuperscript{a}
\textsuperscript{a} INFN Sezione di Firenze, Firenze, Italy  
\textsuperscript{b} Università di Firenze, Firenze, Italy

L. Benussi, S. Bianco, F. Fabbri, D. Piccolo, F. Primavera\textsuperscript{15}
\textsuperscript{a} INFN Laboratori Nazionali di Frascati, Frascati, Italy

V. Calvelli\textsuperscript{a,b}, F. Ferro\textsuperscript{a}, F. Ravera\textsuperscript{a,b}, E. Robutti\textsuperscript{a}, S. Tosi\textsuperscript{a,b}
\textsuperscript{a} INFN Sezione di Genova, Genova, Italy  
\textsuperscript{b} Università di Genova, Genova, Italy

A. Benaglia\textsuperscript{a}, A. Beschi\textsuperscript{b}, L. Brianza\textsuperscript{a,b}, F. Brivio\textsuperscript{a,b}, V. Ciriolo\textsuperscript{a,b,15}, M.E. Dinardo\textsuperscript{a,b}, S. Fiorendi\textsuperscript{a,b}, S. Gennai\textsuperscript{a}, A. Ghezzi\textsuperscript{a,b}, P. Govoni\textsuperscript{a,b}, M. Malberti\textsuperscript{a,b}, S. Malvezzi\textsuperscript{a}, R.A. Manzoni\textsuperscript{a,b}, D. Menasce\textsuperscript{a}, L. Moroni\textsuperscript{a}, M. Paganoni\textsuperscript{a,b}, K. Pauwels\textsuperscript{a,b}, D. Pedrini\textsuperscript{a}, S. Pigazzini\textsuperscript{a,b,31}, S. Ragazzi\textsuperscript{a,b}, T. Tabarelli de Fatis\textsuperscript{a,b}
\textsuperscript{a} INFN Sezione di Milano-Bicocca, Milano, Italy  
\textsuperscript{b} Università di Milano-Bicocca, Milano, Italy

S. Buontempo\textsuperscript{a}, N. Cavallo\textsuperscript{a,c}, S. Di Guida\textsuperscript{a,d,15}, F. Fabozzi\textsuperscript{a,c}, F. Fienga\textsuperscript{a,b}, A.O.M. Iorio\textsuperscript{a,b}, W.A. Khan\textsuperscript{a}, L. Lista\textsuperscript{a}, S. Meola\textsuperscript{a,d,15}, P. Paolucci\textsuperscript{a,15}, C. Sciacca\textsuperscript{a,b}, F. Thyssen\textsuperscript{a}
\textsuperscript{a} INFN Sezione di Napoli, Napoli, Italy  
\textsuperscript{b} Università di Napoli Federico II, Napoli, Italy  
\textsuperscript{c} Università della Basilicata, Potenza, Italy  
\textsuperscript{d} Università G. Marconi, Roma, Italy

P. Azzi\textsuperscript{a}, N. Bacchetta\textsuperscript{a}, L. Benato\textsuperscript{a,b}, D. Bisello\textsuperscript{a,b}, A. Boletti\textsuperscript{a,b}, A. Carvalho Antunes De Oliveira\textsuperscript{a,b}, M. Dall’Osso\textsuperscript{a,b}, P. De Castro Manzano\textsuperscript{a}, T. Dorigo\textsuperscript{a}, U. Dosselli\textsuperscript{a}, F. Gasparini\textsuperscript{a,b}, U. Gasparini\textsuperscript{a,b}, A. Gozzelino\textsuperscript{a}, S. Lacaprara\textsuperscript{a}, P. Lujan, M. Margoni\textsuperscript{a,b}, A.T. Meneguzzo\textsuperscript{a,b}, N. Pozzobon\textsuperscript{a,b}, P. Ronchese\textsuperscript{a,b}, R. Rossin\textsuperscript{a,b}, F. Simonetto\textsuperscript{a,b}, A. Tiko, E. Torassa\textsuperscript{a}, S. Ventura\textsuperscript{a}, M. Zanetti\textsuperscript{a,b}, P. Zotto\textsuperscript{a,b}, G. Zumerle\textsuperscript{a,b}
\textsuperscript{a} INFN Sezione di Padova, Padova, Italy  
\textsuperscript{b} Università di Padova, Padova, Italy  
\textsuperscript{c} Università di Trento, Trento, Italy

A. Braghieri\textsuperscript{a}, A. Magnani\textsuperscript{a}, P. Montagna\textsuperscript{a,b}, S.P. Ratti\textsuperscript{a,b}, V. Re\textsuperscript{a}, M. Ressegotti\textsuperscript{a,b}, C. Riccardi\textsuperscript{a,b}, P. Salvini\textsuperscript{a}, I. Vai\textsuperscript{a,b}, P. Vitulo\textsuperscript{a,b}
\textsuperscript{a} INFN Sezione di Pavia, Pavia, Italy  
\textsuperscript{b} Università di Pavia, Pavia, Italy

L. Alunni Solestizi\textsuperscript{a,b}, M. Biasini\textsuperscript{a,b}, G.M. Bilei\textsuperscript{a}, C. Cecchi\textsuperscript{a,b}, D. Ciangottini\textsuperscript{a,b}, L. Fanò\textsuperscript{a,b}, P. Lariccia\textsuperscript{a,b}, R. Leonardi\textsuperscript{a,b}, E. Manoni\textsuperscript{a}, G. Mantovani\textsuperscript{a,b}, V. Mariani\textsuperscript{a,b}, M. Menichelli\textsuperscript{a}, A. Rossi\textsuperscript{a,b}, A. Santocchia\textsuperscript{a,b}, D. Spiga\textsuperscript{a}
\textsuperscript{a} INFN Sezione di Perugia, Perugia, Italy  
\textsuperscript{b} Università di Perugia, Perugia, Italy
V. Epshteyn, V. Gavrilov, N. Lychkovskaya, V. Popov, I. Pozdnyakov, G. Safronov, A. Spiridonov, A. Stepennov, V. Stolin, M. Toms, E. Vlasov, A. Zhokin

Institute for Theoretical and Experimental Physics, Moscow, Russia

T. Aushev, A. Bylinkin

Moscow Institute of Physics and Technology, Moscow, Russia

M. Chadeeva, O. Markin, P. Parygin, D. Philippov, S. Polikarpov, V. Rusinov

National Research Nuclear University 'Moscow Engineering Physics Institute' (MEPhI), Moscow, Russia

V. Andreev, M. Azarkin, I. Dremin, M. Kirakosyan, S.V. Rusakov, A. Terkulov

P.N. Lebedev Physical Institute, Moscow, Russia

A. Baskakov, A. Belyaev, E. Boos, A. Ershov, A. Gribushin, A. Kaminskiy, O. Kodolova, V. Korotkikh, I. Lokhtin, I. Miagkov, S. Obraztsov, S. Petrushanko, V. Savrin, A. Snigirev, I. Vardanyan

Skobeltsyn Institute of Nuclear Physics, Lomonosov Moscow State University, Moscow, Russia

V. Blinov, D. Shtol, Y. Skovpen

Novosibirsk State University (NSU), Novosibirsk, Russia


State Research Center of Russian Federation, Institute for High Energy Physics of NRC 'Kurchatov Institute', Protvino, Russia

A. Babaev

National Research Tomsk Polytechnic University, Tomsk, Russia

P. Adzic, P. Cirkovic, D. Devetak, M. Dordevic, J. Milosevic

University of Belgrade, Faculty of Physics and Vinca Institute of Nuclear Sciences, Belgrade, Serbia


Centro de Investigaciones Energéticas Medioambientales y Tecnológicas (CIEMAT), Madrid, Spain

C. Albajar, J.F. de Trocóniz

Universidad Autónoma de Madrid, Madrid, Spain


Universidad de Oviedo, Oviedo, Spain


Instituto de Física de Cantabria (IFCA), CSIC-Universidad de Cantabria, Santander, Spain


CERN, European Organization for Nuclear Research, Geneva, Switzerland


Paul Scherrer Institut, Villigen, Switzerland


ETH Zurich - Institute for Particle Physics and Astrophysics (IPA), Zurich, Switzerland


Universität Zürich, Zurich, Switzerland


National Central University, Chung-Li, Taiwan


National Taiwan University (NTU), Taipei, Taiwan

B. Asavapibhop, K. Kovitanggoon, G. Singh, N. Srimanobhas

Chulalongkorn University, Faculty of Science, Department of Physics, Bangkok, Thailand


Çukurova University, Physics Department, Science and Art Faculty, Adana, Turkey

G. Karapinar, K. Ocalan, M. Yalvac, M. Zeyrek

Middle East Technical University, Physics Department, Ankara, Turkey

E. Gülmez, M. Kaya, O. Kaya, S. Tekten, E.A. Yetkin

Bogazici University, Istanbul, Turkey

M.N. Agaras, S. Atay, A. Cakir, K. Cankocak, Y. Komurcu

Istanbul Technical University, Istanbul, Turkey
B. Grynyov

Institute for Scintillation Materials of National Academy of Science of Ukraine, Kharkov, Ukraine

L. Levchuk

National Scientific Center, Kharkov Institute of Physics and Technology, Kharkov, Ukraine


University of Bristol, Bristol, United Kingdom

A. Belyaev

Rutherford Appleton Laboratory, Didcot, United Kingdom

J.E. Cole, P.R. Hobson, A. Khan, P. Kyberd, A. Morton, I.D. Reid, L. Teodorescu, S. Zahid

Brunel University, Uxbridge, United Kingdom

A. Borzou, K. Call, J. Dittmann, K. Hatakeyama, H. Liu, N. Pastika, C. Smith

Baylor University, Waco, USA

R. Bartek, A. Dominguez

Catholic University of America, Washington DC, USA

A. Buccilli, S.I. Cooper, C. Henderson, P. Rumerio, C. West

The University of Alabama, Tuscaloosa, USA

D. Arcaro, A. Avetisyan, T. Bose, D. Gastler, D. Rankin, C. Richardson, J. Rohlf, L. Sulak, D. Zou

Boston University, Boston, USA


Brown University, Providence, USA


University of California, Davis, Davis, USA


University of California, Los Angeles, USA

University of California, Riverside, Riverside, USA


University of California, San Diego, La Jolla, USA


University of California, Santa Barbara - Department of Physics, Santa Barbara, USA


California Institute of Technology, Pasadena, USA


Carnegie Mellon University, Pittsburgh, USA


University of Colorado Boulder, Boulder, USA


Cornell University, Ithaca, USA


Fermi National Accelerator Laboratory, Batavia, USA


University of Florida, Gainesville, USA

Y.R. Joshi, S. Linn, P. Markowitz, J.L. Rodriguez

Florida International University, Miami, USA

University of Nebraska-Lincoln, Lincoln, USA

J. Dolen, A. Godshalk, C. Harrington, I. Iashvili, D. Nguyen, A. Parker, S. Rappoccio, B. Roozbahani

State University of New York at Buffalo, Buffalo, USA


Northeastern University, Boston, USA


Northwestern University, Evanston, USA


University of Notre Dame, Notre Dame, USA


The Ohio State University, Columbus, USA


Princeton University, Princeton, USA

S. Malik, S. Norberg

University of Puerto Rico, Mayaguez, USA


Purdue University, West Lafayette, USA

T. Cheng, N. Parashar

Purdue University Northwest, Hammond, USA


Rice University, Houston, USA

A. Bodek, P. de Barbaro, R. Demina, Y.t. Duh, T. Ferbel, M. Galanti, A. Garcia-Bellido, J. Han, O. Hindrichs, A. Khukhunaishvili, K.H. Lo, P. Tan, M. Verzetti

University of Rochester, Rochester, USA

R. Ciesielski, K. Goulianos, C. Mesropian

The Rockefeller University, New York, USA

S. Schnetzer, D. Sheffield, S. Somalwar, R. Stone, S. Thomas, P. Thomassen, M. Walker

*Rutgers, The State University of New Jersey, Piscataway, USA*

A.G. Delannoy, J. Heideman, G. Riley, K. Rose, S. Spanier, K. Thapa

*University of Tennessee, Knoxville, USA*


*Texas A&M University, College Station, USA*


*Texas Tech University, Lubbock, USA*


*Vanderbilt University, Nashville, USA*

M.W. Arenton, P. Barria, B. Cox, R. Hirosky, M. Joyce, A. Ledovskoy, H. Li, C. Neu, T. Sinthuprasith, Y. Wang, E. Wolfe, F. Xia

*University of Virginia, Charlottesville, USA*


*Wayne State University, Detroit, USA*


*University of Wisconsin–Madison, Madison, WI, USA*

---

1 Deceased.
2 Also at Vienna University of Technology, Vienna, Austria.
3 Also at IFU, CEA, Université Paris-Saclay, Gif-sur-Yvette, France.
4 Also at Universidade Estadual de Campinas, Campinas, Brazil.
5 Also at Federal University of Rio Grande do Sul, Porto Alegre, Brazil.
6 Also at Université Libre de Bruxelles, Bruxelles, Belgium.
7 Also at Institute for Theoretical and Experimental Physics, Moscow, Russia.
8 Also at Joint Institute for Nuclear Research, Dubna, Russia.
9 Now at National Research Center for Egypt, Cairo, Egypt.
10 Now at Ain Shams University, Cairo, Egypt.
11 Also at Department of Physics, King Abdulaziz University, Jeddah, Saudi Arabia.
12 Also at Université de Haute Alsace, Mulhouse, France.
13 Also at Skobeltsyn Institute of Nuclear Physics, Lomonosov Moscow State University, Moscow, Russia.
14 Also at Tbilisi State University, Tbilisi, Georgia.
15 Also at CERN, European Organization for Nuclear Research, Geneva, Switzerland.
16 Also at RWTH Aachen University, Aachen, Germany.
17 Also at University of Hamburg, Hamburg, Germany.
18 Also at Brandenburg University of Technology, Cottbus, Germany.
19 Also at MTA-ELTE Lendület CMS Particle and Nuclear Physics Group, Eötvös Loránd University, Budapest, Hungary.
20 Also at Institute of Nuclear Research ATOMKI, Debrecen, Hungary.
21 Also at Institute of Physics, University of Debrecen, Debrecen, Hungary.
22 Also at Indian Institute of Technology Bhubaneswar, Bhubaneswar, India.
23 Also at Institute of Physics, Bhubaneswar, India.
24 Also at Jhoolini University, Solan, India.
25 Also at University of Visva-Bharati, Santiniketan, India.
26 Also at University of Ruhuna, Matara, Sri Lanka.
Also at Isfahan University of Technology, Isfahan, Iran.

Also at Yazd University, Yazd, Iran.

Also at Plasma Physics Research Center, Science and Research Branch, Islamic Azad University, Tehran, Iran.

Also at Università degli Studi di Siena, Siena, Italy.

Also at INFN Sezione di Milano-Bicocca 4, Università di Milano-Bicocca 5, Milano, Italy.

Also at International Islamic University of Malaysia, Kuala Lumpur, Malaysia.

Also at Malaysian Nuclear Agency, MOSTI, Kajang, Malaysia.

Also at Consejo Nacional de Ciencia y Tecnología, Mexico city, Mexico.

Also at Warsaw University of Technology, Institute of Electronic Systems, Warsaw, Poland.

Also at Institute for Nuclear Research, Moscow, Russia.

Also at National Research Nuclear University 'Moscow Engineering Physics Institute' (MEPhI), Moscow, Russia.

Also at Institute of Nuclear Physics of the Uzbekistan Academy of Sciences, Tashkent, Uzbekistan.

Also at St. Petersburg State Polytechnical University, St. Petersburg, Russia.

Also at University of Florida, Gainesville, USA.

Also at P.N. Lebedev Physical Institute, Moscow, Russia.

Also at INFN Sezione di Padova 6, Università di Padova 7, Università di Trento (Trento) 8, Padova, Italy.

Also at Budker Institute of Nuclear Physics, Novosibirsk, Russia.

Also at Faculty of Physics, University of Belgrade, Belgrade, Serbia.

Also at University of Belgrade, Faculty of Physics and Vinca Institute of Nuclear Sciences, Belgrade, Serbia.

Also at Scuola Normale e Sezione dell'INFN, Pisa, Italy.

Also at National and Kapodistrian University of Athens, Athens, Greece.

Also at Riga Technical University, Riga, Latvia.

Also at Universität Zürich, Zurich, Switzerland.

Also at Stefan Meyer Institute for Subatomic Physics (SMI), Vienna, Austria.

Also at Gaziosmanpasa University, Tokat, Turkey.

Also at Adiyaman University, Adiyaman, Turkey.

Also at Istanbul Aydin University, Istanbul, Turkey.

Also at Mersin University, Mersin, Turkey.

Also at Piri Reis University, Istanbul, Turkey.

Also at Izmir Institute of Technology, Izmir, Turkey.

Also at Necmettin Erbaş University, Konya, Turkey.

Also at Marmara University, Istanbul, Turkey.

Also at Kafkas University, Kars, Turkey.

Also at Istanbul Bilgi University, Istanbul, Turkey.

Also at Rutherford Appleton Laboratory, Didcot, United Kingdom.

Also at School of Physics and Astronomy, University of Southampton, Southampton, United Kingdom.

Also at Monash University, Faculty of Science, Clayton, Australia.

Also at Instituto de Astrofísica de Canarias, La Laguna, Spain.

Also at Bethel University, St. Paul, USA.

Also at Utah Valley University, Orem, USA.

Also at Purdue University, West Lafayette, USA.

Also at Beykent University, Istanbul, Turkey.

Also at Bingöl University, Bingöl, Turkey.

Also at Erzincan University, Erzincan, Turkey.

Also at Sinop University, Sinop, Turkey.

Also at Mimar Sinan University, Istanbul, Istanbul, Turkey.

Also at Texas A&M University at Qatar, Doha, Qatar.

Also at Kyungpook National University, Daegu, Korea.