ERROR ESTIMATES FOR SEMILINEAR PARABOLIC CONTROL PROBLEMS IN THE ABSENCE OF TIKHONOV TERM∗
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Abstract. In this paper, we analyze optimal control problems of semilinear parabolic equations, where the controls are distributed and depend only on time. Box constraints for the controls are imposed and the cost functional does not involve the control itself, only the associated state. We prove second order optimality conditions for local strong minimizers, which are used to derive error estimates in the numerical approximation. First we estimate the difference between the discrete and continuous optimal states. In the last part, under an additional assumption on the optimal adjoint state, we prove error estimates for the controls and improve the estimates for the states.

Key words. optimal control, bang-bang control, semilinear parabolic equation, optimality conditions, error estimates

AMS subject classifications. 35K58, 49K20, 49M25

DOI. 10.1137/18M117220X

1. Introduction. In this paper, we consider a domain Ω ⊂ R^d, d ≤ 3, with a Lipschitz boundary Γ. Given T > 0 we denote Q = Ω × (0, T) and Σ = Γ × (0, T). We will study the following control problem:

(P) \( \min_{u \in U_{ad}} J(u) \),

where

\[ U_{ad} = \{ u \in L^\infty(0, T)^m : \alpha_j \leq u_j(t) \leq \beta_j \text{ for a.a. } t \in (0, T), \ 1 \leq j \leq m \} \]

with \(-\infty < \alpha_j < \beta_j < +\infty\) for \(1 \leq j \leq m\), \(m \geq 1\) is a fixed integer number, and

\[ J(u) = \int_Q L(x, t, y_u(x, t)) \, dx \, dt. \]

Above \( y_u \) denotes the state associated to the control \( u \) related by the following state equation:

\[
\begin{cases}
\frac{\partial y_u}{\partial t} + Ay_u + f(x, t, y_u) = \sum_{j=1}^{m} u_j(t) g_j(x) \text{ in } Q, \\
y_u = 0 \text{ on } \Sigma, \\
y_u(0) = y_0 \text{ in } \Omega.
\end{cases}
\]

On the data \( A, f, g_j, y_0, \) and \( L \) we make the following assumptions:
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(A1) \( A \) denotes the elliptic operator
\[
Ay = - \sum_{i,j=1}^{d} \partial_{x_j}(a_{i,j}(x)\partial_{x_i}y),
\]
where the coefficients \( a_{i,j} \in L^\infty(\Omega) \) satisfy the uniform ellipticity condition
\[
\exists \lambda_A > 0 : \lambda_A |\xi|^2 \leq \sum_{i,j=1}^{d} a_{i,j}(x)\xi_i\xi_j \quad \forall \xi \in \mathbb{R}^d \text{ and a.a. } x \in \Omega.
\]

(A2) We assume that \( f : Q \times \mathbb{R} \to \mathbb{R} \) is a Carathéodory function of class \( C^2 \) with respect to the last variable satisfying the following properties:
\[
\exists C_f \in \mathbb{R} : \frac{\partial f}{\partial y}(x,t,y) \geq C_f \quad \forall y \in \mathbb{R},
\]
\[
f(\cdot,\cdot,0) \in L^{\bar{p}}(0,T;L^\bar{q}(\Omega)) \text{ for some } \bar{p}, \bar{q} \geq 2 \text{ with } \frac{1}{\bar{p}} + \frac{d}{2\bar{q}} < 1,
\]
\[
\forall M > 0 \exists C_{f,M} > 0 : \left| \frac{\partial f}{\partial y}(x,t,y) \right| \leq C_{f,M} \quad \forall |y| \leq M \text{ and } j = 1, 2,
\]
\[
\forall \rho > 0 \text{ and } \forall M > 0 \exists \varepsilon > 0 \text{ such that } \left| \frac{\partial^2 f}{\partial y_1^2}(x,t,y_1) - \frac{\partial^2 f}{\partial y_2^2}(x,t,y_2) \right| < \rho \quad \forall |y_1|, |y_2| \leq M \text{ with } |y_1 - y_2| < \varepsilon
\]
for almost all \((x,t) \in Q\). Abusing notation, we will sometimes shorten \( f(x,t,y) \) as \( f(y) \), \( \frac{\partial f}{\partial y}(x,t,y) \) as \( \frac{\partial f}{\partial y}(y) \) and \( \frac{\partial^2 f}{\partial y_1^2}(x,t,y) \) as \( \frac{\partial^2 f}{\partial y_1^2}(y) \) when this does not lead to confusion.

(A3) We assume that \( \{g_j\}_{j=1}^{m} \subset L^\infty(\Omega) \) and there exist pairwise disjoint sets with positive Lebesgue measure \( \{\omega_j\}_{j=1}^{m} \) such that \( g_j \) vanishes outside \( \omega_j \) and \( g_j(x) \neq 0 \) for a.a. \( x \in \omega_j \).

(A4) For the initial datum we assume \( y_0 \in L^\infty(\Omega) \).

(A5) \( L : Q \times \mathbb{R} \to \mathbb{R} \) is a Carathéodory function of class \( C^2 \) with respect to the last variable satisfying the following properties:
\[
L(\cdot,\cdot,0) \in L^1(Q) \text{ and } \forall M > 0 \exists \Psi_M \in L^{\bar{p}}(0,T;L^\bar{q}(\Omega)) \text{ and } C_{L,M} \text{ such that }
\]
\[
\left| \frac{\partial L}{\partial y}(x,t,y) \right| \leq \Psi_M(x,t) \text{ and } \left| \frac{\partial^2 L}{\partial y_1^2}(x,t,y) \right| \leq C_{L,M} \quad \forall |y| \leq M,
\]
\[
\forall \rho > 0 \text{ and } \forall M > 0 \exists \varepsilon > 0 \text{ such that } \left| \frac{\partial^2 L}{\partial y_1^2}(x,t,y_1) - \frac{\partial^2 L}{\partial y_2^2}(x,t,y_2) \right| < \rho \quad \forall |y_1|, |y_2| \leq M \text{ with } |y_1 - y_2| < \varepsilon
\]
for almost all \((x,t) \in Q\).
All these assumptions are required in the whole paper. Some additional assumptions will be specified later.

Though there are some recent papers concerning the second order optimality conditions for problems of type (P), where the cost $J$ does not involve the control itself, this is still a field of active current research. There is vast literature on second order optimality conditions for control problems where the Tikhonov term appears in the functional $J$. However, the method of proof for these cases does not work for problems with an objective functional depending only on the state. In addition, the results for both type of problems are very different. The reader is referred to [8, 11, 13, 14, 16, 15, 24] for sufficient second order conditions for bang-bang or bang-singular-bang control problems. Another issue that has gained the interest of the researchers is the derivation of second order conditions for strong local minimizers (Definition 3.1); see [1, 2, 13, 14]. In this paper, we present a second order condition for strong local minimizers of (P) based on the usual extended critical cone. This makes a difference with the only results in this direction proved in [11, 13, 14], where a different cone was required. The reader can find in section 3 a more detailed discussion on these issues.

A second novelty of this paper is the proof of error estimates for the difference between the discrete and continuous controls in the framework of parabolic control problems with bang-bang controls. As far as we know, the only results in this direction are obtained for linear state equations: in [17], a quadratic convergence order is obtained for the error with respect to the time step size in the case of bang-bang controls using a variational discretization; in [3], the authors study a time optimal control problem and obtain results similar to ours (compare [3, Table 1.1] and Theorem 6.5). For results in the case of the control of elliptic equations the reader can consult [18] for linear equations with variational discretization and [15] for semilinear equations with full discretization. In [15], a structural assumption on the optimal adjoint state is needed to prove the error estimates; see (6.1). In the absence of this condition, we still prove error estimates for the difference between the continuous and discrete optimal states; see also [9] for a similar result in the context of control of two dimensional evolutionary Navier–Stokes equations.

The plan of this paper is as follows. In section 2, we present some auxiliary results about the state equation and the differentiability of the cost functional. The first and second order optimality conditions are studied in section 3. In section 4 we discretize the control problem and in section 5 we prove convergence of the discretizations and derive error estimates for the states. In section 6 we prove error estimates for the controls and improve the estimates for the states under the additional assumption (6.1). Finally, we present some numerical results in section 7.

2. Auxiliary results. In this section we establish some properties of the state equation and the cost functional $J$. First, we state the existence and uniqueness and some regularity properties for the solution of (1.1).

THEOREM 2.1. For every $u \in L^p(0,T)^m$ with $p > 1$ there exists a unique $y_u \in Y := L^2(0,T; H^1_0(\Omega)) \cap L^\infty(Q)$ solution of (1.1). Moreover, there exists a constant $K_p > 0$ independent of $u$ such that

$$
\|y_u\|_{L^2(0,T;H^1_0(\Omega))} + \|y_u\|_{L^\infty(Q)} 
\leq K_p \left( \|u\|_{L^p(0,T)^m} + \|y_0\|_{L^\infty(\Omega)} + \|f(\cdot,\cdot,0)\|_{L^p(0,T;L^4(\Omega))} \right).
$$
Further, there exists a constant $M_\infty$ such that
\[
\|y_u\|_{L^\infty(Q)} \leq M_\infty \quad \forall u \in U_{ad}.
\]

This is a well known result. See, for instance, [7, Theorem 5.1] for some details concerning the nonlinearity of the equation. We also have the following continuity property.

**Lemma 2.2.** If $u_k \rightarrow u$ weakly in $L^p(0,T)^m$ for some $p > 1$, then the strong convergence $\|y_{u_k} - y_u\|_{L^\infty(Q)} \rightarrow 0$ holds.

**Proof.** Define $z_k = y_{u_k} - y_u$. This function satisfies the equation
\[
\begin{cases}
\frac{\partial z_k}{\partial t} + Az_k + f(y_{u_k}) - f(y_u) = \sum_{j=1}^m (u_{k,j}(t) - u_j(t))g_j(x) \quad &\text{in } Q, \\
z_k = 0 \quad &\text{on } \Sigma, \\
z_k(0) = 0 \quad &\text{in } \Omega.
\end{cases}
\]

By the mean value theorem, we know that there exist measurable functions $0 < \theta_k(x,t) < 1$ such that, if we name $\hat{y}_k = y_u + \theta_k(y_{u_k} - y_u)$, then we have
\[
\begin{cases}
\frac{\partial z_k}{\partial t} + Az_k + \frac{\partial f}{\partial y}(x,t,\hat{y}_k)z_k = \sum_{j=1}^m (u_{k,j}(t) - u_j(t))g_j(x) \quad &\text{in } Q, \\
z_k = 0 \quad &\text{on } \Sigma, \\
z_k(0) = 0 \quad &\text{in } \Omega.
\end{cases}
\]

Since the sequence $\{u_k\}_k$ converges weakly in $L^p(0,T)^m$, it is bounded in this space. Applying [20, Theorem III.10.1], we infer the existence of $\gamma$ and $C > 0$ independent of $k$ such that
\[
\|z_k\|_{C^{\gamma,2}\tilde{Q}(\hat{Q})} \leq C.
\]

Since $C^{\gamma\tilde{\gamma}}(\hat{Q})$ is compactly embedded in $L^\infty(Q)$, we can extract a subsequence that converges in $L^\infty(Q)$ to some $z$. Taking the limit in (2.1), we deduce that $z = 0$. Since all convergent subsequences of $\{z_k\}_k$ converge to 0, the sequence itself converges to 0. \qed

**Lemma 2.3.** Given $u, v \in L^p(0,T)$ with $p > 1$ and $u \neq v$, then $y_u \neq y_v$ holds.

**Proof.** Taking $z = y_u - y_v$, subtracting the equations satisfied by $y_u$ and $y_v$, and using the mean value theorem, we get for some $\hat{y}$ intermediate between $u$ and $v$
\[
\begin{cases}
\frac{\partial z}{\partial t} + Az + \frac{\partial f}{\partial y}(x,t,\hat{y})z = \sum_{j=1}^m (u_j(t) - v_j(t))g_j(x) \quad &\text{in } Q, \\
z = 0 \quad &\text{on } \Sigma, \\
z(0) = 0 \quad &\text{in } \Omega.
\end{cases}
\]

From the assumption (A3), we deduce that the right-hand side of the above equation is not zero, and hence $z \neq 0$. \qed

Given $p > 1$, let us denote $G : L^p(0,T) \rightarrow Y$ the mapping associating to each control the corresponding state $G(u) = y_u$. 
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THEOREM 2.4. The control-to-state operator $G$ is of class $C^2$ and for every $u, v, w \in L^p(0,T)^m$, $p > 1$, we have that $z_v = G'(u)v$ is the solution of

\[
\begin{align*}
\frac{\partial z}{\partial t} + A z_v + \frac{\partial f}{\partial y}(x,t,y,u) z_v &= \sum_{j=1}^m v_j(t) g_j(x) \text{ in } Q, \\
z_v &= 0 \text{ on } \Sigma, \\
z_v(0) &= 0 \text{ in } \Omega,
\end{align*}
\]

and $z_{v,w} = G''(u)(v,w)$ solves the equation

\[
\begin{align*}
\frac{\partial z_{v,w}}{\partial t} + A z_{v,w} + \frac{\partial f}{\partial y}(x,t,y,u) z_{v,w} + \frac{\partial^2 f}{\partial y^2}(x,t,y,u) z_v z_w &= 0 \text{ in } Q, \\
z_{v,w} &= 0 \text{ on } \Sigma, \\
z_{v,w}(0) &= 0 \text{ in } \Omega.
\end{align*}
\]

We will use the following regularity result for linear equations.

LEMMA 2.5. Consider $a_0 \in L^\infty(Q)$ and $v \in L^1(0,T)^m$. Let $z \in L^\infty(0,T; L^2(\Omega)) \cap L^2(0,T; H^1_0(\Omega))$ be the solution of

\[
\begin{align*}
\frac{\partial z}{\partial t} + A z + a_0(x,t) z &= \sum_{j=1}^m v_j(t) g_j(x) \text{ in } Q, \\
z &= 0 \text{ on } \Sigma, \\
z(0) &= 0 \text{ in } \Omega.
\end{align*}
\]

Then, the following inequality holds:

\[
\|z\|_{L^\infty(0,T; L^2(\Omega))} \leq 2 \exp\left(\|a_0\|_{L^\infty(Q)} T \max_{1 \leq j \leq m} \|g_j\|_{L^2(\Omega)} \|v\|_{L^1(0,T)^m}\right).
\]

Proof. By taking the change of variables $y(x,t) = \exp(-\|a_0\|_{L^\infty(Q)} t) z(x,t)$ the above equation is transformed into the following one:

\[
\begin{align*}
\frac{\partial y}{\partial t} + A y + [a_0(x,t) + \|a_0\|_{L^\infty(Q)}] y &= \exp(-\|a_0\|_{L^\infty(Q)} t) \sum_{j=1}^m v_j(t) g_j(x) \text{ in } Q, \\
y &= 0 \text{ on } \Sigma, \\
y(0) &= 0 \text{ in } \Omega.
\end{align*}
\]

Multiplying the equation by $y$ and integrating in $\Omega \times (0,t)$ for $t \leq T$ we have

\[
\int_0^t \int_{\Omega} \frac{\partial y}{\partial t} y \, dx \, ds + \int_0^t \int_{\Omega} (A y + [a_0(x,s) + \|a_0\|_{L^\infty(Q)}] y) y \, dx \, ds \\
\leq \sum_{j=1}^m \int_0^t \int_{\omega_j} v_j(s) g_j(x) y(x,s) \, dx \, ds.
\]

Using the ellipticity condition (A1) and the fact that $\frac{\partial y}{\partial t} = \frac{1}{2} \frac{\partial y^2}{\partial t}$ we get

\[
\|y(t)\|_{L^2(\Omega)} \leq 2 \max_{1 \leq j \leq m} \|g_j\|_{L^2(\omega_j)} \|v\|_{L^1(0,T)^m} \|y\|_{L^\infty(0,T; L^2(\Omega))} \text{ for a.a. } t \in [0,T].
\]

We readily deduce that

\[
\|y\|_{L^\infty(0,T; L^2(\Omega))} \leq 2 \max_{1 \leq j \leq m} \|g_j\|_{L^2(\omega_j)} \|v\|_{L^1(0,T)^m}.
\]

Inserting $z = \exp(\|a_0\|_{L^\infty(Q)} t) y(x,t)$ in this inequality, (2.4) follows. \qed
Lemma 2.6. The solution operator $G$ is Lipschitz from $U_{ad}$ to $L^\infty(0,T;L^2(\Omega))$, i.e., there exists a constant $L_1 > 0$ such that

$$
\|y_{u_1} - y_{u_2}\|_{L^\infty(0,T;L^2(\Omega))} \leq L_1 \|u_1 - u_2\|_{L^1(0,T)^m} \quad \forall u_1, u_2 \in U_{ad}.
$$

Proof. Denote $z = y_1 - y_2$. Using again the mean value theorem, there exists an intermediate $\hat{y}$ such that

$$
\begin{align*}
\left\{ \begin{array}{l}
\frac{\partial z}{\partial t} + A z + \frac{\partial f}{\partial y}(x,t,y)z = \sum_{j=1}^m (u_{1,j}(t) - u_{2,j}(t))g_j(x) \text{ in } Q, \\
z = 0 \text{ on } \Sigma, \\
z(0) = 0 \text{ in } \Omega.
\end{array} \right.
\end{align*}
$$

Using Theorem 2.1, (1.4), and (2.4), we obtain the desired result.

Next, we state the differentiability properties of the objective functional. As usual, to every $u$, we relate the adjoint state $\varphi_u$ that satisfies

$$
\begin{align*}
\left\{ \begin{array}{l}
-\frac{\partial \varphi_u}{\partial t} + A^* \varphi_u + \frac{\partial f}{\partial y}(x,t,y_u)\varphi_u = \frac{\partial L}{\partial y}(x,t,y_u) \text{ in } Q, \\
\varphi_u = 0 \text{ on } \Sigma, \\
\varphi_u(T) = 0 \text{ in } \Omega,
\end{array} \right.
\end{align*}
$$

where $A^*$ denotes the adjoint operator of $A$. Assumption (1.6) together with Theorem 2.1 implies that $\varphi_u \in L^2(0,T;H^1_0(\Omega)) \cap C(\bar{Q})$ for every $u \in U_{ad}$

$$(2.6) \quad \|\varphi_u\|_{L^2(0,T;H^1_0(\Omega))} + \|\varphi_u\|_{C(\bar{Q})} \leq K_\infty \quad \forall u \in U_{ad};$$

see [20, sections III-7 and III-10]. We also introduce the continuous functions

$$(2.7) \quad \psi_{u,j}(t) = \int_{\omega_j} \varphi_u(x,t)g_j(x) dx, \quad 1 \leq j \leq m.$$

The next theorem follows from the chain rule, Theorem 2.4, and assumptions (A2) and (A5).

Theorem 2.7. Given $p > 1$, the functional $J : L^p(0,T)^m \rightarrow \mathbb{R}$ is of class $C^2$ and for every $u, v, w \in L^p(0,T)^m$

$$(2.8) \quad J'(u)v = \sum_{j=1}^m \int_0^T \psi_{u,j}(t)v_j(t) dt,$$

$$(2.9) \quad J''(u)(v,w) = \int_Q \left( \frac{\partial^2 L}{\partial y^2}(x,t,y_u) - \varphi_u \frac{\partial^2 f}{\partial y^2}(x,t,y_u) \right) z_v z_w dx dt.$$

Remark 2.8. The functionals $J'(u)$ and $J''(u)$ can be extended to continuous linear and bilinear forms, respectively, in $L^1(0,T)^m$. Notice also that assumptions (A2) and (1.6), Theorem 2.1, Lemma 2.5, and (2.6) imply the existence of some $M_2 > 0$ such that

$$(2.10) \quad J''(u)(v,w) \leq M_2\|z_v\|_{L^2(\Omega)}\|z_w\|_{L^2(\Omega)} \quad \forall u \in U_{ad}, \forall v, w \in L^1(0,T)^m.$$
3. First and second order optimality conditions. The existence of a global solution of (P) follows in a standard way. Since (P) is not a convex problem, we have to consider local solutions as well. Let us state precisely the different concepts of a local solution.

Definition 3.1. We say that $\bar{u}$ is an $L^p$-weak local minimum of (P), $p \in [1, +\infty]$, if there exists some $\varepsilon > 0$ such that
\[
J(\bar{u}) \leq J(u) \quad \forall u \in U_{ad} \text{ with } \|\bar{u} - u\|_{L^p(0,T)^m} \leq \varepsilon.
\]
We say that $\bar{u}$ is a strong local minimum if there exists some $\varepsilon > 0$ such that
\[
J(\bar{u}) \leq J(u) \quad \forall u \in U_{ad} \text{ with } \|y_\bar{u} - y_u\|_{L^\infty(Q)} \leq \varepsilon.
\]
We say that $\bar{u}$ is a strict (weak or strong) local minimum if the above inequalities are strict for $u \neq \bar{u}$.

Lemma 3.2. The following properties hold:
1. $\bar{u}$ is an $L^1$-weak local minimum if and only if it is an $L^p$-weak local minimum for every $p \in [1, +\infty]$.
2. If $\bar{u}$ is an $L^p$-weak local minimum for some $p < +\infty$, then it is an $L^\infty$-weak local minimum.
3. If $\bar{u}$ is a strong local minimum, then it is an $L^p$-weak local minimum for all $p \in [1, \infty]$.

Proof. Statement 1 follows from the boundness of $U_{ad}$ in $L^\infty(0,T)^m$. Statement 2 follows from the inclusion $L^\infty(0,T)^m \subset L^p(0,T)^m$; cf. [10, p. 14].

To prove statement 3, notice that the set $\{u \in U_{ad} : \|u - \bar{u}\|_{L^1(0,T)^m} \leq \delta, \|y_u - y_\bar{u}\|_{L^\infty(Q)} \leq \rho \}$ if $\delta$ is sufficiently small.

First order optimality conditions read as follows.

Theorem 3.3. Suppose $\bar{u}$ is a local solution of (P) in any of the senses given in Definition 3.1. Then, there exist $\bar{y}$ and $\bar{\varphi}$ in $L^2(0,T; H_0^1(\Omega)) \cap L^\infty(Q)$ such that
\[
\begin{align*}
\frac{\partial\bar{y}}{\partial t} + A\bar{y} + f(x,t,\bar{y}) &= \sum_{j=1}^m \bar{u}_j(t)g_j(x) \quad \text{in } Q, \\
\bar{y} &= 0 \quad \text{on } \Sigma, \\
\bar{y}(0) &= y_0 \quad \text{in } \Omega, \\
-\frac{\partial\bar{\varphi}}{\partial t} + A^*\bar{\varphi} + \frac{\partial f}{\partial y}(x,t,\bar{y})\bar{\varphi} &= \frac{\partial L}{\partial y}(x,t,\bar{y}) \quad \text{in } Q, \\
\bar{\varphi} &= 0 \quad \text{on } \Sigma, \\
\bar{\varphi}(T) &= 0 \quad \text{in } \Omega,
\end{align*}
\]
(3.1a)
(3.1b)
\[
\int_0^T \bar{\psi}_j(t)(u(t) - \bar{u}_j(t))dt \geq 0 \quad \forall \alpha_j \leq u(t) \leq \beta_j \quad \text{a.e. in } (0,T), \quad 1 \leq j \leq m,
\]
(3.1c)
where
\[
\bar{\psi}_j(t) = \int_{\omega_j} g_j(x)\bar{\varphi}(x,t)dx.
\]

As usual, we can deduce from (3.1c) that
\[
\bar{u}_j(t) = \begin{cases} 
\alpha_j & \text{if } \bar{\psi}_j(t) > 0, \\
\beta_j & \text{if } \bar{\psi}_j(t) < 0 
\end{cases} \quad \text{and } \bar{\psi}_j(t) = \begin{cases} 
\geq 0 & \text{if } \bar{u}_j(t) = \alpha_j, \\
\leq 0 & \text{if } \bar{u}_j(t) = \beta_j, \\
0 & \text{if } \alpha_j < \bar{u}_j(t) < \beta_j.
\end{cases}
\]
(3.2)
Now, we establish the second order optimality conditions. In what follows, $\bar{u}$ will denote a control of $U_{ad}$ satisfying (3.1a)–(3.1c) along with the associated state $\bar{y}$ and adjoint state $\bar{\varphi}$. We define the cones of critical directions, for any $\tau \geq 0$,

$$C^{\tau}_{\bar{u}} = \left\{ v \in L^2(0,T)^m : v_j(t) \begin{cases} \geq 0 & \text{if } \bar{u}_j(t) = \alpha_j \\ \leq 0 & \text{if } \bar{u}_j(t) = \beta_j \\ = 0 & \text{if } |\bar{\psi}_j(t)| > \tau \end{cases} \right\}.$$ 

For $\tau > 0$, $C^{\tau}_{\bar{u}}$ can be considered as an extension of the classical cone of critical directions $C_{\bar{u}} = C^0_{\bar{u}}$. It is well known that $J''(\bar{u})v^2 \geq 0$ for all $v \in C_{\bar{u}}$ is a necessary second order condition for local optimality of $\bar{u}$; see, for instance, [5, section 3.2] or [12]. In order to have a minimal gap between the necessary and sufficient second order conditions, we would like to formulate a sufficient condition as $J''(\bar{u})v^2 > 0$ for all $v \in C_{\bar{u}} \setminus \{0\}$ or $J''(\bar{u})v^2 \geq \delta\|v\|^2_{L^2(0,T)^m}$ for all $v \in C_{\bar{u}}$. Indeed, these two conditions are equivalent and sufficient if the Tikhonov term is included in the cost functional; see [4, 12] or [14]. However, when the Tikhonov term is absent, as in our case, these two conditions are no longer equivalent and they are not sufficient, in general, for local optimality. Furthermore, observe that $C_{\bar{u}} = \{0\}$ if $\bar{u}$ is a bang-bang control, and hence the above inequalities do not provide any information. Due to these arguments, some researchers have suggested considering extended cones as $C^{\tau}_{\bar{u}}$ with $\tau > 0$; see [19] and [21]. Then the reader can be tempted to write the sufficient second order condition in this way: $J''(\bar{u})v^2 \geq \delta\|v\|^2_{L^2(0,T)^m}$ for all $v \in C^{\tau}_{\bar{u}}$. Unfortunately, this condition does not hold; see [8]. In [8] and [14], a different condition was assumed:

$$\exists \delta > 0 \text{ and } \exists \tau > 0 : J''(\bar{u})v^2 \geq \delta\|v\|^2_{L^2(0,T)^m} \forall v \in C^{\tau}_{\bar{u}},$$

where $z_{\bar{u}} = G'(\bar{u})v$ is the solution of (2.2) for $y_u = \bar{y}$. Then, it was proved that if $(\bar{u}, \bar{y}, \bar{\varphi})$ satisfy (3.1a)–(3.1c) and (3.3), then there exist $\varepsilon > 0$ and $\kappa > 0$ such that

$$J(\bar{u}) + \frac{\kappa}{2}\|y_u - \bar{y}\|^2_{L^2(Q)} \leq J(u) \forall u \in U_{ad} : \|u - \bar{u}\|_{L^2(0,T)^m} < \varepsilon.$$ 

This inequality proves that $\bar{u}$ is a strict $L^2$-weak local minimum of (P). To deduce error estimates for finite element approximations for the state variable (see section 4 below) we would like to use (3.4) with $u = \bar{u}_\sigma$, the solution of the discrete problem. Nevertheless, the technique would work only if we have that $\bar{u}_\sigma$ converges strongly in $L^2(0,T)^m$ to $\bar{u}$, which is something we cannot deduce due to the absence of the Tikhonov regularization term.

A possible solution, also suggested in [14, Corollary 4], is to use a different cone. Define

$$E^{\tau}_{\bar{u}} = \left\{ v \in L^2(0,T)^m : v_j(t) \begin{cases} \geq 0 & \text{if } \bar{u}_j(t) = \alpha_j \\ \leq 0 & \text{if } \bar{u}_j(t) = \beta_j \\ \leq \tau & \text{if } |\bar{\psi}_j(t)| > \tau \end{cases} \text{ and } J''(\bar{u})v \leq \tau\|z_{\bar{u}}\|_{L^2(Q)} \right\}.$$ 

It is established in [14, Corollary 4] that if $(\bar{u}, \bar{y}, \bar{\varphi})$ satisfy (3.1a)–(3.1c) and

$$\exists \tau > 0 \text{ and } \exists \delta > 0 : J''(\bar{u})v^2 \geq \delta\|v\|^2_{L^2(Q)} \forall v \in E^{\tau}_{\bar{u}},$$

then there exist $\varepsilon > 0$ and $\kappa > 0$ such that

$$J(\bar{u}) + \frac{\kappa}{2}\|y_u - \bar{y}\|^2_{L^2(Q)} \leq J(u) \forall u \in U_{ad} : \|y_u - \bar{y}\|_{L^\infty(Q)} < \varepsilon.$$ 
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Hence, \( \bar{u} \) is a strict strong local minimum of (P). The reader should observe that the cones \( C^+_{\bar{u}} \) and \( E^+_{\bar{u}} \) represent two different ways of extending \( C_{\bar{u}} \); none of them is included in the other. We finish this section proving that condition (3.3) is also sufficient to deduce (3.6).

**Theorem 3.4.** If \( (\bar{u}, \bar{y}, \bar{\varphi}) \) satisfy (3.1a)–(3.1c) and (3.3), then there exist \( \varepsilon > 0 \) and \( \kappa > 0 \) such that (3.6) holds.

Before proving this theorem, let us establish the following auxiliary lemma.

**Lemma 3.5.** The following statements hold.

1. For all \( \gamma > 0 \) there exists \( \varepsilon > 0 \) such that if \( u \in U_{ad} \) and \( \|y_u - \bar{y}\|_{L^\infty(Q)} < \varepsilon \), then
   \[
   \|y_{\bar{u}+\theta(u-\bar{u})} - \bar{y}\| < \gamma \quad \forall \theta \in [0,1].
   \]

2. For all \( \rho > 0 \) there exists \( \varepsilon_\rho > 0 \) such that if \( u \in U_{ad} \) and \( \|y_u - \bar{y}\|_{L^\infty(Q)} < \varepsilon_\rho \), then
   \[
   |J''(\bar{u}) - J''(\bar{u})) v^2| \leq \rho \|z_v\|^2_{L^2(Q)} \forall v \in L^2(0,T)^m \forall \theta \in [0,1].
   \]

**Proof.** According to [14, Lemma 6], for every \( \rho > 0 \) there exists \( \varepsilon_\rho > 0 \) such that if \( u \in U_{ad} \) and \( \|y_u - \bar{y}\|_{L^\infty(Q)} < \varepsilon_\rho \), then
   \[
   [(J''(u) - J''(\bar{u})) v^2] \leq \rho \|z_v\|^2_{L^2(Q)} \forall v \in L^2(0,T)^m.
   \]

Therefore, (3.8) is an immediate consequence of (3.7) and this inequality. Let us prove (3.7). Take \( u \in U_{ad} \) such that \( \|y_u - \bar{y}\| < \varepsilon \) with \( \varepsilon > 0 \) to be defined later. Let us prove that (3.7) holds for an arbitrary \( \theta \in (0,1) \). Consider \( z = y_{\bar{u}+\theta(u-\bar{u})} - [\bar{y} + \theta(y_u - \bar{y})] \).

The function \( z \) satisfies

\[
\begin{align*}
\frac{\partial z}{\partial t} + Az + f(y_{\bar{u}+\theta(u-\bar{u})}) - f(\bar{y}) + \theta(f(y_u) - f(\bar{y})) \quad &\text{in } Q, \\
z = 0 \quad &\text{on } \Sigma, \\
z(0) = 0 \quad &\text{in } \Omega.
\end{align*}
\]

Applying the mean value theorem, we have that there exist measurable functions \( 0 < \theta_1(x,t) < 1 \) and \( 0 < \theta_2(x,t) < 1 \) such that, if we name

\[
y_1 = \bar{y} + \theta_1(y_{\bar{u}+\theta(u-\bar{u})} - \bar{y}) \quad \text{and} \quad y_2 = \bar{y} + \theta_2(y_u - \bar{y}),
\]

we have

\[
\frac{\partial z}{\partial t} + Az + \frac{\partial f}{\partial y}(y_1)(y_{\bar{u}+\theta(u-\bar{u})} - \bar{y}) - \theta \frac{\partial f}{\partial y}(y_2)(y_u - \bar{y}) = 0 \quad \text{in } Q.
\]

Note that

\[
y_{\bar{u}+\theta(u-\bar{u})} - \bar{y} = z + \theta(y_u - \bar{y}).
\]

So, applying again the mean value theorem, there exists another measurable function \( 0 < \theta_3(x,t) < 1 \) such that, if we name \( y_3 = y_2 + \theta_3(y_1 - y_2) \), then

\[
\frac{\partial f}{\partial y}(y_1)(y_{\bar{u}+\theta(u-\bar{u})} - \bar{y}) - \theta \frac{\partial f}{\partial y}(y_2)(y_u - \bar{y})
\]

\[
= \frac{\partial f}{\partial y}(y_1)z + \theta \frac{\partial f}{\partial y}(y_1)(y_u - \bar{y}) - \theta \frac{\partial f}{\partial y}(y_2)(y_u - \bar{y})
\]

\[
= \frac{\partial f}{\partial y}(y_1)z + \theta \frac{\partial^2 f}{\partial y^2}(y_3)(y_1 - y_2)(y_u - \bar{y}).
\]
So the function $z$ satisfies
\[
\frac{\partial z}{\partial t} + Az + \frac{\partial f}{\partial y}(y_t)z = -\frac{\partial^2 f}{\partial y^2}(y_{tt})y_t - y_{tt}y_{tt} - y_{tt}y_{tt} + \gamma y_{tt} < 0.
\]
From Theorem 2.1 it is clear that $y_t$, $y_{tt}$, and $y_{tt}$ are uniformly bounded in $L^\infty(Q)$ by $M_\infty$. Using assumption (A2) and the fact that $\|y_t - \bar{y}_t\|_{L^\infty(Q)} < \varepsilon$, we deduce with [20, section III.7] the existence of a constant $C_1 > 0$ independent of $u$ such that
\[
\|\tilde{z}\|_{L^\infty(Q)} \leq C_1 \varepsilon.
\]
With (3.9), (3.10), $0 < \theta < 1$, and the condition $\|y_t - \bar{y}_t\|_{L^\infty(Q)} < \varepsilon$, we deduce that
\[
\|y_{tt} + \theta(u - \bar{u}) - \bar{y}_t\|_{L^\infty(Q)} < (C_1 + 1) \varepsilon.
\]
So (3.7) holds if we define
\[
\varepsilon = \frac{\gamma}{1 + C_1}.
\]

Proof of Theorem 3.4. Consider $u \in U_{ad}$ such that $\|y_t - \bar{y}_t\|_{L^\infty(Q)} < \varepsilon$, where $\varepsilon$ will be fixed later independently of $u$; see (3.21) below. A second order Taylor expansion yields the existence of $\theta \in (0, 1)$ such that
\[
J(u) = J(\bar{u}) + J'(\bar{u})(u - \bar{u}) + \frac{1}{2} J''(\bar{u} + \theta(u - \bar{u}))(u - \bar{u})^2.
\]
Define for $1 \leq j \leq m$
\[
v_j(t) = \begin{cases} u_j(t) - \bar{u}_j(t) & \text{if } |\bar{v}_j(t)| \leq \tau, \\ 0 & \text{otherwise}, \end{cases}
\]
and $w = u - \bar{u} - v$. It is clear that $v \in C^2_z$. Taking into account (3.2) we also have
\[
J'(\bar{u})(u - \bar{u}) = \sum_{j=1}^m \int_0^T \bar{v}_j(t)(u_j(t) - \bar{u}_j(t))dt \geq \sum_{j=1}^m \int_0^T \bar{v}_j(t)w_j(t)dt = \tau \|w\|_{L^1(0,T)}.
\]
Using (3.12), $u - \bar{u} = v + w$, (3.13), $v \in C^2_z$, the second order sufficient condition (3.3), the estimate (2.10) for the bilinear form $J''(\bar{u})$, and Young’s inequality, we obtain
\[
J(u) \geq J(\bar{u}) + \tau \|w\|_{L^1(0,T)} + \frac{1}{2} J''(\bar{u})v^2 + \frac{1}{2} J''(\bar{u})w^2 + J''(\bar{u})(v, w)
\]
\[
+ \frac{1}{2} [J''(\bar{u} + \theta(u - \bar{u})) - J''(\bar{u})](u - \bar{u})^2
\]
\[
\geq J(\bar{u}) + \tau \|w\|_{L^1(0,T)} + \frac{\delta}{2} \|z_v\|_{L^2(Q)}^2 - \frac{M_2}{\gamma} \|z_w\|_{L^2(Q)}^2
\]
\[
- M_2 \|z_v\|_{L^2(Q)} \|z_w\|_{L^2(Q)} + \frac{1}{2} [J''(\bar{u} + \theta(u - \bar{u})) - J''(\bar{u})](u - \bar{u})^2
\]
\[
\geq J(\bar{u}) + \tau \|w\|_{L^1(0,T)} + \frac{\delta}{4} \|z_v\|_{L^2(Q)}^2 - M_2 \left(\frac{1}{2} + \frac{M_2}{\delta}\right) \|z_w\|_{L^2(Q)}
\]
\[
+ \frac{1}{2} [J''(\bar{u} + \theta(u - \bar{u})) - J''(\bar{u})](u - \bar{u})^2.
\]
Using this inequality and Lemma 3.5 with \( \rho = \delta/8 \) and \( v = u - \bar{u} \) and assuming that \( \varepsilon \leq \varepsilon_{\rho} \) given at the start of the proof, we have

\[
J(u) \geq J(\bar{u}) + \tau \|w\|_{L^1(0,T)^m} + \frac{\delta}{4} \|v\|_{L^2(Q)}^2 + M_2 \left( \frac{1}{2} + \frac{M_2}{\delta} \right) \|z_{u}\|_{L^2(Q)}^2
\]

\[
(3.15) \quad - \frac{\delta}{16} \|z_{u-\bar{u}}\|_{L^2(Q)}^2.
\]

We notice now that

\[
\|z_{u-\bar{u}}\|_{L^2(Q)}^2 = \|z_{v+w}\|_{L^2(Q)}^2 \leq \|z_v\|_{L^2(Q)}^2 + \|z_w\|_{L^2(Q)}^2 + 2\|z_v\|_{L^2(Q)} \|z_u\|_{L^2(Q)}
\]

\[
\leq 2\|z_v\|_{L^2(Q)}^2 + 2\|z_w\|_{L^2(Q)}^2,
\]

and hence \( \|z_v\|_{L^2(Q)}^2 \geq \frac{1}{2} \|z_{u-\bar{u}}\|_{L^2(Q)}^2 - \|z_w\|_{L^2(Q)}^2 \). Inserting this in (3.15) we get

\[
(3.16) \quad J(u) \geq J(\bar{u}) + \frac{\delta}{16} \|z_{u-\bar{u}}\|_{L^2(Q)}^2 + \tau \|w\|_{L^1(0,T)^m} - M_2 \left( \frac{1}{2} + \frac{M_2}{\delta} + \frac{\delta}{4} \right) \|z_{u}\|_{L^2(Q)}^2,
\]

Let us estimate \( \tau \|w\|_{L^1(0,T)^m} \). Using again (3.13) and the expression for the derivative of \( J \) obtained directly by the chain rule, we have

\[
\tau \|w\|_{L^1(0,T)^m} \leq J'(\bar{u})(u - \bar{u}) = \int_Q \frac{\partial L}{\partial y}(x,t,\bar{y}) z_{u-\bar{u}} \, dx \, dt
\]

\[
(3.17) \quad \leq \|\frac{\partial L}{\partial y}(x,t,\bar{y})\|_{L^2(Q)} \|z_{u-\bar{u}}\|_{L^2(Q)}.
\]

Define now \( \eta = y_u - (\bar{y} + z_{u-\bar{u}}) \). The function \( \eta \) satisfies the equation

\[
\begin{cases}
\frac{\partial \eta}{\partial t} + A\eta + f(y_u) - f(\bar{y}) - \frac{\partial f}{\partial y}(\bar{y}) z_{u-\bar{u}} = 0 \text{ in } Q,
\eta = 0 \text{ on } \Sigma,
\eta(0) = 0 \text{ in } \Omega.
\end{cases}
\]

Using a second order Taylor expansion and the definition of \( \eta \), we have that there exists \( 0 < \delta(x,t) < 1 \) such that, if we name \( \tilde{y} = \bar{y} + \delta(y_u - \bar{y}) \), we have that

\[
\frac{\partial \eta}{\partial t} + A\eta + \frac{\partial f}{\partial y}(\tilde{y}) \eta = -\frac{1}{2} \frac{\partial^2 f}{\partial y^2}(\tilde{y})(y_u - \bar{y})^2 \text{ in } Q.
\]

Again from assumption (A2), and the condition \( \|y_u - \bar{y}\|_{L^\infty(Q)} < \varepsilon \), we deduce the existence of a constant \( C_1 > 0 \) independent of \( \varepsilon \) and \( u \) such that

\[
(3.18) \quad \|\eta\|_{L^2(Q)} \leq C_1 \varepsilon \|y_u - \bar{y}\|_{L^2(Q)} \leq \sqrt{T|\Omega|} C_1 \varepsilon^2.
\]

Using this, the definition of \( \eta \), and \( \|y_u - \bar{y}\|_{L^\infty(Q)} < \varepsilon \), we infer

\[
\|z_{u-\bar{u}}\|_{L^2(Q)} \leq \|\eta\|_{L^2(Q)} + \|y_u - \bar{y}\|_{L^2(Q)} \leq (C_1 \varepsilon + 1) \sqrt{T|\Omega|} \varepsilon.
\]

Now, from (3.17) we deduce the existence of a constant \( C_2 \) independent of \( u \) such that

\[
(3.19) \quad \tau \|w\|_{L^1(0,T)^m} \leq C_2 \varepsilon.
\]
Next we use (2.4) and (3.19) to obtain
\[
\|z_w\|_{L^2(Q)}^2 \leq T \|z_w\|_{L^\infty(0,T;L^2(\Omega))}^2 \leq \frac{C_3}{\tau} \varepsilon \|w\|_{L^1(0,T)}^m
\]
and, hence,
\[
(3.20) \quad \tau \|w\|_{L^1(0,T)}^m \geq \frac{\tau^2}{C_3 \varepsilon} \|z_w\|_{L^2(Q)}^2.
\]
Using this and (3.16), we have that
\[
J(u) \geq J(\bar{u}) + \frac{\delta}{16} \|z_{u-\bar{u}}\|_{L^2(\Omega)}^2 + \left[ \frac{\tau^2}{C_3 \varepsilon} - M_2 \left( \frac{1}{2} + \frac{M_2}{\delta} + \frac{\delta}{4} \right) \right] \|z_w\|_{L^2(Q)}^2.
\]
So the condition
\[
(3.21) \quad \varepsilon \leq \min \left\{ \varepsilon \rho, \frac{\tau^2}{C_3 M_2 \left( \frac{1}{2} + \frac{M_2}{\delta} + \frac{\delta}{4} \right)} \right\}
\]
yields
\[
(3.22) \quad J(u) \geq J(\bar{u}) + \frac{\delta}{64} \|y_u - \bar{y}\|_{L^2(\Omega)}^2,
\]
and the result follows for $\kappa = \delta/64$.

**Remark 3.6.** In the above proof, we have established that
\[
J'(\bar{u})(u - \bar{u}) \geq \tau \|w\|_{L^1(0,T)}^m,
\]
\[
J''(\bar{u} + \theta(u - \bar{u}))(u - \bar{u})^2 \geq \frac{\delta}{8} \|z_{u-\bar{u}}\|_{L^2(Q)}^2 - C \|z_w\|_{L^2(Q)}^2 \quad \forall \theta \in [0,1],
\]
assuming that $u \in U_{ad}$ and \(\|y_u - \bar{y}\|_{L^\infty(\Omega)} < \varepsilon\) for any $0 < \varepsilon \leq \varepsilon_0$ with $\varepsilon_0$ conveniently chosen. From these two inequalities, we get for any number $\rho > 0$
\[
\rho J'(\bar{u})(u - \bar{u}) + J''(\bar{u} + \theta(u - \bar{u}))(u - \bar{u})^2 \geq \rho \tau \|w\|_{L^1(0,T)}^m + \frac{\delta}{8} \|z_{u-\bar{u}}\|_{L^2(Q)}^2 - C \|z_w\|_{L^2(Q)}^2.
\]
Now, using (3.20) and replacing the requirement (3.21) by $\varepsilon \leq \rho \tau^2/(C_3 C)$ we get that
\[
\rho \tau \|w\|_{L^1(0,T)}^m - C \|z_w\|_{L^2(Q)}^2 \geq 0.
\]
Hence, we obtain that
\[
\rho J'(\bar{u})(u - \bar{u}) + J''(\bar{u} + \theta(u - \bar{u}))(u - \bar{u})^2 \geq \frac{\delta}{8} \|z_{u-\bar{u}}\|_{L^2(Q)}^2.
\]
Finally, taking again $\varepsilon$ smaller if necessary, we get as in the above proof $\|z_{u-\bar{u}}\|_{L^2(Q)} \geq \frac{1}{2} \|y_u - \bar{y}\|_{L^2(\Omega)}$, and thus there exist $\lambda > 0$ and $\varepsilon_\rho > 0$ such that for $\|y_u - \bar{y}\|_{L^\infty(\Omega)} \leq \varepsilon_\rho$
\[
(3.23) \quad \rho J'(\bar{u})(u - \bar{u}) + J''(\bar{u} + \theta(u - \bar{u}))(u - \bar{u})^2 \geq \frac{\lambda}{2} \|y_u - \bar{y}\|_{L^2(Q)}^2.
\]
4. Numerical approximation of the control problem (P). The goal of this section is to get a discrete version of the control problem (P). To this end, we need to make some additional hypotheses to (A1)–(A5) that we will assume in the rest of the paper.

(H1) $\Omega$ is a polygonal (if $d = 2$) or polyhedral (if $d = 3$) convex domain.

(H2) The initial state $y_0$ belongs to $H^2(\Omega) \cap H^1_0(\Omega)$, the coefficients $a_{ij}$ of $A$ are Lipschitz functions in $\Omega$, and $f(\cdot,t) \in L^\infty(Q)$.

(H3) For every $M > 0$ there exists a constant $C_{L,M}$ such that

$$\left| \frac{\partial L}{\partial y} (x,t,y) \right| \leq C_{L,M} \quad \text{for a.a. } (x,t) \in Q \forall |y| \leq M.$$ 

These assumptions imply extra regularity for the states $y_u$ and adjoint states $\varphi_u$.

**Theorem 4.1.** For every $u \in U_{ad}$ we have that $y_u, \varphi_u \in W^{1,p}(0,T;L^2(\Omega)) \cap L^p(0,T;H^2(\Omega))$ for all $p < \infty$. Furthermore, there exists a constant $M_0$ independent of $u$ and $p$ such that

$$\|\partial_t y_u\|_{L^p(0,T;L^2(\Omega))} + \|y_u\|_{L^p(0,T;H^2(\Omega))} \leq M_0 \frac{p^2}{p-1} \|\partial_t^2 y\|_{L^\infty(0,T;L^2(\Omega))} + \|y_0\|_{H^2(\Omega)},$$

(4.1)

$$\|\partial_t \varphi_u\|_{L^p(0,T;L^2(\Omega))} + \|\varphi_u\|_{L^p(0,T;H^2(\Omega))} \leq M_0 \frac{p^2}{p-1} C_{L,M_\infty},$$

(4.2)

where $M_\infty$ was introduced in Theorem 2.1 and $C_{L,M_\infty}$ is defined in assumption (H3).

The reader is referred to [22] for the proof.

We consider (cf. [6, Definition (4.4.13)]) a quasi-uniform family of triangulations $\{\mathcal{K}_h\}_{h>0}$ of $\Omega$ and a quasi-uniform family of partitions of size $\tau$ of $[0,T]$, $0 = t_0 < t_1 < \cdots < t_{N_\tau} = T$. We will denote $N_h$ and $N_{I,h}$ the number of nodes and interior nodes of $\mathcal{K}_h$, $I_k = (t_{k-1}, t_k)$, $\tau_k = t_k - t_{k-1}$, $\tau = \max\{\tau_k\}$, and $\sigma = (h, \tau)$. In what follows we will use the notation $|\sigma| = \tau + h$.

Now we consider the finite dimensional spaces

$${\mathcal{Y}}_\sigma = \{y_\sigma \in L^2(0,T;Y_h) : y_\sigma|_{I_k} \in Y_h \forall k = 1, \ldots, N_\tau, y_\sigma|_{\Gamma} \equiv 0\},$$

where $Y_h = \{z_h \in C(\overline{\Omega}) : z_h|_{\partial\Omega} \in P_1(K) \forall K \in \mathcal{K}_h \text{ and } z_h \equiv 0 \text{ on } \Gamma\}$,

$${\mathcal{Y}}_\sigma = \{y_\sigma \in L^2(0,T;Y_h) : y_\sigma|_{I_k} \in Y_h \forall k = 1, \ldots, N_\tau, y_\sigma|_{\Gamma} \equiv 0\}.$$

The elements of $\mathcal{Y}_\sigma$ can be written as

$$y_\sigma = \sum_{k=1}^{N_\tau} y_{h,k} \chi_k = \sum_{k=1}^{N_\tau} \sum_{i=1}^{N_{I,k}} y_{i,k} e_{i,k},$$

where $y_{h,k} \in Y_h$ for $k = 1, \ldots, N_\tau$, $y_{i,k} \in \mathbb{R}$ for $i = 1, \ldots, N_{I,k}$, and $k = 1, \ldots, N_\tau$, $\{e_{i,k}\}_{i=1}^{N_{I,k}}$ is the nodal basis associated to the interior nodes $\{x_i\}_{i=1}^{N_{I,k}}$ of the triangulation, and $\chi_k$ denotes the characteristic function of the interval $I_k = (t_{k-1}, t_k)$. For every $u \in L^1(0,T)^m$, we define its associated discrete state as the unique element
as the unique solution of

\[ \tau \text{spatial finite element discretization. The proof of the existence and uniqueness of a} \]

From a computational point of view, this scheme can be interpreted as an implicit

\[ \sum_{j=1}^{m} \int_{I_k} \int_{\omega_j} u_j(t) g_j(x) z_h dx dt \quad \forall z_h \in Y_h \text{ and all } k = 1, \ldots, N_\tau, \]

(4.3)

\[ \int_{\Omega} y_{h,0} z_h dx = \int_{\Omega} y_0 z_h dx \quad \forall z_h \in Y_h, \]

where

\[ a(y, z) = \sum_{i,j=1}^{n} \int_{\Omega} a_{ij} \partial_x y \partial_x z dx \quad \forall y, z \in H^1(\Omega). \]

From (4.3) is standard assuming that \( \tau |C_f| \ll 1 \) with \( C_f \) given by (1.2).

From [22, Corollaries 6.2 and 6.4], we have that for all \( u \in U_{ad} \)

\[ \|y_\tau(u) - y_u\|_{L^2(Q)} \leq C(h^2 + \tau), \]

(4.4)

\[ \|y_\tau(u) - y_u\|_{L^\infty(0,T;L^2(\Omega))} \leq C(h^2 + \tau)|\log \tau|^2. \]

The control is discretized using piecewise constant functions. Consider

\[ U_\tau = \{ u_\tau \in L^1(0,T)^m : u_{\tau|I_k} \in \mathbb{R}^m \quad \forall k = 1, \ldots, N_\tau \}. \]

We denote \( \pi_h \) the Lagrange nodal interpolation operator in space, \( \pi_\tau \) the \( L^2(0,T) \) projection onto \( U_\tau \), and \( \pi_\sigma = \pi_h \circ \pi_\tau = \pi_\tau \circ \pi_h \). Notice that for all \( u \in L^1(0,T)^m \) we have that

\[ y_\sigma(u) = y_\sigma(\pi_\tau u) \text{ and } J_\sigma(u) = J_\sigma(\pi_\tau u). \]

(4.6)

Notice that if \( u \in L^1(0,T)^m \setminus L^2(0,T)^m \), \( \pi_\tau u \) is still well defined by the expression

\[ (\pi_\tau u)|_{I_k} = \frac{1}{\tau_k} \int_{I_k} u(t) dt, \quad k = 1, \ldots, N_\tau. \]

We formulate the discrete problem as

\[ (P_\sigma) \min_{u_\tau \in U_{\tau,ad}} J_\sigma(u_\tau), \]

where

\[ J_\sigma(u) = \int_{Q} L(x, t, y_\sigma(u)(x,t)) dx dt, \]

and \( U_{\tau,ad} = U_\tau \cap U_{ad} \). Since this set is compact and nonempty, the existence of a

For every \( u \in L^1(0,T)^m \), we define the related discrete adjoint state \( \varphi_\sigma(u) \in Y_\sigma \)

as the unique solution of

\[ \int_{\Omega} (\varphi_{h,k} - \varphi_{h,k+1}) z_h dx + \tau_h a(z_h, \varphi_{h,k}) + \int_{I_k} \int_{\Omega} \frac{\partial f}{\partial y}(x, t, y_{h,k}) \varphi_{h,k} z_h dx dt \]

\[ = \int_{I_k} \int_{\Omega} \frac{\partial L}{\partial y}(x, t, y_{h,k}) z_h dx dt \quad \forall z_h \in Y_h \text{ and all } k = N_\tau, \ldots, 1, \]

(4.7)

\[ \varphi_{h,N_\tau+1} = 0, \]
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where the functions $y_{h,k} \in Y_\sigma$ are defined by $y_\sigma(u) = \sum_{k=1}^{N_\tau} y_{h,k} \chi_k$. We also define $\psi_\sigma(u) \in U_{\tau}$ as

$$
\psi_{\sigma,j}(u)(t) = \int_{\Omega} \varphi_\sigma(u)(x,t)g_j(x)dx \text{ for } 1 \leq j \leq m.
$$

With this notation, we have that for every $u, v \in L^1(0,T)^m$

$$
J'_\sigma(u)v = \sum_{j=1}^{m} \int_0^T \psi_{\sigma,j}(u)(t)v_j(t)dt
$$

and first order conditions read as follows.

**Theorem 4.2.** Suppose $\bar{u}_\sigma \in U_{\tau,ad}$ is a local solution of $(P_\sigma)$ with associated discrete state $\bar{y}_\sigma = y_\sigma(\bar{u}_\sigma)$ and discrete adjoint state $\bar{\psi}_\sigma = \varphi_\sigma(\bar{u}_\sigma)$. Then

$$
\int_0^T \bar{\psi}_{\sigma,j}(t)(u_{\sigma,j}(t) - \bar{u}_{\sigma,j}(t))dt \geq 0 \quad \forall u_\tau \in U_{\tau,ad}, \ 1 \leq j \leq m,
$$

where $\bar{\psi}_\sigma = \psi_\sigma(\bar{u}_\sigma)$.

Analogously to (3.2), we can deduce that

$$
\bar{u}_{\sigma,j}|_{I_k} = \begin{cases} 
\alpha_j & \text{if } \bar{\psi}_{\sigma,j}|_{I_k} > 0, \\
\beta_j & \text{if } \bar{\psi}_{\sigma,j}|_{I_k} < 0
\end{cases}
$$

5. **Error estimates for the optimal states.** In this section, we first analyze the convergence of the approximations $(P_\sigma)$ of $(P)$ in a sense to be made precise below. Then we prove error estimates for the difference between the discrete and the continuous optimal states.

**Theorem 5.1.** Let $\bar{u}$ be a strict strong local minimizer for $(P)$, i.e.,

$$
\exists \rho > 0 : J(\bar{u}) < J(u) \quad \forall u \in U_{\text{ad}} \setminus \{\bar{u}\} : \|y_u - \bar{y}\|_{L^\infty(Q)} \leq \rho.
$$

Then, there exists a sequence $\{\bar{u}_\sigma\}_\sigma$ of local minimizers of $(P_\sigma)$ such that $\bar{u}_\sigma \rightharpoonup \bar{u}$ weakly* in $L^\infty(0,T)^m$. Moreover,

$$
\exists \sigma_0 : J_\sigma(\bar{u}_\sigma) \leq J_\sigma(u_\tau) \quad \forall u_\tau \in U_{\tau,ad} \text{ with } \|y_{\sigma_0}(u_\tau) - \bar{y}_\sigma\|_{L^\infty(Q)} \leq \frac{\rho}{2}, \quad \forall \sigma \leq |\sigma_0|
$$

holds. Conversely, let $\{\bar{u}_\sigma\}_\sigma$ be a sequence of local minimizers of $(P_\sigma)$ satisfying (5.2) for some given $\rho > 0$ and such that $\bar{u}_\sigma \rightharpoonup \bar{u}$ in $L^\infty(0,T)^m$. Then $\bar{u}$ is a strong local solution of $(P)$ such that

$$
J(\bar{u}) \leq J(u) \quad \forall u \in U_{\text{ad}} : \|y_u - \bar{y}\|_{L^\infty(Q)} < \frac{\rho}{2}.
$$

Before proving this theorem, we establish some auxiliary results.

**Lemma 5.2.** There exists $\mu \in (0,1)$ and $C_{\mu}$ such that

$$
\|y_u - y_{u,\sigma}\|_{L^\infty(Q)} \leq C_{\mu} (h^n + \tau^{n/2}) \quad \forall u \in U_{\text{ad}}.
$$
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Proof. First, we observe that $H^2(\Omega) \subset C^{1/2}(\bar{\Omega})$ for $d \leq 3$. Then, according to [20, Theorem III-10.1], Theorem 2.1, and assumptions (A2), (H2), and (H3), we infer the existence of $\mu \in (0, 1)$ and $C_\mu > 0$ such that $y_u \in C^{\mu, \mu/2}(\bar{Q})$ and

(5.5) \[ \|y_u\|_{C^{\mu, \mu/2}(\bar{Q})} \leq C_\mu \quad \forall u \in U_{ad}. \]

Now, given $(x_0, t_0)$ a point in a $K \times I_k$, we have with the Hölder continuity of $y_u$

\[
|y_u(x_0, t_0) - \pi_x y_u(x_0, t_0)| \\
\leq |y_u(x_0, t_0) - \pi_x y_u(x_0, t_0)| + |\pi_x y_u - \pi_x y_u|(x_0, t_0)| \\
\leq \frac{1}{\tau_k} \int_I |y_u(x_0, t_0) - y_u(x_0, t)| \, dt + \frac{1}{\tau_k} \int_I |y_u(x_0, t) - \pi_x y_u(x_0, t)| \, dt \\
\leq \frac{C_\mu}{\tau_k} \left( \int_t \|t - \tau|^{\mu/2} \, dt + \int_t h^n \, dt \right) \leq C_\mu(\tau^\mu + h^n),
\]

which implies (5.4) due to the arbitrary selection of $(x_0, t_0)$. \hfill \Box

Corollary 5.3. There exists a constant $M_\mu$ such that

(5.6) \[ \|y_\sigma(u) - y_u\|_{L^\infty(Q)} \leq M_\mu \log \left( \frac{T}{\tau} \right) \|y_u - y u\|_{L^\infty(Q)} \quad \forall u \in U_{ad}. \]

Proof. From [22, Theorem 6.5] we know that

\[ \|y_\sigma(u) - y_u\|_{L^\infty(Q)} \leq C \log \left( \frac{T}{\tau} \right) \|y_u - y u\|_{L^\infty(Q)} \quad \forall y_\sigma \in Y, \quad \forall u \in U_{ad}. \]

Then it is enough to combine this inequality with (5.3) to deduce (5.6). \hfill \Box

Lemma 5.4. Consider a sequence $\{u_n\}_n \subset U_{ad}$ such that $u_n \rightharpoonup u$ in $L^\infty(0, T)^m$ and a sequence $\{\sigma_n\}_n$ with $|\sigma_n| = h_n + \tau_n \to 0$. Then, $J_{\sigma_n}(u_n) \to J(u)$ holds.

Proof. We first write

\[ |J_{\sigma_n}(u_n) - J(u)| \leq |J_{\sigma_n}(u_n) - J(u_n)| + |J(u_n) - J(u)|. \]

For the first term, by the mean value theorem, we know that there exists a measurable function $0 < \theta_n(x, t) < 1$ such that, if we name $\tilde{y}_n = y_{\sigma_n}(u_n) + \theta_n(y_{u_n} - y_{\sigma_n}(u_n))$, then using (4.4), (H3), and (A2) we obtain

\[ |J(u_n) - J_{\sigma_n}(u_n)| \\
= \left| \int_0^T \int_\Omega \left( L(x, t, u_n(x, t)) - L(x, t, y_{\sigma_n}(u_n)(x, t)) \right) \, dx \, dt \right| \\
\leq \int_0^T \int_\Omega \left| \frac{\partial L}{\partial y}(x, t, \tilde{y}_n(x, t))(y_{u_n}(x, t) - y_{\sigma_n}(u_n)(x, t)) \right| \, dx \, dt \\
\leq \left\| \frac{\partial L}{\partial y}(\cdot, \cdot, \tilde{y}_n) \right\|_{L^2(Q)} \|y_{u_n} - y_{\sigma_n}(u_n)\|_{L^2(Q)} \leq C(h_n^2 + \tau_n). \]

The convergence to zero of the second term follows from assumption (A2) and Lemma 2.2. \hfill \Box

Proof of Theorem 5.1. Part I: Consider the set

\[ V_{\text{ad}, \sigma, \rho} = \{ u_\tau \in U_{\text{ad}} : \|y_\sigma(u_\tau) - \bar{y}\|_{L^\infty(Q)} \leq \rho \}. \]
From Corollary 5.3 we deduce the existence of $\sigma_1$ such that $\|y_\sigma(\tilde{u}) - \bar{y}\|_{L^\infty(Q)} \leq \rho$ for every $|\sigma| \leq |\sigma_1|$. Since $y_\sigma(\tilde{u}) = y_\sigma(\pi_\tau \tilde{u})$ and obviously $\pi_\tau \tilde{u} \in U_{\pi, \tau}$, we conclude that $\pi_\tau \tilde{u} \in V_{\pi, \tau, \sigma, \rho}$ for all $|\sigma| \leq |\sigma_1|$. Hence, $V_{\pi, \tau, \sigma, \rho}$ is compact and nonempty. Therefore the problem
\[
\min_{u_\tau \in V_{\pi, \tau, \sigma, \rho}} J_\sigma(u_\tau)
\]
has a solution $\bar{u}_\sigma$. We can extract a subsequence, denoted in the same way, such that $\bar{u}_\sigma \rightharpoonup \bar{u}$ in $L^\infty(0, T)^m$. Since $U_{\tau, \pi, \tau} \subset U_{\pi, \tau}$ and $U_{\pi, \tau}$ is weakly* closed in $L^\infty(0, T)^m$, $\bar{u} \in U_{\pi, \tau}$. We also have that $\bar{y}_\sigma = y_\sigma(\bar{u}_\sigma) \to \bar{y}$ in $L^\infty(Q)$. To check this we write
\[
(5.7) \quad \|\bar{y}_\sigma - \bar{y}\|_{L^\infty(Q)} \leq \|y_\sigma(\bar{u}_\sigma) - y_{\pi, \sigma}\|_{L^\infty(Q)} + \|y_{\pi, \sigma} - \bar{y}\|_{L^\infty(Q)}.
\]
From Corollary 5.3 and Lemma 2.2 we infer that both terms converge to 0. Since $\bar{u}_\sigma \in V_{\pi, \tau, \sigma, \rho}$, we have that
\[
\|\bar{y}_\sigma - \bar{y}\|_{L^\infty(Q)} \leq \|y_\sigma(\bar{u}_\sigma) - y_{\pi, \sigma}\|_{L^\infty(Q)} + \|y_{\pi, \sigma} - \bar{y}\|_{L^\infty(Q)} \leq \|y_\sigma(\bar{u}_\sigma) - y_{\pi, \sigma}\|_{L^\infty(Q)} + \rho \to \rho \quad \text{as } |\sigma| \to 0.
\]
Passing to the limit in $J_\sigma(\bar{u}_\sigma) \leq J_\sigma(\pi_\tau \bar{u})$ with Lemma 2.2, we infer that $J(\bar{u}) \leq J(\bar{u})$. Due to (5.1), this is possible only if $\bar{u} = \bar{u}$, and so (5.7) implies that $\|\bar{y}_\sigma - \bar{y}\|_{L^\infty(Q)} \to 0$ as $|\sigma| \to 0$. Let us take $\sigma_0$ such that $\|\bar{y}_\sigma - \bar{y}\|_{L^\infty(Q)} < \rho/2$. Then for any $u_\tau \in U_{\tau, \pi, \tau}$ such that $\|y_\sigma(u_\tau) - y_{\pi, \sigma}\|_{L^\infty(Q)} \leq \rho/2$, we get
\[
\|y_\sigma(u_\tau) - \bar{y}\|_{L^\infty(Q)} \leq \|y_\sigma(u_\tau) - y_{\pi, \sigma}\|_{L^\infty(Q)} + \|y_{\pi, \sigma} - \bar{y}\|_{L^\infty(Q)} < \rho \quad \forall |\sigma| \leq |\sigma_0|.
\]
Then $u_\tau \in V_{\pi, \tau, \sigma, \rho}$ and, hence, $J(\bar{u}_\sigma) \leq J(u_\tau)$ for every $|\sigma| \leq |\sigma_0|$, which proves the first part of the theorem.

**Part II:** We denote, as above, $\bar{y}_\sigma$ and $\bar{y}$ the discrete and continuous states associated with $\bar{u}_\sigma$ and $\bar{u}$, respectively. We observe that, proceeding as in (5.7), $\|\bar{y}_\sigma - \bar{y}\|_{L^\infty(Q)} \to 0$ as $|\sigma| \to 0$. Let us take an arbitrary element $u \in U_{\pi, \sigma}$ such that $\|y_\sigma(u) - y_{\pi, \sigma}\|_{L^\infty(Q)} < \rho/2$. We have to prove that $J(\bar{u}) \leq J(u)$. To this end, we consider the discrete controls $\pi_\tau u$. It is obvious that $\pi_\tau u \in U_{\tau, \pi, \tau}$ and, from Corollary 5.3 and the fact that $y_\sigma(\pi_\tau u) = y_\sigma(u)$ (see (4.6)), we have that $\|y_\sigma(\pi_\tau u) - y_{\pi, \sigma}\|_{L^\infty(Q)} \to 0$ as $|\sigma| \to 0$. Therefore, we get
\[
\|y_\sigma(\pi_\tau u) - \bar{y}_{\pi, \sigma}\|_{L^\infty(Q)} \to \|y_{\pi, \sigma} - \bar{y}\|_{L^\infty(Q)} < \frac{\rho}{2} \quad \text{as } \sigma \to 0.
\]
Hence, there exists $\sigma_1$ with $|\sigma_1| \leq |\sigma_0|$ such that
\[
\|y_\sigma(\pi_\tau u) - \bar{y}_{\pi, \sigma}\|_{L^\infty(Q)} < \frac{\rho}{2} \quad \forall |\sigma| \leq |\sigma_1|.
\]
Thus, from (5.2) and Lemma 5.4 we infer
\[
J(\bar{u}) = \lim_{\sigma \to 0} J_\sigma(\bar{u}_\sigma) \leq \lim_{\sigma \to 0} J_\sigma(\pi_\tau u) = J(u),
\]
which concludes the proof.

**Remark 5.5.** Let us observe that if $\{\bar{u}_\sigma\}_\sigma$ is a sequence of global minimizers of $(P_\sigma)$, then there exist subsequences converging to elements $\bar{u}$. Any of these controls $\bar{u}$ is a global minimizer of $(P)$. This is an immediate consequence of the second part of Theorem 5.1. Indeed, it is enough to take $\rho$ sufficiently large.
Assuming the second order optimality conditions we can prove some error estimates for the difference between the continuous and discrete optimal states.

**Theorem 5.6.** Let $\bar{u}$ be a local solution of (P) satisfying the first order conditions (3.1a)–(3.1c) and the second order sufficient conditions (3.3). Let \( \{\bar{u}_\sigma,\} \) be a sequence of local minima of (P), such that (5.2) holds and $\bar{u}_\sigma \rightharpoonup \bar{u}$ in $L^\infty(0,T)^m$. Then, there exists a constant $C$ such that

\[
\|\bar{y}_\sigma - \bar{y}\|_{L^2(Q)} \leq C(h + \sqrt{\tau}).
\]

**Proof.** By the triangle inequality we have

\[
\|\bar{y}_\sigma - \bar{y}\|_{L^2(Q)} \leq \|\bar{y}_\sigma - \bar{y}_{\sigma}\|_{L^2(Q)} + \|\bar{y}_{\sigma} - \bar{y}\|_{L^2(Q)}.
\]

The first term in the right-hand side is of order $O(h^2 + \tau)$; see (4.4). We just need to study the second term. From Lemma 2.2 we know that $\bar{y}_{\sigma} \rightharpoonup \bar{y}$ strongly in $L^\infty(Q)$. From Theorem 3.4, we deduce the existence of $\varepsilon > 0$ and $\kappa > 0$ such that (3.6) holds. Then, there exists $\sigma_0 > 0$ such that for all $0 < |\sigma| < |\sigma_0|$, $\|\bar{y}_{\sigma} - \bar{y}\|_{L^\infty(Q)} < \varepsilon$. Thus, using (3.6) we have

\[
\frac{\kappa}{2} \|\bar{y}_{\sigma} - \bar{y}\|_{L^2(Q)}^2 \leq J(\bar{u}_\sigma) - J(\bar{u}) \leq [J(\bar{u}_\sigma) - J(\bar{u})] + [J(\bar{u}_\sigma) - J(\pi,\bar{u})] + [J(\pi,\bar{u}) - J(\bar{u})] = I + II + III + IV.
\]

Let us estimate the first term. By the mean value theorem, there exists a measurable function $\gamma_\sigma = \gamma_{\sigma} + \theta(\bar{y}_{\sigma} - \bar{y}_\sigma)$ with $0 < \theta(x,t) < 1$ such that

\[
J(\bar{u}_\sigma) - J(\bar{u}) = \int_Q \left( L(x,t,\bar{y}_{\sigma}(x,t)) - L(x,t,\bar{y}_\sigma(x,t)) \right) dx \, dt = \int_Q \frac{\partial L}{\partial y}(x,t,\bar{y}_\sigma(x,t)) \left( \bar{y}_{\sigma}(x,t) - \bar{y}_\sigma(x,t) \right) dx \, dt \leq \left\| \frac{\partial L}{\partial y}(\cdot,\cdot,\bar{y}_\sigma) \right\|_{L^2(Q)} \|\bar{y}_{\sigma} - \bar{y}_\sigma\|_{L^2(Q)} \leq C(h^2 + \tau),
\]

where we have used (A2), Theorem 2.1, and (4.4) for the last two inequalities. The fourth term can be estimated exactly in the same way.

Since $\bar{u}_\sigma$ satisfies (5.2), we have that $II \leq 0$ for $|\sigma|$ small enough. Indeed, we can argue as in the second part of the proof of Theorem 5.1 to deduce the existence of $\sigma_1$ such that $\pi,\bar{u} \in U_{\tau,ad}$ and $\|y_\sigma(\pi,\bar{u}) - \bar{y}_\sigma\|_{L^\infty(Q)} < \rho/2$ for $|\sigma| < |\sigma_1|$. Finally, the term III is zero because of (4.6).

Collecting all the estimates, we achieve the desired result. \( \square \)

**6. Bang-bang control and control error estimates.** In the last section we have used the quadratic growth property of the states (3.6) to prove error estimates between discrete and continuous optimal states. The reader could be wondering if it is possible to get an analogous condition involving a quadratic term for the controls. The answer is negative in general. In [16], the authors prove that if $\bar{u}$ is a local minimizer of (P), which is not bang-bang, then there do not exist $\varepsilon > 0$, $\kappa > 0$, $\gamma > 0$, and $r \geq 1$ such that the inequality

\[
J(\bar{u}) + \frac{\kappa}{2} \|u - \bar{u}\|_{L^r(0,T)^m}^r \leq J(u) \quad \forall u \in U_{ad} : \|u - \bar{u}\|_{L^1(0,T)^m} \leq \varepsilon
\]
holds. However, if we make a certain structural assumption on the associated adjoint state with \( \bar{u} \), which implies the bang-bang property of \( \bar{u} \), then we can get the desired inequality. Following [16], the next hypothesis will be assumed in the rest of the paper.

\[
(6.1) \quad \exists K > 0, \exists \gamma \in (0, 1) : \text{meas}\{t \in [0, T] : |\psi_j(t)| \leq \varepsilon\} \leq K \varepsilon^\gamma \forall \varepsilon > 0, 1 \leq j \leq m.
\]

**Remark 6.1.** Notice that under this assumption \( \bar{u} \) is a bang-bang control. Let us comment on this. Assumption (6.1) rules out the possibility of having \( \text{meas}\{t \in [0, T] : \psi_j(t) = 0\} > 0 \), so we will not have singular arcs.

If \( \psi_j \) is regular enough and there is a finite number of points \( \{t_k\}_{k=1}^N \) such that \( \psi_j^{(n)}(t_k) = 0 \) for \( 0 \leq n < m_k \) and \( \psi_j^{(m_k)}(t_k) \neq 0 \), then (6.1) is fulfilled by \( \psi_j \) with \( \gamma = \min\{1/m_k : k = 1, \ldots, N\} \).

Suppose now that \( \psi_j \in C^1[0, T] \). Then, (6.1) holds with \( \gamma = 1 \) if and only if the number of points where \( \psi_j \) vanishes is finite and the derivatives at these points are not zero. To prove this, first we suppose that there is an infinite number of points in \( [0, T] \) where \( \psi_j \) vanishes. Then, we can extract a sequence \( \{t_n\}_{n=1}^\infty \subset [0, T] \) converging to some point \( t_0 \in [0, T] \). By continuity of \( \psi_j \), \( \psi_j(t_0) = 0 \). By the mean value theorem, between every two consecutive terms of this sequence there is a point \( t_n^* \) such that \( \psi_j'(t_n^*) = 0 \), and hence \( \psi_j(t_n^*) = 0 \). In a neighborhood of \( t_0 \), we have that \( |\psi_j(t)| = o(t - t_0) \). This contradicts (6.1).

The converse implication follows from the first part of this remark.

Next we prove that, under the assumption (6.1), the sufficient second order condition (3.3) leads to a better growth condition than the one given in (3.6). Actually, this new growth condition involves also the controls. Before stating this result, we establish a lemma whose proof is the same as the one of [24, Proposition 3.2] with the obvious changes; see also [16, Proposition 2.7] for the case \( \gamma = 1 \).

**Lemma 6.2.** Let \( \bar{u} \in U_{ad} \) satisfy (3.1a)–(3.1c) and (6.1), and then

\[
(6.2) \quad J'(\bar{u})(u - \bar{u}) \geq \nu \|u - \bar{u}\|^{1 + \frac{1}{\gamma}}_{L^1(0, T)^m} \quad \forall u \in U_{ad},
\]

where \( \nu = \frac{1}{2}(2K \sum_{j=1}^m (\beta_j - \alpha_j))^{-1/\gamma} \).

**Theorem 6.3.** Under the assumptions and notation of Lemma 6.2 and supposing that \( \bar{u} \) satisfies the sufficient second order condition (3.3), then there exist \( \varepsilon > 0 \) and \( \kappa > 0 \) such that

\[
(6.3) \quad J(\bar{u}) + \frac{\nu}{2} \|u - \bar{u}\|^{1 + \frac{1}{\gamma}}_{L^1(0, T)^m} + \frac{\kappa}{2} \|y_u - \bar{y}u\|_{L^2(Q)}^2 \leq J(u) \quad \forall u \in U_{ad} : \|y_u - \bar{y}\|_{L^\infty(Q)} < \varepsilon,
\]

where \( \bar{y} \) is the state associates with \( \bar{u} \).

**Proof.** To prove (6.3) it is enough to make a Taylor expansion and to use (6.2) as follows:

\[
J(u) = J(\bar{u}) + \frac{1}{2} J'(\bar{u})(u - \bar{u}) + \frac{1}{2} \left[ J''(\bar{u})(u - \bar{u}) + J''(\bar{u} + \theta(u - \bar{u})) (u - \bar{u})^2 \right] \\
\geq J(\bar{u}) + \frac{\nu}{2} \|u - \bar{u}\|^{1 + \frac{1}{\gamma}}_{L^1(0, T)^m} + \frac{1}{2} \left[ J''(\bar{u})(u - \bar{u}) + J''(\bar{u} + \theta(u - \bar{u})) (u - \bar{u})^2 \right].
\]

Now we can estimate the last term with (3.23) taking \( \rho = 1 \). \( \square \)
Remark 6.4. In the case \( \gamma = 1 \), it was proved in [15] (see also [16]) that the condition
\[
J''(\bar{u})v^2 \geq -\nu'\|v\|_{L^2(0,T)}^2 \quad \forall v \in C^2_u
\]
with \( 0 \leq \nu' < 2\nu \) implies the existence of \( \varepsilon > 0 \) and \( \kappa > 0 \) such that
\[
J(\bar{u}) + \frac{\kappa}{2} \|u - \bar{u}\|_{L^1(0,T)}^2 \leq J(u) \quad \forall u \in U_{ad} : \|u - \bar{u}\|_{L^1(0,T)} \leq \varepsilon.
\]

Next, we consider the discrete control problems \((P_{\sigma})\) defined in section 4. Let \( \bar{u} \) be a local minimizer of \((P)\) satisfying the second order condition (3.3) and the assumption (6.1). Then, from Theorem 5.1 we get the existence of a sequence \( \{\bar{u}_{\sigma}\}_\sigma \) of local minimizers of problems \((P_{\sigma})\) such that \( \bar{u}_{\sigma} \rightharpoonup \bar{u} \in L^\infty(0,T)^m \), \( \|\bar{y}_{\sigma} - \bar{y}\|_{L^\infty(Q)} \to 0 \) as \( |\sigma| \to 0 \), and (5.2) is fulfilled. In addition, since \( \bar{u} \) is a bang-bang control, we have that \( \bar{u}_{\sigma} \to \bar{u} \) strongly in \( L^p(0,T)^m \) for every \( p \in [1,\infty) \). Indeed, it is enough to observe that
\[
\int_0^T |\bar{u}_{\sigma,j} - \bar{u}_j| \, dt = \int_{I_{\alpha,j}} (\bar{u}_{\sigma,j} - \bar{u}_j) \, dt + \int_{I_{\beta,j}} (\bar{u}_j - \bar{u}_{\sigma,j}) \, dt \to 0 \quad \text{as } \tau \to 0,
\]
where
\[
I_{\alpha,j} = \{t \in (0,T) : \bar{u}_j(t) = \alpha_j\} \quad \text{and} \quad I_{\beta,j} = \{t \in (0,T) : \bar{u}_j(t) = \beta_j\}.
\]
This proves the strong convergence in \( L^1(0,T)^m \). Moreover, due to the boundedness in \( L^\infty(0,T)^m \) of the sequence \( \{\bar{u}_{\sigma}\}_\sigma \), we conclude the strong convergence in \( L^p(0,T)^m \) for every \( p < \infty \).

The next theorem provides an estimate for the difference \( \bar{u}_{\sigma} - \bar{u} \).

**Theorem 6.5.** Under the previous notation and assumptions, there exists a constant independent of \( \sigma \) such that
\[
\|\bar{u}_{\sigma} - \bar{u}\|_{L^1(0,T)^m} \leq C[(h^2 + \tau) \log \tau]^2 \gamma,
\]
\[
\|\bar{y}_{\sigma} - \bar{y}\|_{L^2(Q)} \leq C[(h^2 + \tau) \log \tau]^\frac{4}{2+\gamma}.
\]

**Proof.** Since \( \bar{u}_{\sigma} \to \bar{u} \), for any \( \varepsilon > 0 \) there exists \( \sigma_0 > 0 \) such that \( \|\bar{y}_{\sigma} - \bar{y}\|_{L^\infty(Q)} < \varepsilon \) for every \( |\sigma| < |\sigma_0| \). Now, using (6.2) and the fact
\[
J'_{\sigma}(\bar{u}_{\sigma})(\bar{u} - \bar{u}_{\sigma}) = \sum_{j=1}^m \int_0^T \bar{\psi}_{\sigma,j}(\bar{u}_j - \bar{u}_{\sigma,j}) \, dt
\]
\[
= \sum_{j=1}^m \int_0^T \bar{\psi}_{\sigma,j}(\bar{u}_j - \bar{u}_{\sigma,j}) \, dt = J'_{\sigma}(\bar{u}_{\sigma})(\bar{u} - \bar{u}_{\sigma}) \geq 0,
\]
we get with the mean value theorem the existence of \( \theta \in (0,1) \) such that we have for \( u_\theta = u + \theta(\bar{u} - \bar{u}_{\sigma}) \)
\[
\frac{\nu}{2} \|\bar{u}_{\sigma} - \bar{u}\|_{L^1(0,T)^m}^2 + \frac{1}{2} J'(\bar{u})(\bar{u}_{\sigma} - \bar{u})
\]
\[
\leq J'(\bar{u})(\bar{u}_{\sigma} - \bar{u}) \leq [J'(\bar{u}) - J'_{\sigma}(\bar{u}_{\sigma})](\bar{u}_{\sigma} - \bar{u})
\]
\[
= [J'(\bar{u}) - J'_{\sigma}(\bar{u}_{\sigma})](\bar{u}_{\sigma} - \bar{u}) + [J'(\bar{u}_{\sigma}) - J'_{\sigma}(\bar{u}_{\sigma})](\bar{u}_{\sigma} - \bar{u})
\]
\[
= -J''(u_\theta)(\bar{u}_{\sigma} - \bar{u})^2 + \sum_{j=1}^m \int_0^T (\psi_{u_{\sigma,j}} - \bar{\psi}_{\sigma,j})(\bar{u}_j - \bar{u}_{\sigma,j}) \, dt.
\]
Equivalently, we have
\[
\frac{\nu}{2} \|\bar{u}_\sigma - \bar{u}\|_{L^1(0,T;L^2(\Omega))}^{1+\frac{1}{p}} + \left[ \frac{1}{2} J'(\bar{u}) (\bar{u}_\sigma - \bar{u}) + J''(u_\theta) (\bar{u}_\sigma - \bar{u})^2 \right] 
\leq \sum_{j=1}^m \int_0^T \int_\Omega (\varphi_{\bar{u}_\sigma} - \varphi_{\bar{u}}) g_j(\bar{u}_j - \bar{u}_{\sigma,j}) \, dx \, dt. 
\]
(6.6)

From Remark 3.6 we deduce the existence of \( \lambda > 0 \) such that for \( \varepsilon \) as above sufficiently small
\[
\frac{\lambda}{2} \|\bar{y}_\sigma - \bar{y}\|_{L^2(Q)}^2 \leq \frac{1}{2} J'(\bar{u})(\bar{u}_\sigma - \bar{u}) + J''(u_\theta)(\bar{u}_\sigma - \bar{u})^2 \quad \forall |\sigma| \leq |\sigma_0|. 
\]
(6.7)

Let us estimate the right-hand side of (6.6). To this end, we introduce the function
\[
\lambda \quad \text{sufficiently small} 
\]
(6.8)

Obviously, estimate (4.5) can be applied to estimate \( \varphi^\sigma - \varphi_{\bar{u}} \), and hence we have
\[
\|\varphi^\sigma - \varphi_{\bar{u}}\|_{L^\infty(0,T;L^2(\Omega))} \leq C_1(h^2 + \tau) |\log \tau|^2.
\]
(6.9)

Now, we estimate the difference \( z^\sigma = \varphi_{\bar{u}_\sigma} - \varphi^\sigma \). Subtracting the equations satisfied by \( \varphi_{\bar{u}_\sigma} \) and \( \varphi^\sigma \) we obtain
\[
\left\{ \begin{array}{l}
- \partial z^\sigma \partial t + A^* z^\sigma + \frac{\partial f}{\partial y}(x,t,y_\sigma) z^\sigma \\
= \left[ \frac{\partial f}{\partial y}(x,t,y_\sigma) - \frac{\partial f}{\partial y}(x,t,y_{\bar{u}_\sigma}) \right] \varphi^\sigma + \left[ \frac{\partial L}{\partial y}(x,t,y_\sigma) - \frac{\partial L}{\partial y}(x,t,y_{\bar{u}_\sigma}) \right] \varphi_{\bar{u}_\sigma} \\
z^\sigma = 0 \text{ on } \Sigma, \quad z^\sigma(T) = 0 \text{ in } \Omega.
\end{array} \right.
\]
(6.10)

From assumptions (A2) and (A5) and Theorem 2.1 and using the mean value theorem we infer
\[
\|z^\sigma\|_{L^\infty(0,T;L^2(\Omega))} \leq C_2 \|\bar{y}_\sigma - \bar{y}\|_{L^2(Q)}.
\]
Now, (4.4) and the definition of \( z^\sigma \) imply
\[
\|\varphi_{\bar{u}_\sigma} - \varphi^\sigma\|_{L^\infty(0,T;L^2(\Omega))} \leq C_3(h^2 + \tau).
\]
(6.11)

Finally, applying (6.8) and (6.9) we obtain with Young's inequality for \( p = \gamma + 1 \) and \( q = (\gamma + 1)/\gamma \)
\[
\sum_{j=1}^m \int_0^T \int_\Omega (\varphi_{\bar{u}_\sigma} - \varphi_{\bar{u}}) g_j(\bar{u}_j - \bar{u}_{\sigma,j}) \, dx \, dt 
\leq \max_{1 \leq j \leq m} \|g_j\|_{L^2(\Omega)} \|\varphi_{\bar{u}_\sigma} - \varphi_{\bar{u}}\|_{L^\infty(0,T;L^2(\Omega))} \|\bar{u} - \bar{u}_\sigma\|_{L^1(0,T;L^2(\Omega))} 
\leq C_4(h^2 + \tau)^2 \log |\Sigma| \leq C_4(h^2 + \tau) \|\bar{u} - \bar{u}_\sigma\|_{L^1(0,T;L^2(\Omega))} 
\leq C_5(h^2 + \tau) |\log \tau|^2 \gamma + \frac{\nu}{4} \|\bar{u} - \bar{u}_\sigma\|_{L^1(0,T;L^2(\Omega))}^{1+\frac{1}{p}}.
\]
(6.12)
Finally, combining (6.6), (6.7), and (6.10) we get
\[ \nu \| \bar{u} - \bar{u} \|_{L^2(0,T)}^{1+\frac{4}{m}} + \frac{\lambda}{2} \| \bar{y} - \bar{y} \|_{L^2(Q)}^2 \leq C_5[(h^2 + \tau)|\log \tau|^2]^{\gamma+1}, \]
which leads straightforwardly to (6.4) and (6.5).

7. Numerical experiment. Consider \( \Omega = (0,1), T = 1, A = -\partial^2_{xx}, y_0(x) = x(1-x), \) and \( m = 1. \) Define \( \omega = [0.25, 0.75] \) and \( g(x) = \chi_\omega(x). \) We will take \( f(x,t,y) = y^3 + e(x,t) \) and \( L(x,t,y) = y^4 + b(x,t)y, \) where \( e(x,t) \) and \( b(x,t) \) are defined later. Finally, we take the control constraints \( \alpha = 0 \) and \( \beta = 1. \)

The state equation is given by
\[
\begin{cases}
\frac{\partial y}{\partial t} - \frac{\partial^2 y}{\partial x^2} + y^3 + e(x,t) = u(t)g(x) \text{ in } \Omega \times (0,T), \\
y(0,t) = y(1,t) = 0 \text{ for } t \in (0,T), \\
y(x,0) = x(1-x) \text{ for } x \in (0,1)
\end{cases}
\]
and the adjoint state equation is given by
\[
\begin{cases}
-\frac{\partial \varphi}{\partial t} - \frac{\partial^2 \varphi}{\partial x^2} + 3y^2 \varphi = 4y^3 + b(x,t) \text{ in } \Omega \times (0,T), \\
\varphi(0,t) = \varphi(1,t) = 0 \text{ for } t \in (0,T), \\
\varphi(x,T) = 0 \text{ for } x \in (0,1).
\end{cases}
\]
We fix \( \bar{y}(x,t) = x(1-x) \cos(2\pi t), \) which satisfies the boundary and initial conditions of the state equation. For specific examples, we just need to define \( \bar{\varphi} \) and \( \bar{u}. \) With these choices, we define
\[ e(x,t) = -\frac{\partial \bar{y}}{\partial t} + \frac{\partial^2 \bar{y}}{\partial x^2} - \bar{y}^3 + \bar{u}(t)g(x) \]
and
\[ b(x,t) = -\frac{\partial \bar{\varphi}}{\partial t} - \frac{\partial^2 \bar{\varphi}}{\partial x^2} + 3\bar{y}^2 \bar{\varphi} - 4\bar{y}^3. \]
We have that \((\bar{u}, \bar{y}, \bar{\varphi})\) satisfies the first order optimality conditions (3.1a)–(3.1c).

To solve the problem we do a Tikhonov regularization (cf. [23]), i.e., we solve
\[ \min_{u \in U_0} J_{\nu_j}(u) = J(u) + \nu_j \| u \|_{L^2(0,T)}^2 \]
for a sequence \( \nu_j \searrow 0. \) This problem is solved using a semismooth Newton method as described in [10, section 14]. We use the following algorithm.

**Algorithm 7.1 Optimization algorithm.**

Set \( j = 0, \) an initial \( \nu_0 > 0, \) and an initial guess \( u_0, y_0, \varphi_0 \) Perform one iteration of the semismooth Newton method for the functional \( J_{\nu_j}(u) \) starting at \( u_j. \) Name the result \( u_{j+1}, y_{j+1}, \varphi_{j+1}. \) Set \( \nu_{j+1} = \max\{\nu_j/2, \nu_{\text{min}}\} \) if \( \| u_{j+1} - u_j \|_{L^1(0,T)} + \| y_{j+1} - y_j \|_{L^2(Q)} + \| \varphi_{j+1} - \varphi_j \|_{L^2(Q)} < \varepsilon \) then stop

else
Set \( j = j + 1 \) and go to 7.1

end
To discretize the problem, we use two families of uniform partitions in time and space. In time we take \( \tau_k = 3^{-k}T, \) \( k = k_0, \ldots, K, \) so that \( \bar{u} \notin U_\tau. \) In space, we take \( h_i = 2^{-i}, i = i_0, \ldots, I. \)

We measure the error in the state variable with respect to \( \bar{\pi}_\tau \Pi_{h_i/2} \bar{y}, \) where \( \bar{\pi}_\tau \) is the numerical approximation of \( \pi_\tau \) given by

\[
\pi_\tau v = \sum_{j=1}^{N_\tau} \frac{1}{\tau} \int_{t_{j-1}}^{t_j} v(t) dt \chi_j \approx \bar{\pi}_\tau v = \sum_{j=1}^{N_\tau} v \left( \frac{t_j + t_{j-1}}{2} \right) \chi_j \quad \forall v \in C[0, T],
\]

i.e., the midpoint quadrature formula is replacing the integral.

### 7.1. Bang-bang control

We define \( \bar{\varphi}(x, t) = x(1 - x) \sin(2\pi t/T). \) This function clearly satisfies the boundary and end conditions of the adjoint state equation. For \( T > 0 \) small enough, \( L''(\bar{y}) - \bar{\varphi} f''(y) > 0 \) in \( Q \) and second order sufficient conditions hold.

We have that the switching function is

\[
\bar{\psi}(t) = \int_{0.25}^{0.75} \bar{\varphi}(x, t) dx = \frac{11}{96} \sin(2\pi t/T).
\]

So we define

\[
\bar{u}(t) = \begin{cases} 
0 & \text{if } 0 < t < 0.5T, \\
1 & \text{if } 0.5T < t < T.
\end{cases}
\]

Assumption (6.1) is satisfied for \( \gamma = 1. \)

We perform two experiments: In the first one, we fix a small time step \( \tau = 3^{-8}T \) and we measure the error \( e_{h,y}^\tau \) in the state variable as the mesh size varies. We have not been able to measure the dependence of the error in the control with respect to the spatial discretization parameter.

In the second one, we fix \( h = 2^{-10} \) and measure the errors in the state \( e_{k}^{\tau,y} \) and in the control \( e_{k}^{\tau,u} = \| \bar{u} - \bar{u}_k \|_{L^1(0,T)} \) as the time step decreases. Error in the control can be computed exactly.

The experimental orders of convergence in space and time are defined as

\[
EOC_{i}^{h,y} = \frac{\log(e_{i+1}^{h,y}) - \log(e_{i}^{h,y})}{\log(2^{-i+1}) - \log(2^{-i})} \quad \text{and} \quad EOC_{k}^{\tau,u} = \frac{\log(e_{k+1}^{\tau,u}) - \log(e_{k}^{\tau,u})}{\log(3^{-k+1}) - \log(3^{-k})}.
\]

Since the error in space is much smaller than the error in time, we take \( T = 0.1. \) For the optimization process, we choose \( \nu_0 = 1E - 4, \ v = 1E - 14, \ \nu_{\min} = 1E - 8. \) As a starting point we take \( u_0 = 0, \ y_0 = y_s(u_0), \) and \( \varphi_0 = \varphi_s(u_0). \) In all cases, the algorithm finishes in less than 8 iterations.

The results are shown in Table 1. It can be noticed that the EOC in space is \( O(h^2) \), while the EOC in time is \( O(\tau) \). These results are quite in agreement, up to logarithmic terms, with the theoretical results given in Theorem 6.5.

### 7.2. Singular control

Define \( \bar{\varphi}(x, t) = x(1 - x)(1 - \chi_{[0.25T,0.75T]}(t)) \sin(4\pi t/T) \) and

\[
\bar{u}(t) = \begin{cases} 
0 & \text{if } t < 0.25T, \\
16(t - 0.25T)^2(T - t)/T^3 & \text{if } 0.25T \leq t \leq 0.75T, \\
1 & \text{if } t > 0.75T.
\end{cases}
\]

We fix \( T = 1. \) For the optimization process, we choose \( \nu_0 = 1, \ \varepsilon = 1E - 14, \ \nu_{\min} = 1E - 8. \) We initialize the algorithm with \( u_0 = 0, \ y_0 = y_s(u_0) \) and \( \varphi_0 = \varphi_s(u_0). \) These
Error and EOC in space (left) and time (right). Bang-bang control. Example 7.1.

<table>
<thead>
<tr>
<th>$k$ = 8</th>
<th>$i$</th>
<th>$\epsilon_h^{y_{k,i}}$</th>
<th>EOC$^{y_{k,i}}$</th>
<th>$\epsilon_{u_k}^{\tau_{k,i}}$</th>
<th>EOC$^{\tau_{k,i}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.1E -2</td>
<td>-</td>
<td>-</td>
<td>1.7E-2</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>2.7E -3</td>
<td>2.0</td>
<td>-</td>
<td>1.7E-3</td>
<td>1.0</td>
</tr>
<tr>
<td>3</td>
<td>6.6E -4</td>
<td>2.0</td>
<td>-</td>
<td>5.6E-3</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>1.7E -4</td>
<td>2.0</td>
<td>-</td>
<td>1.9E-3</td>
<td>1.0</td>
</tr>
<tr>
<td>5</td>
<td>4.4E -5</td>
<td>2.0</td>
<td>-</td>
<td>6.2E-4</td>
<td>1.0</td>
</tr>
<tr>
<td>6</td>
<td>1.3E -5</td>
<td>1.8</td>
<td>-</td>
<td>2.1E-4</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 1

$J$ = 309.02, $J_0 = 309.01$, $J_{\sigma_1} = 309.00$, $J_{\sigma_2} = 309.00$. Despite this, we have in all cases but one that $J_\sigma(\bar{u}_\sigma) < J(\pi \bar{u})$; see Table 1.

Also, the order of convergence is harder to measure. We have only been able to perform experiment 2, i.e., we fix $h = 2^{-10}$ and measure the error in the state for $\tau_k = 3^{-k}, k = 3, \ldots, 8$. The discretization errors are quite big and seemingly behave as $\sqrt{h}$ in time, which is in accordance with the result of Theorem 5.6; see Figure 1 and Table 2. The part of the error depending on $h$ is much smaller, and we have not been able to measure it.

Table 2

$J_\sigma(\bar{u}_\sigma) = 309.01$, $J_\sigma(\pi \bar{u}) = 309.00$. Despite this, we have in all cases but one that $J_\sigma(\bar{u}_\sigma) < J(\pi \bar{u})$; see Table 2.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$\epsilon_h^{y_{k,i}}$</th>
<th>EOC$^{y_{k,i}}$</th>
<th>$J_\sigma(\bar{u}_\sigma)$</th>
<th>$J_\sigma(\pi \bar{u})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3.6E -2</td>
<td>-0.0463967</td>
<td>-0.0463978</td>
<td>-0.0463988</td>
</tr>
<tr>
<td>3</td>
<td>1.9E -2</td>
<td>0.56</td>
<td>-0.0462995</td>
<td>-0.0462998</td>
</tr>
<tr>
<td>4</td>
<td>1.0E -2</td>
<td>0.60</td>
<td>-0.0462301</td>
<td>-0.0462302</td>
</tr>
<tr>
<td>5</td>
<td>1.2E -2</td>
<td>-0.15</td>
<td>-0.0462967</td>
<td>-0.0462969</td>
</tr>
<tr>
<td>6</td>
<td>3.6E -3</td>
<td>1.1</td>
<td>-0.0462305</td>
<td>-0.0462306</td>
</tr>
<tr>
<td>7</td>
<td>2.7E -3</td>
<td>0.26</td>
<td>-0.0462302</td>
<td>-0.0462304</td>
</tr>
<tr>
<td>8</td>
<td>1.4E -3</td>
<td>0.60</td>
<td>-0.0462301</td>
<td>-0.0462302</td>
</tr>
<tr>
<td>9</td>
<td>0.49</td>
<td>-0.0462301</td>
<td>-0.0462302</td>
<td></td>
</tr>
</tbody>
</table>

FIG. 1. Discrete optimal control for different time steps. Example 7.2.
Fig. 2. Experimental and theoretical order of convergence for problem with a singular arc.

REFERENCES


