Study of different mathematical approaches in determining the dynamic rating of overhead power lines and a comparison with real time monitoring data
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Abstract

Electricity generation is changing as new, renewable and smaller generation facilities are created, and classic topologies have to accommodate this distributed generation. These changes lead to the creation of smart grids in which advanced generation, information and communication technologies are needed.

Information metering is important, and one of the most important grid parameters to be measured and controlled is the temperature of overhead conductors due to their relation to the maximum allowable sag of the line.

The temperature and current of an overhead conductor and the weather conditions surrounding the cable are measured every 8 minutes for more than a year. With these data, the accuracies of the different algorithms presented in the standards (CIGRE TB601 and IEEE 738) are studied by implementing them in MATLAB®.

The use of precise measurements of solar radiation and low wind speeds with ultrasonic anemometers, improves the accuracy of the estimated temperature compared with the real measured conductor temperature. Additionally, using dynamic algorithms instead of assuming a steady state analysis increases the accuracy. However, an equilibrium between the accuracy and mathematical
complexity should be obtained depending on the specific needs.
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1. Introduction

The current needs of global energy management are increasingly challenging due to the fast changes of our society. The electric sector has to address the addition of new and renewable sources of energy to the energy mix and to be able to include them into the grid, while maintaining the principles of robustness, security and reliability. Electricity generation is also changing, and as new and smaller generation facilities are created, classic topologies have to accommodate the distributed generation [1]. On the other hand, energy consumers are moving from being passive to active by increasing their interactions with energy systems. All of these changes point to the creation of smart grids, in which advanced generation, information and communication technologies are needed [2].

Information metering is one of the critical points of these smart grids, and accurate knowledge of the electric grid state and environmental conditions of the surroundings are crucial for operating the line as efficiently as possible [3]. One of the most important grid parameters to be measured and controlled is the temperature of the overhead conductors due to their relation with the maximum allowable sag of the line.

This paper presents the results of real-time monitoring of the environmental conditions, current and temperature of an overhead power line for more than a year and compares these results with the different algorithms presented in the standards CIGRE TB601 and IEEE 738 [4, 5] to estimate the thermal rating and temperature of the conductor. This study is focused on the influence of the accuracy of the parameters involved in the thermal rating equations and the way in which they are implemented in the algorithms. The MATLAB® software is used to solve the thermal rating and calculate the temperature of the conductor.
2. Thermal models and mathematical approaches

The thermal behaviour of an overhead conductor is obtained as the balance of gained and lost heat due to the weather conditions around the conductor and its electrical load [6]. The main sources of gained heat come from Joule heating, including magnetic effects, and solar radiation. On the other hand, the principal sources of lost heat are convection and cooling radiation to the surroundings. The detailed expressions that are used to calculate each contribution are obtained from the standard CIGRE Dec. 2014 [4] and explained as follows:

**Joule Heating** \( (P_j) \). The Joule heating gain per unit length for conductors is obtained from:

\[
P_j = k_{sk} I^2 R_{dc} \tag{1}
\]

where \( k_{sk} \) is the skin effect factor, \( I \) is the RMS conductor current and \( R_{dc} \) is the direct current resistance per unit length.

**Magnetic Heating** \( (P_m) \). A steel-cored conductor causes heating in the steel core \( (P_{core}) \) and heating due to the redistribution of the current densities in the layers of non-ferrous wires \( (P_{redis}) \).

\[
P_m = P_{core} + P_{redis} \tag{2}
\]

The magnetic effects are only relevant for steel-cored conductors with one or three aluminium layers and high current densities.

**Solar Heating** \( (P_s) \). The solar heating per unit length is estimated by the standard as:

\[
P_s = \alpha_s DI_t = \alpha_s D \left[ I_b \left( \sin(\eta) + \frac{\pi}{2} F \sin(H_s) \right) + I_d \left( 1 + \frac{\pi}{2} F \right) \right] \tag{3}
\]

where \( \alpha_s \) is the absorptivity of the conductor surface, \( I_t \) is the global radiation intensity, \( D \) is the outside diameter of the conductor, \( \eta \) is the angle of the solar beam with respect to the axis of the conductor, \( F \) is the albedo, \( H_s \) is the solar...
altitude, \( I_d \) is the diffuse sky radiation to a horizontal surface and \( I_b \) is the direct solar radiation on a surface normal to the sun’s beam. \( I_t \) can be estimated by considering the worst case situation using its maximum expected value or can be directly measured with a pyranometer.

**Convective Cooling (\( P_c \)).** The convective heat loss can be expressed as a function of the dimensionless Nusselt number \( (Nu) \) as follows:

\[
P_c = \pi \lambda_f (T_s - T_a) Nu
\]

where \( \lambda_f \) is the thermal conductivity of air, \( T_s \) is the conductor surface temperature and \( T_a \) is the ambient temperature. Depending on the type of air flow and speed and direction of wind, different Nusselt correlations are used by the standard.

**Radiative Cooling (\( P_r \)).** Applying the Stefan-Boltzmann law, the heat loss from the conductor due to radiation can be expressed as:

\[
P_r = \pi D \sigma_B \epsilon_s \left[ (T_s + 273)^4 - (T_a + 273)^4 \right]
\]

where \( \sigma_B \) is the Boltzmann constant and \( \epsilon_s \) is the emissivity of the conductor.

To calculate the estimated conductor temperature using the heating and cooling contributions Eq. (1, 2, 3 and 4), two assumptions can be made, a Steady State Analysis (SSA) or a Time Dependent Analysis (TDA) (Fig. 1).
The simplest approach to determine the thermal state of the conductor is by assuming that all of the influence variables (wind speed and direction, solar radiation, ambient temperature and current) are constant in an interval of time and when the steady state thermal equilibrium is reached [7]. This leads to a steady state balance in which, the conductor temperature or thermal rating can be obtained, as shown in Eq. (6).

\[ P_c + P_r = P_j + P_m + P_s \]  

(6)

The steady state assumption does not take into account the thermal inertia of the conductor materials, so it is necessary to be sure that all of the variables of interest are constant, at least during the thermal time constant of the conductor. Some of these variables can fit into this condition (ambient temperature and solar radiation), but the most critical ones, which are the wind speed and
its direction, have large variabilities and are difficult to assume steady state conditions for convection cooling [8]. This is why a time dependent analysis gives a more accurate idea of the thermal behaviour of the conductor (Fig. 1). If a non-equilibrium thermal balance is assumed, Eq. (6) is transformed into:

\[ mc \frac{dT}{dt} = P_J + P_m + P_s - P_c - P_r \]  

(7)

where \( m \) is the mass per unit length, \( c \) is the specific heat capacity, \( dT \) is the temperature increment and \( dt \) is the time increment. The thermal inertia of the conductor materials is included. With this approach, both the conductor temperature and thermal rating can be evaluated assuming a time step that is small enough to track the variable of interest.

Finally, an analytical approach obtained by V.T. Morgan from the general heat equation for a homogeneous and isotropic solid can be utilized [4, 9]. This leads to a time response function for each variable which depends on the thermal time constant of the conductor (Fig. 1). Combining the different functions for different variables by assuming the superposition principle, a global time response function can be obtained that characterizes the thermal behaviour of the conductor in dynamic states:

\[ \theta = \theta_m - (\theta_m - \theta_1) e^{-t/\tau_j} e^{-t/\tau_s} e^{-t/\tau_r} e^{-t/\tau_c} \]  

(8)

where \( \theta \) is the rise of the average temperature of the conductor above ambient temperature at time \( t \), \( \theta_1 \) is the initial rise of the average temperature of the conductor above ambient temperature at \( t=0 \), \( \theta_m \) is the asymptotic rise of the average temperature of the conductor above ambient temperature and \( \tau_j, \tau_s, \tau_r \) and \( \tau_c \) are the heating thermal time constants for changes in the current, solar radiation, ambient temperature and wind speed, respectively. The calculation of \( \tau \) depends on the type of the variable change.

Now, focusing on the characteristics of the available data (weather variables and line parameters), some distinctions should also be made. For the steady state balance, data should be stable enough to assume this condition, i.e., the variables should not change significantly at least for a period of time equal
to the thermal time constant of the conductor. For time dependent analysis, data should be taken with an adequate resolution to track the transient state and the shape of the transition should also be decided [10]. When using the tracking method, a step change for all variables is assumed every time the data are refreshed and Eq. (7) is solved for a specific time step. Otherwise, when using the dynamic approach with analytical Eq. (8), different transition shapes can be assumed to modify the thermal constant expression. In this paper, a step change and a linear transition are studied and compared (Fig. 1).

3. Conductor Temperature Calculation

To calculate the thermal heat balance, real-time data of weather variables (wind speed $u_w$ [m/s], wind direction $\phi_w$ ['], solar radiation $Q_s$ [W/m$^2$] and ambient temperature $T_a$ ['C]) were measured with a weather station placed in the electricity tower. Additionally, the current and conductor temperature were measured by a Temperature Measurement Sensor (TMS) attached to the conductor ($I_{TMS}^c$ [A] and $T_{TMS}^c$ ['C]). All of these data were measured every 8 minutes ($t_s=8'$, sample time) for more than one year (from December 1, 2014, to January 30, 2016) in a 132-kV overhead line with a LA 280 Hawk type conductor [11] located in northern Spain. The main parameters of the studied line are summarized in Table 1.
Table 1: List of parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D = 0.0218$ m</td>
<td>Outside diameter of conductor</td>
</tr>
<tr>
<td>$D_1 = 0.008$ m</td>
<td>Core diameter</td>
</tr>
<tr>
<td>$y = 622$ m</td>
<td>Altitude</td>
</tr>
<tr>
<td>$\phi = 43^\circ$</td>
<td>Latitude</td>
</tr>
<tr>
<td>$\delta_c = 31^\circ$</td>
<td>Line angle</td>
</tr>
<tr>
<td>$F = 0.1$</td>
<td>Albedo</td>
</tr>
<tr>
<td>$N_s = 1$</td>
<td>Clearness Ratio</td>
</tr>
<tr>
<td>$\alpha_s = 0.5$</td>
<td>Absorptivity</td>
</tr>
<tr>
<td>$\epsilon_s = 0.5$</td>
<td>Emissivity</td>
</tr>
<tr>
<td>$m_s = 0.319$ kg/m</td>
<td>Steel mass per unit length</td>
</tr>
<tr>
<td>$m_a = 0.722$ kg/m</td>
<td>Aluminium mass per unit length</td>
</tr>
<tr>
<td>$c_{s,20} = 460$ J/kgK</td>
<td>Specific heat capacity of steel at $20^\circ$C</td>
</tr>
<tr>
<td>$c_{a,20} = 880$ J/kgK</td>
<td>Specific heat capacity of aluminium at $20^\circ$C</td>
</tr>
<tr>
<td>$\beta_s = 1 \cdot 10^{-4}$ 1/K</td>
<td>Temp. coefficient of steel specific heat capacity</td>
</tr>
<tr>
<td>$\beta_a = 3.8 \cdot 10^{-4}$ 1/K</td>
<td>Temp. coefficient of aluminium specific heat capacity</td>
</tr>
<tr>
<td>$\lambda_a = 240$ W/mK</td>
<td>Aluminium thermal conductivity</td>
</tr>
<tr>
<td>$K_{sk} = 1.025$</td>
<td>Skin factor</td>
</tr>
<tr>
<td>$R_{20} = 0.1194$ Ω/km</td>
<td>Conductor resistivity per unit length at $20^\circ$C</td>
</tr>
<tr>
<td>$\alpha_{20} = 4.1 \cdot 10^{-3}$ 1/K</td>
<td>Linear resistivity coefficient at $20^\circ$C</td>
</tr>
</tbody>
</table>

The conductor temperature $T_c$ is calculated using three different analyses in MATLAB®: Steady State Analysis (SSA), Eq. (6), Time Dependent Analysis with a Tracking method (TDA-T), Eq. (7) and Time Dependent Analysis using a Dynamic approach (TDA-D), Eq. (8).

**Steady State Analysis (SSA).** This analysis uses the line parameters (Table 1) and a sample time $t_s=8'$. Initially, the estimated conductor temperate $T_{c_j}$ is assumed to be equal to the ambient temperature $T_a$. Then, the steady state equation (Eq. (6)) is iterated, modifying $T_{c_j}$ until the steady state temperature
is reached. Finally, \( T_{c_j} \) is compared with the conductor temperature measured by the TMS \( (T_{c_j}^{TMS}) \). This process is repeated for every sample \( (t_s=8') \), taking a new initial \( T_{c_{j+1}} = T_{c_j} \) (Fig. 2).

**Time Dependent Analysis - Tracking (TDA-T).** As in the previous case, variables are recorded every 8 minutes \( (t_s=8') \). Each interval is at the same time divided into one second steps \( (\Delta t=1 \text{ s}) \). Initially, \( T_{c_j=0} \) is calculated by means of the SSA. Then, the heat balance equation Eq. (7) is tracked until the 8-minute interval is finished. Finally, \( T_{c_j} \) is compared with the conductor temperature measured by the TMS \( (T_{c_j}^{TMS}) \) and the next set of data is loaded, taking a new initial \( T_{c_{j+1}} = T_{c_j} \) (Fig. 3).
**Time Dependent Analysis - Dynamic (TDA-D).** Initially, \( T_{cj=0} \) is calculated by means of the SSA. Then, variables are recorded every 8 minutes \( (t_s=8') \). TDA-D uses the analytical equation of Eq. (8) and makes three calls to calculate the different terms of the equation (Fig. 4).

- SSA\((j)\) to calculate the asymptotic rise of the average temperature of the conductor above ambient temperature \((\theta_{m_j})\).
- TDA-T\((j)\) to calculate the gain and loss heat associated with sample \( j \) after one second \((i=1)\).
- TDA-T\((j-1)\) to calculate the gain and loss heat associated with sample \( j-1 \) after one second \((i=1)\).
4. Results

As previously stated, data were recorded for more than one year (from December 1, 2014, to January 30, 2016) in a 132-kV overhead line with a LA 280 Hawk type conductor [11] located in northern Spain. During that time, due to a change in the type of anemometer, two different intervals can be distinguished and compared. In the first period (from December 1, 2014, to September 24, 2015), a cup anemometer was used. In the second period (from September 24, 2015, to January 30, 2016), the cup anemometer was replaced by a 2D ultrasonic anemometer. This made it possible to study the influence of the accuracy and resolution of the wind sensor. Later in this section the results of the different algorithms used are also presented.
To obtain an idea of the influence of the different variables and the accuracy of the algorithms and to compare this influence with the temperature measured by the TMS, the calculated cases with a deviation of less than $\pm 2.5 \degree C$ from the conductor temperature measured by the TMS are analysed. The results for the CIGRE standard algorithms are presented, and in the last part of this section, they are compared with the results obtained for the IEEE standard algorithms.

4.1. Influence of the wind sensor resolution

It is commonly known that low speed winds are difficult to measure due to their great variability in direction and the limits of the sensor resolution [12]. This can strongly affect the temperature output of the algorithms, which also loses accuracy at low wind speeds due to the difficulty of having good convection correlations. When using cup anemometers, the region from 0 to 1 m/s cannot be well measured because the cups need a minimum speed to start moving. This leads to many values of 0 m/s being recorded (more than 600 of the 26,657 values recorded) and can be reasonably thought of as very small winds blowing at a particular speed. In fact, when changed to an ultrasonic anemometer, values lower than 0.1 m/s were not recorded in the measured interval.

In practice, this difference means that algorithms using more accurate data for low wind speeds are able to better fit the real temperature measured by the conductor sensor. Fig. 5 shows the temperature deviation from the conductor temperature using cup and ultrasonic anemometers for the tracking algorithm (TDA-T).

In Fig. 5, large deviations for the $u_w=0$ m/s measurements from the cup anemometer are clearly shown, with values overestimating the real conductor temperature by over $20 \degree C$. It is also interesting to note that the cup anemometer measurements tend to overestimate the temperature of the conductor, so in the case of using cup anemometers, these inaccuracies remain on the conservative side.
Figure 5: Deviations from the measured conductor temperature vs. the wind speed.

The differences of the percentage of accurate values (percentage of values with a deviation less than +/- 2.5 °C) using the cup or ultrasonic anemometer are summarized in Table 2.

Table 2: Percentage of values with a deviation less than +/- 2.5 °C using the cup and ultrasonic anemometers.

<table>
<thead>
<tr>
<th>Wind speed sensor</th>
<th>Cup anemometer</th>
<th>Ultrasonic anemometer</th>
</tr>
</thead>
<tbody>
<tr>
<td>%</td>
<td>92.96</td>
<td>96.78</td>
</tr>
</tbody>
</table>

Due to these large differences between the cup and ultrasonic anemometer values, all of the subsequent results are only presented for the time interval recorded with the ultrasonic anemometer (from September 24, 2015 to January 30, 2016).
4.2. **Influence of the solar radiation estimation**

CIGRE and IEEE standards give information on how to estimate the solar radiation reaching the conductor as a function of the position and date. This value gives an upper bound of the real radiation present in one specific site and date. If the location where the line is placed usually has cloudy weather (as it is in the case of this study) or has significant shadows, the estimated values may give a high overestimation of the conductor temperature.

If solar radiation is measured with a pyranometer, this information can be included in the algorithm to obtain a better solution. CIGRE (Eq. (3)) and IEEE (Eq. (9)) present similar equations to calculate the heat gained by the conductor due to solar radiation.

\[
q_s = \alpha_s A' Q_{se} \sin(\theta)
\]  

(9)

where \(A'\) is the outside diameter of the conductor and \(\theta\) is the angle of the solar beam with respect to the axis of the conductor.

The value of the pyranometer may be interpreted as the total radiation (\(Q_{se}\) for IEEE or \(I_t\) for CIGRE) or the direct beam radiation (\(I_b\) for CIGRE). In the second case, the albedo value \(F\) should also be indicated and the diffuse radiation \(I_d\) should be estimated. For this study \(F = 0.1\), was chosen because the line mainly crosses a forest. The three different options, that is: 1) estimated radiation by CIGRE or IEEE, 2) measured as \(I_t\) radiation (CIGRE) or \(Q_{se}\) radiation (IEEE) and 3) measured as \(I_b\) radiation (CIGRE), were used to calculate the conductor temperature and were then compared with the real conductor temperature measured by the TMS. Table 3 summarizes the results indicating the percentage of the values with a deviation less than +/- 2.5 °C from the TMS measurement for the ultrasonic anemometer values and TDA-T algorithm.

The loss of accuracy using the CIGRE estimated values instead of the measured ones is shown as a 10 % decrease of the deviation temperature values between +/- 2.5 %. The use of the pyranometer value as the total radiation \(I_t\) instead of direct radiation \(I_b\) has little influence on the percentage of accuracy.
If the values of the median, maximum overestimation and underestimation and the standard deviation are calculated (Table 3), additional conclusions can be reached.

The lower underestimation using standard estimated radiation is clear due to its conservative approach, which is also shown in its higher overestimation value. Using the pyranometer value as \(I_b\) gives lower underestimations and similar overestimations than using the \(I_t\) value for all cases with the cup and ultrasonic anemometer data. This may depend on the value of \(F\), and more studies on the algorithm sensitivity to \(F\) may be of interest.

Comparing CIGRE and IEEE standards it can be concluded that the latter presents slightly worse estimations when using the pyranometer value as total radiation (\(I_t\) vs. \(Q_{se}\)).

Table 3: Percentage of values with a deviation less than +/- 2.5 °C, median, maximum overestimation and underestimation and the standard deviation using estimated radiation, measured as \(I_t\) or \(Q_{se}\) radiation and as \(I_b\) radiation.

| Radiation Source | Standard Estimation | \(I_t\) | \(Q_{se}\) | \(I_b\)
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CIGRE</td>
<td>IEEE</td>
<td>CIGRE</td>
<td>IEEE</td>
</tr>
<tr>
<td>%</td>
<td>86.79</td>
<td>86.73</td>
<td>97.04</td>
<td>94.99</td>
</tr>
<tr>
<td>Median [°C]</td>
<td>0.77</td>
<td>0.76</td>
<td>0.42</td>
<td>0.5</td>
</tr>
<tr>
<td>Max. overestimation [°C]</td>
<td>9.01</td>
<td>9.09</td>
<td>7.38</td>
<td>8.54</td>
</tr>
<tr>
<td>Max. underestimation [°C]</td>
<td>-2.53</td>
<td>-2.9</td>
<td>-5.48</td>
<td>-5.46</td>
</tr>
<tr>
<td>Standard deviation [°C]</td>
<td>1.36</td>
<td>1.33</td>
<td>0.92</td>
<td>1.02</td>
</tr>
</tbody>
</table>

Fig. 6 shows the median of the deviation of the CIGRE estimated temperature from that measured by the TMS (red large line), 50 % of the values (blue box) and the whiskers (black lines) and outliers (small red lines) calculated by 1.5 times the interquartile range.
As a representative example, a specific day (September 27, 2015) is presented in more detail for the tracking algorithm (TDA-T) to examine these differences. In Fig. 7, the green, red and yellow lines correspond to the temperature obtained by the CIGRE estimated radiation, measured radiation as total radiation ($I_t$) and measured radiation as direct radiation ($I_b$). The black line represents the temperature of the conductor measured by the TMS, and the blue line represents the ambient temperature. Without radiation (during the night), it is obvious that the three approaches obtain the same estimated temperature. However, when the influence of the solar radiation appears the three approaches obtain different estimated temperatures. The solid green line of Fig. 8 is the measured radiation during that day, and the dotted green and purple lines are the values of the estimated radiation by the IEEE and CIGRE standards, respectively. Differences in the estimations of IEEE and CIGRE are observed because IEEE only considers direct radiation in its solar intensity calculations.

For the estimated radiation case, greater differences are shown from approximately 8:00 to 14:00 due to the intervals of cloudy weather in the morning. A
better fit is obtained in the evening as the estimated radiation becomes closer to the measured radiation. In regards to the use of total or direct radiation, the temperature calculated using the value of the pyranometer as total radiation is slightly lower than using the value as the direct radiation because diffuse radiation and albedo effects are not taken into account.

![Figure 7: Ambient, conductor and CIGRE estimated temperature for September 27, 2015.](image1)

![Figure 8: Weather variables for September 27, 2015.](image2)
4.3. Influence of the type of algorithm

As previously explained, the conductor temperature was calculated using three different analyses: steady state analysis (SSA), time dependent analysis with a tracking method (TDA-T) and time dependent analysis using the dynamic approach with an analytical equation (TDA-D).

The most accurate option, i.e., the temperature calculated with data from the ultrasonic anemometer and using the measured radiation as the direct radiation ($I_b$), is studied in this section. To obtain an idea of the accuracy of the algorithms in comparison with the temperature measured by the TMS, the percentage of cases with a deviation lower than +/- 2.5 °C is calculated and presented in Table 4.

<table>
<thead>
<tr>
<th></th>
<th>SSA</th>
<th>TDA-T</th>
<th>TDA-D</th>
</tr>
</thead>
<tbody>
<tr>
<td>%</td>
<td>95.72</td>
<td>96.78</td>
<td>96.57</td>
</tr>
</tbody>
</table>

The main difference appears between the steady state and two types of time dependent analyses, with an increment of 1% from steady to transient analyses.

Focusing on the time dependent analysis, the tracking algorithm (TDA-T) seems to be the best fit for the TMS temperature values. When using a more complex algorithm to include the analytical equation (Eq. (8)), (TDA-D) does not increase the accuracy. In fact, the temperatures obtained by TDA-T better match the temperatures of the conductor in the transient periods.

Combining step or ramp responses in the TDA-D does not significantly vary the results. Table 5 shows the type of time responses for each variable and the differences in the percentage.
Table 5: Percentage of values with a deviation less than +/- 2.5 °C for different types of time responses.

<table>
<thead>
<tr>
<th></th>
<th>Current</th>
<th>Solar</th>
<th>Ambient</th>
<th>Wind</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>C. 1</td>
<td>Step</td>
<td>Step</td>
<td>Step</td>
<td>Step</td>
<td>96.57</td>
</tr>
<tr>
<td>C. 2</td>
<td>Step</td>
<td>Ramp</td>
<td>Ramp</td>
<td>Ramp</td>
<td>94.61</td>
</tr>
<tr>
<td>C. 3</td>
<td>Step</td>
<td>Ramp</td>
<td>Ramp</td>
<td>Step</td>
<td>95.42</td>
</tr>
<tr>
<td>C. 4</td>
<td>Step</td>
<td>Ramp</td>
<td>Step</td>
<td>Ramp</td>
<td>95.41</td>
</tr>
</tbody>
</table>

Table 6 summarizes the main statistical values for the algorithms used: median, maximum overestimation and underestimation and the standard deviation.

Table 6: Median, maximum overestimation and underestimation and the standard deviation for all of the algorithms used.

<table>
<thead>
<tr>
<th>Type of algorithm</th>
<th>SSA</th>
<th>TDA-T (C. 1)</th>
<th>TDA-D (C. 2)</th>
<th>TDA-D (C. 3)</th>
<th>TDA-D (C. 4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median [°C]</td>
<td>0.52</td>
<td>0.53</td>
<td>0.54</td>
<td>0.57</td>
<td>0.59</td>
</tr>
<tr>
<td>Max. Overestimation [°C]</td>
<td>9.50</td>
<td>7.38</td>
<td>6.69</td>
<td>5.89</td>
<td>5.89</td>
</tr>
<tr>
<td>Max. Underestimation [°C]</td>
<td>-4.32</td>
<td>-4.29</td>
<td>-7.22</td>
<td>-8.80</td>
<td>-6.84</td>
</tr>
<tr>
<td>Standard Deviation [°C]</td>
<td>1.00</td>
<td>0.93</td>
<td>0.97</td>
<td>1.19</td>
<td>1.05</td>
</tr>
</tbody>
</table>

Fig. 9 represents the median, 50 % of the values and the outliers.
Figure 9: Box plot of the deviation from the measured conductor temperature for all of the algorithms used.

Due to the good results for the tracking algorithm, a sensitivity study of the time step was performed from 0.1 to 120 s but no differences in the algorithm accuracy were found.

Finally, it is also important to note that the IEEE and CIGRE standards give very similar results in this study, which has also been noticed in previous studies of steady state analysis [13].

Table 7 and Fig. 10 compare both standards. The main differences between both standards are that the percentage of values with a deviation less than +/- 2.5 °C is around 1.5 % higher for CIGRE and that IEEE standard obtains higher overestimation and underestimation.
Table 7: Percentage of values with a deviation less than +/- 2.5 °C for IEEE and CIGRE standards.

<table>
<thead>
<tr>
<th>Standard algorithm</th>
<th>IEEE</th>
<th>CIGRE</th>
</tr>
</thead>
<tbody>
<tr>
<td>%</td>
<td>94.25</td>
<td>94.94</td>
</tr>
<tr>
<td>Median [°C]</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>Max. Overestimation [°C]</td>
<td>11.39</td>
<td>8.54</td>
</tr>
<tr>
<td>Max. Underestimation [°C]</td>
<td>-5.44</td>
<td>-5.46</td>
</tr>
<tr>
<td>Standard Deviation [°C]</td>
<td>1.08</td>
<td>1.02</td>
</tr>
</tbody>
</table>

Figure 10: Box plot of the deviation from the measured conductor temperature for IEEE and CIGRE standards.

4.4. Sensitivity study of sensor measurements

Due to the variations of the sensor measurements, a Monte Carlo test was made to evaluate their sensitivity. The sensor accuracies provided by the manufacturers are: ambient temperature thermometer $T_a$ +/- 0.2°C, ultrasonic anemometer $u_w$ +/- 0.3 m/s and $\phi_w$ +/- 2°, pyranometer $Q_s$ +/- 5 % and power quality analyzer $I^{TMS}_c$ +/- 0.1 %.

This test was made for the steady state analysis (SSA), using the ultrasonic
anemometer and including the pyranometer values as the direct radiation $I_b$.

The first step was to decide the number of Monte Carlo combinations for each set of data. In order to simulate the worst possible scenario, all the sensor measurements were considered to follow a rectangular distribution in their ranges of accuracy. Monte Carlo tests with $n=10$, 100, 1000, 10000 and 100000 combinations of the sensor measurements ($u_w$, $\phi_w$, $Q_s$, $T_a$ and $I_{TMS}^c$) were obtained for one set of data, and the corresponding $n$ conductor temperatures ($T_1$...$T_n$) were calculated. The mean temperature value for each test $\bar{T}_{1:n}$ and the estimated temperature $T_{estimated}$ using the original values directly obtained by the sensors were calculated.

Table 8 shows the average and the maximum positive and negative values of the differences $T_{estimated} - \bar{T}_{1:n}$. It can be seen that the average of the difference tends to zero as the number of Monte Carlo combinations increases and that the range [minimum-maximum] of this difference does not increase significantly from 1000 to 100000 combinations. This is the reason why a 1000 Monte Carlo combinations test was chosen to evaluate the sensitivity of the sensors.

<table>
<thead>
<tr>
<th>Number of combinations $n$</th>
<th>$T_{estimated} - \bar{T}_{1:n}$ [°C]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>average</td>
</tr>
<tr>
<td>10</td>
<td>-0.0706</td>
</tr>
<tr>
<td>100</td>
<td>-0.0330</td>
</tr>
<tr>
<td>1000</td>
<td>-0.0077</td>
</tr>
<tr>
<td>10000</td>
<td>-0.0070</td>
</tr>
<tr>
<td>100000</td>
<td>-0.0070</td>
</tr>
</tbody>
</table>

Then, the 1000 combinations Monte Carlo test was run for all the set of data. The temperature standard deviations ($\sigma_{T_{1:1000}}$) for each set of data were calculated and added as a correction to the estimated conductor temperatures $T_{estimated}$. In this case, the percentage of values with a difference less than $\pm/2.5$ °C from the measured temperature $T_{TMS}$ was 94.17%. If these standard
deviations were subtracted instead, the percentage of these values was 96.85%. Both values are similar to the result 95.72% presented in Table 4 where the sensor variations were not taken into account.

5. Conclusions

The temperature and current of an overhead conductor and the weather conditions surrounding the cable were measured every 8 minutes for more than one year. With these data, the accuracies of different algorithms presented in the standards [4, 5] were studied by implementing them in MATLAB®.

One result was the large difference in the accuracy of the estimated temperature using cup or ultrasonic anemometers. Although the cup anemometer gave an overestimation of the conductor temperature, it introduced a large deviation between the estimated and measured temperatures in the presence of low winds. The percentage of values with a deviation less than +/- 2.5 °C was 92.96 % for the cup anemometer and 96.78 % for the ultrasonic anemometer. Thus, ultrasonic anemometers are recommended to be used when possible.

Similar conclusions were found regarding estimated and measured solar radiation. The percentages of values with a deviation less than +/- 2.5 °C were 86.79 % (CIGRE) and 86.73 % (IEEE) for estimated radiation and 97.04 % (CIGRE) and 94.99 % (IEEE) for measured radiation. Using estimated radiation gave a very high temperature overestimation for cloudy sites; thus, using a pyranometer is highly recommended. The differences in including estimations of albedo $F$ and diffuse radiation $I_d$ were negligible in practice. Comparing CIGRE and IEEE standards, the latter presents slightly worse estimations when using the pyranometer value as total radiation ($I_t$ vs. $Q_{se}$).

Steady state analysis gave good results when the recording interval was small enough, but if transitions were to be studied, the tracking time dependent analysis was the best option. More complex algorithms, including time function responses, can increase the amount of mathematical code and the computing time, while not improving the results significantly. The percentages of values
with a deviation less than +/- 2.5 °C were 95.61 % (CIGRE) and 94.25 % (IEEE) for the steady state analysis, 96.78 % (CIGRE) and 94.94 % (IEEE) for the tracking algorithm and 96.57 % (CIGRE) for the time dependent algorithm with an analytical equation. Thus, the main differences between both standards are that the percentage of values with a deviation less than +/- 2.5 °C is around 1.5 % higher for CIGRE and that IEEE standard obtains higher overestimation and underestimation.

The Monte Carlo method was used to analyze the sensor sensitivities for the steady state analysis with 1000 combinations of the sensor measurements. The results were similar to those obtained when the sensor variations were not taken into account.
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