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Abstract

The purpose of this thesis is to make a rigorous and approachable introduction to Killing fields and their
applications to any undergrad that is studying or has studied a general relativity course. Applications
range from direct treatment of geodesics in usual metrics like the Schwarzschild, Kerr or FLRW metrics
to applications to optics as an effective theory passing through the more geometrical sides of general
relativity and maximally symmetric spaces.

Additionally, as part of the agreement with Brown university, there is a dedicated section talking
about the internship results on the study of a certain quantum inflationary model and the validity and
asymptotic behaviors of the model.
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Motivation and introduction to symmetry

1

in physics

The cornerstone of modern physics is, without a shadow of a doubt, symmetry. This is thanks to one
of the most beautiful theorems of physics. The Noether theorem.

The Noether theorem establishes a one to one connection between symmetries and conservation laws,
thus explaining the origin of conservation of energy, charge and all other conserved quantities widely
used in physics.

As an example, in classical mechanics, the action is defined as the integral of the Lagrangian [1]
Sl (0] = [ dtLe.a ) (1)

where ¢' are the generalized coordinates of the system and ¢’ the derivatives of the coordinates.

The equations of motion are obtained by enforcing that the action is stationary for any perturbations
to the trajectory that don’t change the boundary conditions

6S[qt,0¢"] = Slqi + 6¢') — S[gi] =0 (1.2)

on the other hand, a symmetry is defined as an infinitesimal transformation, meaning it can be seen
as a perturbation to a trajectory, that regardless of the path (even for non physical paths) the action
only changes by some boundary term K

A A dK
0S[q", 054" Z/dtdt (1.3)

Noether’s theorem allows to obtain a conserved quantity for every symmetry of a system defined as

In our case we are going to work with general relativity. A widely different theory from classical
mechanics. The first question that might arise is, What constitutes a symmetry? How do you define it
in this context? A symmetry is a transformation, such as translations, rotations or even of the internal
degrees of freedom a theory might have, that maintains some aspect of the theory invariant.

In the case of classical mechanics the Lagrangian encapsulates the behavior of the system allowing
for the computation of the equations of motion. Therefore a symmetry in classical mechanics is any
transformation to the Lagrangian that doesn’t change the equations of motion.

In our case we will find that the corresponding symmetries en general relativity are those that preserve
the geometry of spacetime, meaning, the metric. The so called isometries. Killing fields are nothing
more than the generators these transformations.



2l Formalism of general relativity

This section is based on [2] and [3].

In order to understand symmetry and motivate the definition of Killing fields first it is required to
understand is, in the mathematical sense, spacetime and define flows and Lie derivatives.

To do this we will introduce little by little mathematical structure based on the qualities that a space-
time should have. At the end of the section we will have motivated the use of a pseudo-Riemannian
manifold as the model for spacetime.

2.1. Continuity
First of all, a spacetime has a notion that it is continuous, further than that, it is path connected,
meaning one can connect any point to any other point by a continuous path®.

The notion of continuity is defined in the mathematical field of topology A topological space is a pair
of sets (M, 7), the first of these is the set of all the points in the space, the second is called the topology
of the space and represents all of the open sets. The core idea behind having a topology is introducing
a notion of ‘closeness’ without introducing a metric, in our case there will be an additional notion of
closeness defined because of the metric but this idea has to be introduced later. Any topology obeys
the following relations of closure

OMer

Uer=| U er
ZL:JO (2.1)

n
UZ-€T:>ﬂUZ-€T
i=0

This allows to define what a continuous function is, the idea of continuity is that any two ‘close’ points
in the input of the function will be ‘close’ in the output. On topological spaces the definition is related
to how open sets transform, here a function between topological spaces f: (M, 1),) — (N, 7y) is
continuous if VV € 7y, f~1(V) € 7,, meaning all open sets in the output are open sets in the input.
This definition is inspired by the € — § definition usually defined for metric spaces?, in fact if one uses
the topology defined by the open balls (sets of points closer than some distance) the definitions are
equivalent.

2.2. Coordinates

Whenever one talks about any kind of state in physics it is talked about in a coordinate system. It would
be expected that in spacetimes one can do the same thing and label the points in spacetime. This is
covered in the mathematical field of manifolds. A manifold is a topological space that additionally can
be locally mapped to a cartesian coordinate system, meaning for any open set V' there is a continuous
bijection ¢ from V to R™ such that ¢! is continuous too.

This path is not required to be physical, it could be superluminic.
*Spaces with the notion of distance
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Additionally it is required that for any two mappings ¢; : 1, = R” and ¢, : V, — R" such that
Vi N'V; # () there has to be a function from v : ¢, (V; N V;) — ¢, (V; N'V}) that is a bijection, contin-
uous and has a continuous inverse. This means that one can ‘translate’ one coordinate system to
another if they map the same region.

In the case of physics it is additionally required that v is infinitely differentiable, this is the definition
for smooth manifolds. This is necessary because otherwise a smooth function would be smooth on
one coordinate system but it would not be smooth on a different coordinate system because of the
chain rule.

The set of all coordinate systems with a smooth coordinate change is called an atlas or .A4.

Another representation for a coordinate system is a collection of n functions * : E — R such that
20 gives the 0-th component of a coordinate system ¢, x! the first component and so on. This
representation is more common in physics and will be the main one used in this thesis.

2.3. Fields on the spacetime
Now it is time to start talking about what can we ‘place’ on spacetime.

Scalar fields on spacetimes

A scalar field assigns a number to each point of our spacetime E. So it will be any function of the form
p:E—R (2.2)

This function can be ‘placed” in a coordinate system by defining ¢, : R™ — R by taking a coordinate
system from the atlas ¢ € A and applying the inverse to the input ¢, = ¢ © . From now on ¢, will
be denoted just ¢ whenever the coordinate system is clear.

The set of all infinitely differentiable scalar fields on a manifold will be denoted €>° (M)

Parametric curves
If one wishes to keep track of the path of a particle on a spacetime one would naturally use this kind
of object. A parametric curve may be defined as a function

v:R—E (2.3)

Again this path can be represented in a coordinate system by composing it with a map ¢ € A,
Yo ' R— Ry, =pon.

Vector fields on the spacetime

Motivated from the ‘classical’ version of a vector field defined as F' : R™ — R" it might be tempting
to define X : E — R™ as a vector field on an 7 dimensional smooth manifold. This definition has one
big problem, it is not coordinate independent.

Imagine one has a 3-dimensional manifold with a coordinate system {z*} and a primed coordinate
system {z'#} such that 20 = 2!, 2’1 = 20, 2’2 = 2%. Now lets define a constant vector field on the
‘’ direction X (p) = (1,0,0). In the 2* coordinate system this field points in the 2:° direction while
on the 2/# coordinate system points in the 2’0 direction, this would correspond to the z* direction by
the coordinate transformations defined. Therefore this definition of a vector field is not independent
of coordinate choice.

There are two equivalent definitions for vectors on a manifold at a point p that are coordinate
independent.

The first of these is in terms of tangent vectors of curves, since a curve on the manifold is defined
independently of the coordinate system it would be expected that the tangent vector is coordinate
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independent too. In this way the set of all vectors at a point p € [ is defined as the set of curves -y such
that y(0) = p. Here we will have to add an equivalence relation, similarly to how rational numbers
are not all of the fractions but the fractions with the fact that two fractions are equal when they follow
the relation § ~ § <> ad = bc here two of our vectors will be ‘equal’ if for any ¢ € A

T~AE (o) = (ped) (2.4)
where ’ is the usual derivative.
The second definitions is via derivations. A derivation at a point p is defined as a linear functional
D:C*(M)—R (2.5)
that also obeys the product rule

frge >
D(f-g) = f(p)D(g) + D(f)g(p)

Any curve can be assigned a derivation via the following definition
D, f=(f°7)(0) (2.7)

The equivalence of definitions may be proven by first proving both spaces have the same dimension.

(2.6)

After that Eq. (2.7) gives a one to one correspondence on both spaces. When given a coordinate system
the space of derivations has a basis defined by

0

= Qak

9,(p) (p) (2.8)

Where (p) denotes evaluation of the partial derivative at p
With any of the two definitions the vector space of all vectors at a point p of a manifold M is denoted

T,M.

By defining the set of all vectors tangent to the manifold 7'M = UpE 1 LM a vector field may be
defined as

X M—TM
p— X(p) € T,M (2.9)
When given a coordinate system a vector field may be written as
X(p) = X+ (p) 5 7) (2.10)
Ox#

So a smooth vector field is defined as a vector field whose component functions, X*, are smooth.
The set of all smooth vector fields is denoted as X (M)

For some proofs the notation X (p, f) = X(f)(p) = X* (p)%(p) will be useful

Covectors
It is easy now to define covectors. A covector at a point p is defined as a linear function
w:T,M—R (2.11)

so the cotangent space 1)y M is the space of all covectors at a point p and the set of all covectors
™M = UpeM T, M a covector field is
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w:M—T*M

p—w(p) € T;M (2.12)

for any basis 0, the canonical basis for the covector space can be defined as a covector collection such
that dz#(0,) = J¥ where ¢ is the Kronecker delta.
A covector will be smooth if for a coordinate system the covector has components w,, defined by
w=w, (p) dat (2.13)

are C°° (M) functions
Again the notation

(p, X) = w, (p) et (X)(p) (2.14)
will be useful

Tensors
A tensor represents a multilinear map, meaning that for any input slot

T(a,b,....,ac+ fd,....z) = aT(a,b,...,c,...z) + fT(a,b,....d, ..., 2) (2.15)
The most basic definition of a tensor one can come up with is
T:VixVx..xV, —-R (2.16)
This is a tensor that takes n vectors as input and as output gives a number

It could be also output more vectors defining
T:VixVyx..xV,—V 4 (2.17)

however by evaluating the output of 7" with a covector the result is a number representing some
component. So it is common to represent this kind of tensors by

T:VixVyx..xV,xVi, —R (2.18)

Therefore the definition of a tensor over a vector space V' of kind (g, p) or ¢ times contravariant, p
times covariant is defined as

T:V*x.xV*xVx..xV-—=R (2.19)

q copies p copies

In our case the corresponding vector spaces are the 7}, M and a tensor field will be a map

T:T*M x .. xT*M xTM x ... x TM — C>(M) (2.20)

q copies p copies

The components of a tensor can be obtained by feeding it some vectors and applying Eq. (2.10) and
Eq. (2.13)

T(w,..X,..)=T(w,dz", ..., X"9,,..) =w,X".. T(dz",...,0,,...) = w,X"..T (2.21)

So a tensor field is called smooth if the component functions T/ are C>° (M)

Another notation that will be useful is

T(pw,..X,..) =w, (p)..X"(p)..T5"(p) (2.22)
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2.4. Metrics

The last piece for constructing a spacetime is adding a notion of magnitude to our vectors and distance.
This is constructed by adding a tensor field to the spacetime Manifold which we will call the metric.

The metric defines a dot product between vectors

XY =g(X,Y) = X"Y"g,, (2.23)

also allowing to lower the indices of vectors and tensors by contracting with the metric

X, =9,,X" (2.24)
since we would like to be able to invert the relation it is defined g** such that

9" G = 0 (2.25)
so Xt =g X,

A Manifold equipped with a metric is called Riemannian if a metric can be diagonalized with all positive
eigenvalues and pseudo-Riemannian if it can have both positive and negative.

In general relativity the equivalence principle can be stated in terms of the metric so that for any point
there is a coordinate system such that

where 7 is the Minkowski metric.

This allows to define a distance’ function between two points of the manifold by denoting I'(p, ¢) the
set of all curves starting at p and ending at ¢

d(p,q) = min / Ve @7 @) dr (2.27)

~v€T(p,q)

where 7’ is the tangent vector to -y

'This will only be a distance function whenever the manifold is Riemannian, for pseudo-Riemannian it is not since it
can be negative, in general relativity the sign will be a way to encode when a path moves in the ‘time direction’, in the
‘space direction’ or like light.



R Transformations of manifolds

This section is based on [2], [3] and [4].

In order to study the symmetries of our spacetime one has to first understand how to make a trans-
formation.

First will start by defining a smooth transformation between manifolds M, N as a function
F : M — N such that for any coordinate system of M, ¢, that contains p, and any coordinate system
of N, ¢, that contains F(p), the function ¢’ o F' o ! is smooth.

A diffeomorphism is a smooth map that is also bijective and with a smooth inverse. Any pair of
manifolds that have a diffeomorphism relating them will be called diffeomorphic manifolds.

Diffeomorphic manifolds are equivalent in the sense that any field, may it be scalar, vectorial or
tensorial defined on one of the manifolds. Has an equivalent definition on the other. The operations
that map a field on one of the manifolds to the other are called pullback and pushforward.

3.1. Pullback and pushforward of scalar fields
Given a function F': M — N. A pullback will map fields defined on N to fields defined on M. The
simplest case is for scalar fields. The pullback of a scalar field f € €°°(N) is defined as

F*f=foF (3.1)
so that F' maps points of M to N and then f maps it to R so the complete map is M — R.

The pushforward is the opposite transformation to the pullback, mapping fields from M to N. In the
case of diffeomorphisms it can be defined as the pullback by the inverse function. So if one has a
function f € €°°(M) the pushforward by F' is defined as

Ef=(F"')f=foF" (3:2)

The motivation behind this definition is that, if one pushes forward a function and then pulls it back,
it would be reasonable for the function to remain unchanged therefore F*F, f = f

It is easy to see that the pullback and pushforward are linear since composition is linear so that

F.(af + Bg) = aF, f + BE.g

F*(af + fg) = aF* f + fF*g (3.3)

Under this definitions diffeomorphisms may be thought rather than as mappings between manifolds,
as coordinate changes, since for any coordinate system on N, z’#, it can be thought of as a coordinate
system on M defined as x# = F*z’*. This will come up later in the chapter in the notion of passive
vs active transformations.

3.2. Pullback and pushforward of vector fields
Since a vector field was defined as a collection of derivations, it may be thought of as a function
X : C®°(M) — ©°°(M), that maps a function to the directional derivative of the function at that point.



3.2. Pullback and pushforward of

vector fields Transformations of manifolds

The pushforward of vector fields may be thought of as first pulling back the vector field the corre-
sponding function then pushing forward the result, for clarity X (p, f) denotes evaluating X (f) at p,
peM,PeNgee>(N)

(EX)(9) = X(F~(p), F"g) (3.4)
The pullback is defined as the pushforward by the inverse function

F*X =(F') X (3.5)

Again pushforward and pullback of vector fields is linear

E(aX +BY)(f) = (@X +BY)(fo F) = aX(f e F)+ BY(f o F)

— QB (X)(f) + BE(Y)(1) >0
Also by defining multiplication of vector fields and scalar fields fX as
(fX)(p.9) = f(P)X(p,9) (3.7)
the pushforward of this composition is linear in the following sense
E(fX)(,9) = (£, X)(F1 (), F*g) = F(F~1(5) X (F~(p), F*g) .
= (EN)®) - (EX)(D,9)
where - denotes the product of real numbers
equivalently for the pullback
F*(fX) = (F* f)(F*X) (3.9)

This equations are coordinate independent, however for computations it is easier to obtain the trans-
formations by coordinate systems, in order to obtain the coordinate transformation we will write the
coordinate system of M as z* and the coordinate system of N obtained as the pushforward of z*, x'#

Now our vector field X € X(M) can be written

X = X“(x“)(,ﬁu (3.10)

by defining a vector field on N, X’ as the pushforward of X
0

ox'H

X' =FEX=X'(z/") (3.11)

Since z’'#* = F'(z*) for a function in f € €°°(N) and defining p € M, p € N so that p = F(p)

FX(p.f) = (X052 ) 0.1) = X451 ) 55 (5 )
B F 5 D' (3.12)
= x0(n) L2 () = X0 0) () S )

Therefore by comparing the Eq. (3.11) and Eq. (3.12) the resulting transformation on a coordinate
system is
_ Ox'™H

N 8x”<

X™(p) FH(p) X (F~H(p)) (3.13)



3.3. Pullback and pushforward of

covector fields Transformations of manifolds

This equation might seem purely mathematical but it explains the physical transformations that we
will find. These have a translation component, encoded on the term of X* (F -1 (ﬁ)) that because of the

F~! term shifts the position of the X*(p) vector. The other component are rotations, or expansions,
oz’H
oxv
the direction of the vector or length of the vector.

encoded on the (F~1(p)), this is because this term mixes the components and allows for changing

For the pullback the result is equivalent by changing 2'# — x#, 2# — 2’# p — pand F — F~1
o

X(p) = 92 (Pp) X*(F(p) (314)

3.3. Pullback and pushforward of covector fields
Just as we did with vector fields, covector fields map vector fields to scalar fields the definitions and
results are equivalent so for a covector w

Fuw(p,X) =w(F(p), F*X) (3.15)
and for the pullback
Frw(p, X) = w(F(p), £X) (3.16)

Again these are linear over addition of covectors and products by real numbers, and by defining the
product of covectors by

(fw)(p, X) = f(p)w(p, X) (3.17)
the pushforward is ‘linear’ over these in the sense that
E(fw)(p, X) = (fw)(F~1 (D), F*X) = f(F~'(p))w(F~(p), " X)
= (EN)(D)(Ew)(p, X)

and equivalently for the pullback

(3.18)

Fr(fw) = (F* f)(F*w) (3.19)

When given a coordinate system for M and N, z* and x# respectively, then the covector on M may
be written as

w=w,(p)dz" (3.20)
and the pushforward
W' =Fw=uw,(p)dz* (3.21)

so by applying the definition of pushforward of a covector field, Eq. (3.15), one finds by setting
X' € X(N)

Fuw(p, X') = F(w, d2") (5, X') = F,(w,) () F.(dz")(p, X) = w,,(p) dz"(p, F*X)

ox® 0 ox® 0

— M v — vin 12

wﬂ(p) dz <p’ X <p> ox’v axa) wu(mX (p> ax/ydx (p’ 8$Oz>

(3.22)
ol
ox® oxH

pry v(gh H H = —_— ) v(H

(D)X (B ()00 = 5 (), (P) X7 (5)



3.4. Tensor pullbacks and pushfor-
wards Transformations of manifolds

now, by feeding the same input to the Eq. (3.21) one obtains

W' (p, X') = wy, (p) dz™(X") = wy, () X" (

>
o,
H\
=
7/
Q
&\
<
N—

(3.23)
= w, (D)X (D)o = w, (D)X (D)
by comparing Eq. (3.22) and Eq. (3.23)
one obtains
;o ox¥ | P
WD) = 572 (P)w, (F7(P)) (3.24)
The equivalent reasoning for the pullback gives
2u0) = 2 o), (F () (3.25)
y7s p) = 8[17“’ b v b .

Again here one can identify a translation and a rotation or expansion term, however here the rotation
is inverted.

3.4. Tensor pullbacks and pushforwards
The pushforward of a tensor field, just as we did before with vectors and covectors is defined by pulling
back the vector and covector fields and then pushing forward the results

ET(p,w,...X,..)=T(F(p), F*w, .., F*X, ...) (3.26)
and equivalently for the pullback
FT(p,w,...X,...)=T(F(p), Fw,...FX,..) (3.27)

Just as proven with the method in the Eq. (3.22) it can be proven that if 7" is a tensor in M and T" is
the pushforward on N, and by choosing a coordinate system z* on M and the pushforward of this
coordinate system to N, x'#, one obtains the relationship between the coordinate systems of both as

x'V1 5661 o
(A 5) e (YIS (P (5) (3.28)

T () =

3.5. Isometries
An isometry, is a diffeomorphism between Riemannian or pseudo-Riemannian manifolds,
F: M — N, where g,, is the metric on M and g, is the metric on /N then F' is an isometry if

In = Fgum (3.29)

thus preserving the metric.

Any object that only depends on the metric is called intrinsic and is preserved under isometries in
the same sense that the metric is preserved.

A few examples are:
« The Levi-Civita connection (V)
+ The Riemann tensor (R",,. )

* The length of a curve (fv 9,77 dr)

10



Flows

This section is based on [2].

A flow, intuitively, is described as the movement of a liquid or a gas that at each point moves in one
particular direction.

Mathematically this can be described by a velocity field, that describes the movement of the fluid.

This might not seem relevant to the study of transformations in general relativity, however this concept
is the definition we will use to build all of the transformations.

First we will start by defining a flow as a curve that solves the following differential equation

%(T7x ) - V(¢<T,$ ))
{z(O,wo;): Lo O 1

where V is the velocity field and ¢ is a curve on the manifold. There are a few interesting properties

of flows that will be important later.

First of all, since V' is a smooth vector field, the solutions to ¢(7, x) are unique, this also means that
for any fixed 7 the transformation ¢, : M — M defined as ¢.(p) = ¢(7,p) is a diffeomorphism.

Another property that flow has is that these are defined except by a constant translation on the
parameter 7. Meaning if ¢(7, ) is a flow of a field V then ¢(7 + s, ) is also a flow of the field V.

There is an interesting property of flows that can be stated as follows
¢(t+37x0> = ¢(t,¢(s,x0)) (4'2)

this is easy to check since by uniqueness both ¢(t + s, ) and ¢(t, p,) where p, = ¢(s, z,) solve
the same initial value problem therefore the equality is true. As a lemma we have that the inverse
diffeomorphism ¢! (p) is equivalent to ¢__(p)

11



3 Lie derivatives

This section is based on [2] and [4].

Finally after all of the mathematical conundrum we are finally ready to define the Lie derivative. The
Lie derivative is an object that takes in a vector field V' and some geometrical object, such as scalar
fields, vector fields or tensor fields. And what the Lie derivative represents is, if someone following
the flow of V, made a function of how they see these objects change as a function of 7 and then took
a derivative at 7 = 0, what would be the value of that derivative.

This intuitive image of what a Lie derivative wants to answer can be stated in two equivalent ways, and
active way and a passive way. The active way models the path of the observer by keeping coordinates
stationary and transforming the fields so that ¢ — ¢’ and the Lie derivative would be something
like (" — ¢)/e. The passive approach transforms the coordinates so that the fields stay still and the
observer is the one moving from this coordinate system. In this case x*# — z’# and the Lie derivative
would take the form of (p(z'#) — @(xH))/e.

Here we will take the active approach and model the derivative by transforming the fields.

First we will motivate the equation with an example and then will start computing the Lie derivative
in component form of multiple kinds of objects.

To obtain a Lie derivative of some field ¢ with respect to some vector field X, first of all the flow of
X is computed obtaining ¢..(p). Now the manifold M is mapped by ¢, to M’ which is nothing else
than the same manifold but with a different coordinate system. Here the interpretation is not that the
coordinate system changed, when we interpret is that the coordinate systems of M and M’ are the
same but the fields changed. Now ¢’ is a field on M’ so what we can do to compare it with ¢ is to pull
it back to M and by taking the limit as 7 — 0 one obtains the Lie derivative

T R AL W
Ixp =l = = lim ——— = 0Ty (5.1)

Now it is possible to compute Lie derivatives of several objects in a coordinate system.

By defining z* as a coordinate system on M and z' = ¢ (z") then it follows that
't =zt + XHT + 0(72).

5.1. Lie derivative of a scalar field
The Lie derivative of a scalar field is the simplest Lie derivative to compute. This is because by Eq. (3.1)
the Lie derivative may be computed as

d d d of Oz" ozt
gxf = Egb:-f = Ef(QS(T’ 33'0)) = Ef(x/,“) = 8xfl/ a;l:’IJ« (;ET
=0 7=0 =0 =0 (52)
P d
- axfu (6 +O0M)(X* +0(r)| = X“agf;

7=0
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5.2. Lie derivatives of vector fields Lie derivatives

Here one can see that the Lie derivative of a scalar field with respect to some vector field is nothing
else than the directional derivative of f in the direction of X. In general this is not the case, the reason
for this is that scalar fields have no sense of ‘direction’ so they are not affected by rotations, as we will
see now this is not the case for vector fields

5.2. Lie derivatives of vector fields
The same procedure as done in Eq. (5.2) to find the Lie derivative of a vector field. However here the
corresponding pullback equation is Eq. (3.14)

d d [ Ozt
Ko T - V()
(gXY> - quSTY‘T_O dT(ax/VY (:U )) .
d [foxt\.,.,, , oz* d
B [dT(&I:’V)Y ($>+8x’”dr ]

_ K_aX“ —i—(?(T))YV(x/) + (ot +0(T))ddTY”( )]

ox’v =0
axr [ dz’® 9z Y (5:3)
— _yv p
Yi(@) ox? + 10y +0() dr Oz’ 0z
- =0
axr [ 8zP aY”
= @2y |+ 0 xe OO0
- 7=0
L. OXH L OYH
=—Y"(2) oxv +X ox™

Here there are two terms, the first one is associated with translations. This term is the X¢ gg: . This

is essentially what was obtained in the scalar field case and represents a directional derivative. The

oxXH
xa bl

the vector Y and allows for changing the norm of the vector.

second term, —Y* represents rotations and dilations. This is because it ‘mixes’ components of

This means that for any two vector fields X, Y their Lie derivative applied to a scalar field is
ZxY(f) = X(Y(f) = Y(X(f) = [X, Y](/) (5.4)

5.3. Lie derivatives of tensor fields
Once again, by using these methods one finds the general equation

(g T>041--- — Xa%
X B1--- oz
. . oxXy
[eZRITIe FEE Roye FHE PN 7 5-5
+T e T (5:5)
e 0X°

B1--Bi—10Bigq1 - OxBi B

This equation also can be written in the following form

(ZxT)(A,B,...) = Zx(T(A,B,..)) + T(ZxA,B,..) + T(A, %xB,..) + ...  (5.6)
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Killing fields

This section in based on [4], [5] and [6].

Finally we can write the definition of Killing fields. A Killing field, K, is a vector field such that the
flow it generates is an isometry. In physical terms, moving along the ‘velocity field” K doesn’t change
the metric tensor

9=9 (6.1)
that can be written as
(Zx9),, =0 (6.2)
In component form the Killing equation may be written in contravariant form as

g OK“ OK®
K [k
ox® * Jow Oxk t o oxY

=0 (6.3)
Additionally, whenever a symmetric connection is used, such as the Levi-Civita connection used in
general relativity, the following covariant form is equivalent

V,K,+V,K, =0 (6.4)

6.1. Killing tensors
By analogy to Eq. (6.4) a Killing tensor is defined as a tensor T’ , 5. such that

VT

ptapy) = 0 (6.5)

where the parenthesis is the average over all of the permutations of the indices.

6.2. Properties of Killing fields
Killing fields form vector spaces, this is because the Lie derivative is linear on the vector field wrt
which it differentiates

Loxpyd =0 ZLxg+p Lyg=0 (6.6)
This can easily be seen on the component definitions of Lie derivatives.
Additionally these form a Lie algebra, this is because Lie derivatives have the following property
ZixyT =Zx HT —% IxT (6.7)
So that if X and Y are Killing fields, then [ X, Y] form a Killing field too.

The norm of a Killing vector field is constant along its own flow, this is easily proved by

FK? = K'Y, (K"K,,) = 2KY K"V K, = K"K*(V,K, + V,K,) =0  (6.8)

Killing equation
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6.2. Properties of Killing fields Killing fields

These are also divergenceless tensors. Intuitively one can think of Killing fields as flows of an incom-
presible fluid. One can prove this by multiplying Eq. (6.4) by the metric so that

0=g"V,K,+g"V,K, =V, K'+V,K"=2V,K'= V,K' =0 (6.9)

The main property of Killing fields is that it allows us to build conserved quantities on geodesics,
meaning, if z#(7) is a geodesic and K* a Killing field, then

d(i"K),) dit K, 1.
T = ? KM +$“? =ztz VVKM = 5%‘“%‘ (VVKM —I—VMKV> = 0(610)

zero by geodesic Killing equation

It also allows for defining conserved currents for any divergenceless rank two symmetric tensor
because

1
V(TME,) = Y, Thi, + TV K, = ST (V,K, + V,K,) =0 (6.11)

as an example of such a tensor the Stress-energy tensor, allowing to define energy and momentum
densities in curved spacetimes.

This same idea can be extended to Killing tensors defined by Eq. (6.5) so that if A 4. is a Killing
tensor

d

a4

. MUY ) =0 (6.12)

is also a conserved quantities.

Since four-momentums are related by a constant to four-velocities the same can be extended to four-
momentums since the derivative is a linear operator.

Number of Killing fields
A good question now is to ask “How many Killing fields does our space have?”, since this will lead to
the same amount of conserved quantities, simplifying the resulting equations.

As it turns out it is not possible, in general, to know exactly to know how many Killing fields there

are without solving the equations, however, it is possible to place an upper bound on the number of

Killing fields of nlntl) corresponding to translations and an_l)

3 to rotations.

To prove this the starting point is the Riemann tensor
R(S

a,@’yKé - VQV5K,Y - VBVOCK’Y (613)

and the Bianchi identities

5

0 é
R afy + R ~yaB + R Bya = O (614)

By multiplying the Bianchi identities by K5 and applying Eq. (6.13) the result is
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6.2. Properties of Killing fields Killing fields

0=V VK, — VsV K, + V.V K3~V V. Ks+V,V K, ~V VK, =
VQVﬁK,Y - VQV,YKB + VBV'YKO( i V5VOZK,Y + V’YVO(K/B’ i V,YVﬂKa ==

Vo VoK, = Vo Ky) + V(Vo Ky = VoK) + V. (VoK = VoK,) 0 = 6.15)

2V VK, = V VK, + V, VoK) = 2( Ry K + V, Vo Kj ) =

=R, Ks=-V. VK,

afy

This allows, by substituting into the Taylor series to obtain an expression of the solution to the Killing
field equation.

By using the following multi-index notation

ool f
(O™ (052)*2...(8z™) ™" (6.16)

Ks(z) = i M(w—p)a (6.17)

Now, since Eq. (6.15) gives a linear relationship between the second and zeroth order derivatives, one
can also obtain the third derivative as a linear combination of the first derivatives and the zeroth order
by deriving the equation’, and so on with higher order derivatives. By defining two linear objects A
and B so that

DKy = A (p, ) K. (p) + B;"" (p, a)d, K 4(p) (6.18)

It is important to note that these objects in general are not tensors, since the left hand side is not a
tensor.

By substituting into the Taylor series one obtains

Ky = 3 ZEW o

ol
|| =0
= 5(96 —p)* (A5 (p. ) K (p) + B (9, 0)0, K 5())
S (6.19)
- ( Z 5(:6 —p)oc/i(g(p, a)) K (p) + ( Z 5(11 —P)(’Bé”ﬁ(p, a)) 0,K,(p)
jal =0 S0

= Ay (2, p) K, (p) + By (2, )0, K 4(p)

*As long as the Riemann tensor is smooth
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6.2. Properties of Killing fields Killing fields

Now, from this expression it looks like there should be n + n? Killing fields since there are that many
free parameters as initial conditions, however there is an additional restriction, the Killing equation.

aaKﬂ = _8,3Ka + 2F0a[5’K0' (620)

so that

Kyw) = A4, (e, p) K (6) + 5B, (9) (0, K, () + 0, K, (9)

(2.0) K, (0) + 2 By 2.0) (0, K, () — 0, (p) + 2% K, ()

Ay
( (z,p) +35 7z, p)T™ )K + 367‘7(I p)(a K, (p) — 80K7(p)> (6.21)

—,—/
As%(x,p) By

= A (z,p) K, (p) + By (2,p)(9,K,(p) — 0, K, (p))

So now we only care about the antisymmetric part of B on the upper indices, meaning now there
are only n + M = "("TH) linearly independent Killing fields. Any space that has all of the Killing

fields it is allowed by its dimension will be called maximally symmetric.

This result is important on its own, however, by categorizing the basis of Killing fields one gains more
insight on the kinds of allowed transformations.

Killing fields of the form

Ky (p) = 8§
{ a(,KgM ) =0 (6.22)

where () acts as a label will be denoted “translations”. The motivation for this definition has two
origins, first, we have the same number of translations as dimensions, so one can assign one translation
to each direction. Secondly, from the way objects transform under isomorphisms one can see that the
components of vector and tensors don’t change under this kind of transformation, but their position
does.

The second family of transformations are the rotations, these have two labels that are antisymmetric,
af and are defined by

Kéaﬁ)< ) =0 6.23
) 5 (6.23)
0, K (p) = 6257 — 5268
n(n—1)
2

defined by two axis. These rotations are centered at p because objects in this point are not translated,

There are distinct rotations, one per unique combination of axis, Since rotations are on a plane

however, objects like vectors are rotated.

Generating geodesics

Since the covariant derivative is an intrinsic object it is preserved under isometries, meaning for an
isometry F': M — M

V. (EX)=F(V,X) (6.24)
where X is any geometrical object. This means that transforming a geodesic by an isometry (for

example those generated by Killing vectors) results in a different geodesic. In fact, this condition
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6.2. Properties of Killing fields Killing fields

can be relaxed and it is not necessary for the transformation to be an isometry, it is enough for the
transformation to be conformal. A transformation F' : M — M, is said to be conformal if

Eg=rj (6.25)

where g is the metric on M, § the metric on § and « is some constant. One can see this by looking at
the action of a free particle

S = / G dtaY dr (6.26)

by applying a conformal transformation the resulting action is
S =kS (6.27)
$005' ' =0<465=0

One can generate these transformations via conformal Killing fields defined in an analogous way
to Killing fields as

Zrg = kg (6.28)
where K is a conformal Killing field.

This allows to generate new geodesics from existing ones and will simplify the computations of
redshifts.
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7A Schwarzschild geodesics

This section is based on [4] and [7].

The Schwarzschild metric is one of the most important metrics in general relativity. By Birkhoff’s
theorem it is known to be the unique spherically symmetric vacuum solution to Einstein field equa-
tions. This means that any spherically symmetric distribution of energy will produce this metric on
the outside (up to gravitational waves). It also is the first prediction of black holes.

By using spherical coordinates (¢, 7,6, ¢) so that ¢ is the time coordinate, r is a radial coordinate such
that the “sphere” defined by fixing ¢ and r has area of A = 4772 and 0, ¢ are the polar and azimuthal
angles respectively, defined so that the submanifolds of constant time and radius have the induced
metric of a sphere.

The metric on this coordinates can be written as
2 Ts 2 Ts - 2 2392 .2 2 2
ds® = <1——) dt —(1——) dr® —r® df® —r?sin“(0) de (7.1)
r r

This metric has 4 Killing vectors. One is associated with time translations, the other three are associated
with rotations and obey the SO(3) Lie algebra

In spherical coordinates these can be written as
X = —sinpdy — cot f cos pd,,
Y = cospdy — cot Osin 0, (7.3)
Z =20,

The Killing vector associated to time translation is 7' = 0,

Since this metric is rotation invariant we are allowed to choose the coordinate system so that both the
initial position and spatial part of the four-velocity lie on the § = 7 plane. Reducing the complexity
of the system. In this plane with the restriction u? = 0, this restriction is valid for all time, this can be
proved by looking at the conserved quantities of X and Y

X, ut = sin pru? 4 r2 cot feospsin®Gu? = 0
Y, ut = —cos pr?uf + 12 cot. B sinpsim> Ju® = 0

Where the equality with 0 comes from the initial condition. Conservation of both quantities leads to

(7.4)

either r = 0 or u? = 0, since u? = 0 forall 7 2? = g is valid for all 7

The other two conserved quantities are related to classical quantities. The conserved quantity associ-
ated to 1" will be denoted energy
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Schwarzschild geodesics

E=Tu"=g,,T"ut = guaéaou“ = goou® = g, u’ (7.5)

this quantity agrees with energy per unit of mass of a free particle in the limit » — oo

The conserved quantity associated with Z is denoted angular momentum
L=2Zu"=g,,Z%" = gua5a3u“ = ga33u® = 9o, ¥ (7.6)

this quantity can be recognized as the angular momentum per unit mass of a free particle if r is the
radius, however, here r is only the “classical radius” in the limit » — oo, so these quantities don’t
exactly agree.

These two quantities allow to know u¥ and u' at any point of the geodesic if the initial conditions are

. . 2 _ J 1 for matter . r
known. Additionally, since luf® = 0 for light ONe can obtain u” as

Jul® L2

Grr ggp(pgT’r’

ur =+ + B2 (7.7)

Importantly this allows for computing quantities such as the three velocity as seen by an observer
at oo

dr dr/dr w” [[u|? L?
dt dt/dr ol Gut 9, E? + ngLng,E2 + (7.8)

since in the limit » — 7, g,, — 0 and g,., = —oo objects stop moving when close to the limit horizon.
Also one can compute how fast things rotate around a black hole as seen at co

de dep/dr  w¥  Lgy

dt — dt/dr Wl Eg,,

(7.9)

Once again since g,, — 0 when r» — r, things stop rotating when close to the Schwarzschild radius.

This method allows us to obtain the equations of motion of the particles without having to compute
the Christoffel symbols.

This result that things stop moving when touching the event horizon can be generalized to moving
black holes by using a Lorentz transformation. The result is that for the case where the black hole
moves, matter and light tend to move with the black hole, dragged by it. This has some interesting
phenomenological effects where certain particles experience forces similar to being pushed away or
forces tangential to the line connecting the black hole and the particle. One might think that these
effects could be explained using a retarded gravitational potential, however for a retarded potential
particles tend to fall behind the atracting object and follow it instead of being dragged with it or even
being pushed. Some animations can be fond in the following link.
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https://youtube.com/playlist?list=PLcY33dkO47jKidKZUIceZbS97LIOyDPFR&si=n9-VENUWXR6OF5nU

Kerr black holes

This section is based on [4] and [7].

The Kerr metric represents a spinning black hole. From this one can already think that spherical
symmetry and time reversal symmetry are going to be broken. The first one because there will be
an “special axis” around which the black hole spins. The second cone because by reversing time the
direction of rotation of the black hole is also reversed breaking the symmetry. To recover the time
reversal symmetry it is necessary to also do an inversion around the axis of symmetry of the solution.
The result is that in the metric there is at least one cross term allowed between time and space.

By using the Boyer-Lindquist coordinates, (¢, 7,0, ) related to Cartesian coordinates by
x = Vr2+a?sinfcos
y =12+ a?sinfsing (8.1)
z=rcosf

so that in the limit 7 — oo they reduce to usual spherical coordinates.

In this coordinate system the black hole spins around # = 0 and the metric can be written as

2r rasin® 0

5
ds? = (1— %) de? + dt dip — 5 dr?

2 2 o, TsTa? 02 2 (82
—Xdo*—|r* +a —i—Tsm 0 | sin®(0) dy

Where a = % where J is the angular momentum of the black hole, ¥ =72 4+ a? cos?§ and

A=r%—ror+a?

There are two Killing fields in this metric, one associated the axial symmetry R = 9, and the other
with time symmetry K = 0,.

Just as with the Schwarzschild geodesics we will call angular momentum and energy to the conserved
quantities

E =K, u" = g,,u" = g u’ + g, ,u¥ = u, (8.3)
and angular momentum

L =R, ut' =g, u’+g,,u=u (8.4)

©

Immediately there is an interesting result, the system of equations above can be solved for either u’
or u¥ to give
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Kerr black holes

t _ ngt — ngp
u = 2
(gcpt) - gttQ@@
E!J@t — Lgy,

(gcpt) - 9tt9p0

(8.5)

u¥ =

As one can see u7 is not necessarily zero even if it is at one point in time. This can be interpreted as
the black hole forcing particles to rotate with it. This effect, called frame dragging, is only dependent
on the spacetime being axially symmetric with the time-axial inversion symmetry:.

In the case of the Kerr black hole there is a region where the £ component of the metric becomes
spacelike. This region is called the ergosphere of the Kerr black hole. This region is not enclosed in an
event horizon and particles and light are allowed to go in and out of the ergosphere. This is because
even if g,, is zero, the g, is positive, so that the particle can have radial component of four velocity
provided u! and u¥ are large enough.

For particles outside the ergosphere the energy is always positive (using (+———) signature). This is
because K is a time like vector, and, since four velocities are either time like or null, depending on if
the particle has mass or not, the product has to be positive.

To see this we can use the equivalence principle and prove this in Minkowski spacetime. For all non
spacelike vectors in Minkowski spacetime we have that

(w0)* > Ja)? (8.6)

where equality happens for null vectors. Therefore if we have the product of two four vectors and one
of them is time like we have that

u®? > [if|v] > (@, v) =

8.7
= w0’ — (4, 7) = g, u'v” >0 (8.7)
so the product is positive.
Inside the ergosphere we can solve for i—f obtaining
de 1 (F
B 8.8
dt Gt (ut 9tt> (8.8)

and, since F, u" and —g,, are positive and g, has the sign of the angular momentum of the black hole,
this means that any particle that goes into the ergosphere has to rotate with the black hole.

If we wanted to obtain the equations of motion like how we did in the Schwarzschild metric we would
find a problem. In the Schwarzschild metric we had three Killing fields that, when combined with the
norm of the four velocity allowed to solve for the derivatives. Here we only have two Killing fields.
Fortunately there is an additional Killing rank 2 tensor ¢ defined as

Oy = EQ(ZMnV =+ ll,nu) + rzgw

1
7 2 2
l (7’ +a ,A,O,a) (89)

1
nt = E(T2 + a2, _A, O, a)

the associated conserved quantity is called the Carter constant and is usually denoted C'. The system
of equations Eq. (8.9) together with Eq. (8.5) allows to solve for " and with these three constants it
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Kerr black holes

is possible to finally obtain « from the norm of the four-velocity and obtain the equations of motion.
However the equations obtained, although straightforward to obtain, are quite lengthy and don’t have
any really give any insights on the geodesics.
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FLRW Metric

This section is based on [5] and [3].

In cosmology the most widely used metric to describe spacetime at big scales is is the FLRW (Friedmann
Lemaitre Robertson Walker) metric. Even in contexts where general relativity is modified this is the
case, this is because the principles that lead towards this metric are, to some degree, independent of
general relativity.

The fundamental principle behind this metric is the observed homogeneity and isotropy of the universe
at big scales. In more formal terms this means that there have to be a family of spacelike surfaces that
are isometric under translations in all spatial directions and rotations around any point.

The usual ways to write this metric are

dr?
V1—kr?
= —dt? +a?(t)(dx? +SE(x) dQ?)

ds? = —dt? +a?(t) ( + 72 dQZ)

(9.1)

Where x is the comoving distance, d2 represents the angular part of the metric and a(t) is the so
called scale factor and whose value is obtained via the Einstein field equations in general relativity or
the equations of motion of the metric in other gravitational theories.

Since this is going to be a math intensive chapter here an outline of how to prove the form of the
metric is outlined here.

1. First prove that the metric is separable, meaning ds? = — dt? +9;; dz’ da’ and then prove that
ds® = —dt* +a®(t)h,; where h is independent of time

2. After this prove that since ¢ = const are maximally submanifolds g;; is a constant sectional curva-
ture space

3. By applying the Killing-Hopf theorem [3] the spatial submanifolds have to be isometric to a 4-
sphere, 4-hyperboloid or a flat space.

9.1. Separability of the metric

The separability of the metric at any given point is trivial, if our spacetime is the manifold M, by
picking a coordinate system x* on a maximally symmetric submanifold E, this coordinate system can
be extended to a global coordinate system by first picking a normal vector to the surface n. This can
be done by taking the basis of T, E generated by our coordinate system and then by Gram-Schmidt
algorithm extend it to basis of 7, M and picking n to be normal to E, this normal vector can be extended
to a normal vector field by doing this process at every point and making the field smooth forces an
orientation. After this the coordinate system z* can be extended by adding an additional coordinate z°,
that we will denote ¢, defined as the parameter of the geodesics starting at 2 with initial four velocity
n'. In this way the set of points of constant x* is defined as the points that the geodesic goes through

'Here we are assuming geodesic completeness, this is fine because it is assumed that our space is complete and the
Hopf-Rinow theorem, gives an equivalence between both statements.
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9.1. Separability of the metric FLRW Metric

and as a time variable the arclength of the geodesic is chosen'. An intuitive way to see this coordinate
system is to imagine that we place an observer at each point of our surface and assign a coordinate to
each of them, after this we allow all of the observers to evolve and take as a time coordinate the time
they measure with their clocks.

To check that the coordinate system we have actually has g,; = 0 we use that the Christoffel symbol
I,y is related to the metric by

1
Lioo = 5(280901‘ — 0i900) (92)
and since gqy = ||[n|? = —1 that means that
Tioo = 9ogos (9.3)

so that by proving that I';,; = 0, gy; = 0 is also proven. To compute I';;; we can use the geodesic
equation and remember that our coordinate system is defined by geodesics so that

it =0=—I", d"d" = —I",, 0008 = —Ti = (9.4)
= L0 =0

Now that have a coordinate system that has the initial form we wanted. Next, it is important to check
that in this coordinate system all spatial slices are maximally symmetric. Right now we have only
assumed that the initial slice is maximally symmetric, however that doesn’t tell us anything about the
structure of all of the spatial slices. This is an interesting question because it could be the case where
some spaces start maximally symmetric but at some point they stop being symmetric. As we will see
this is not the case.

To do this first we extend the Killing vectors on the slice to Killing vectors of all of space by the
insertion map of the slice defined as

i(v') = (0,0") = v# (9.5)

So that the tangent vectors on the slice are tangent when mapped to the manifold. Therefore in this
coordinate system the Killing fields on the initial surface take the following form K°(¢ = 0,z%) = 0.
To check that the Killing fields are Killing fields in all of the constant time surfaces first we use the
(0,0) component of the Killing equation

290000 K° + K550 = 0 = 0p K° = 0 (9:6)

This with the initial condition of K°(# = 0) = 0 shows that the Killing fields are tangent to constant
time slices.

Now we are close to proving that all spatial slices are maximally symmetric, since the differential
equation has unique solutions as long as the metric is enough well behaved this looks like is enough
to prove that the slices have the same number of Killing fields as the initial one, so they are maximally
symmetric too. However there is an edge case, that being whenever a Killing field becomes zero. To
prove this is not the case it is easy to use the (0, 7) components of the Killing equation.

K29:G5; + Goa® ™ + 9000 K* = g;;00K7 = 0= 9,K7 =0 (9.7)

* Accounting for backwards evolution to be negative
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9.1. Separability of the metric FLRW Metric

The equality between the first and second expression might not be completely clear unless one
remembers that the spatial part of the metric is positive definite so that in matrix it is a non-singular
matrix.

Just as before this implies that the spatial parts of the Killing vectors are constant in time. Therefore
all slices are maximally symmetric.

To show that the spatial part has the form of g;; = a? (T')h;; where h; ; is independent of time.
The path it to use two properties of the Lie derivative with respect to a Killing field.

These are:

1. For any symmetric tensor 7, ; in a maximally symmetric manifold

T

where 1" := T “ is the trace of the tensor and n is the dimension of the space
2. In this coordinate system

3}(9@‘ =0 (9.9)
and with these two facts the resulting differential equation has as a solution

gy = el W g, (t = 0) (9.10)

proving the form of the metric we expected.

Proving Eq. (9.9) is easy by direct computation

0= S (F0) = 5 (K00, + 00,0 K + 9,0, K°)
= K%009ij + 900 K + §ia 0; K (9.11)
+ K 0,055 407K F GO K
= gKgij

The Eq. (9.8) is proven by proving the stronger statement restricted to only isotropic manifolds. By
choosing a rotation around a point K one has:

0, K=V K7

kT =T 30, K" +1T,,05K” +% = TvﬁﬁaKW +T,705K, =0 (9.12)
The last expression can be rewritten as
Y _ Y So o —
T730,K, + T 0K, = (17,00 +T,765)0,K, =0 (9.13)

since rotations are antisymmetric on ¢ and ~ that means that
Tvﬁég + 7,765 = Taﬁég + Ta"ég (9.14)
and by contracting 3 and ~ the resulting expression is

and finally by multiplying both sides by g,,., the theorem is proven
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9.2. Sectional curvature and maximally sym-
metric spaces FLRW Metric

Now that we know that the metric has the form
ds® = —dt* +a®(t)h,; dz’ da? (9.17)

the next step is to prove that maximally symmetric manifolds are constant curvature spaces. By proving
that they are we can apply the Killing-Hopf theorem and now the submanifolds are isometric to either
flat space, a 3 hyperboloid or a 3 sphere. Allowing to get the components /;; and obtaining the final
form of the metric.

But first we will introduce the notion of the sectional curvature.

9.2. Sectional curvature and maximally symmetric spaces
Sectional curvature is defined as a generalization of Gaussian curvature. In R? surfaces can be assigned
a curvature that is related to the Riemann tensor by

Rabcd = K(gacgbd - gadgbc) (918)

by choosing two linearly independent vectors tangent to the surface u and v and multiplying both
sides by u®v®v°u? (the only non-zero combination of two vectors) one obtains

a,b,c,d
R pequv’vu

(u, v)2 — (u, u) (v, v)

K = (9.19)
generalizing this formula to any other space is easy just by making K a 2-covariant tensor so that it
takes in two vectors and plugs them into Eq. (9.19). The Killing-Hopf theorem states that any pair of
manifolds with constant sectional curvature are isometric if their sectional curvatures are equal. So by
proving that maximally symmetric spaces have a Riemann tensor of the form Eq. (9.18) with constant
K will give us the metric on the spatial slices.

9.3. Riemann tensor on maximally symmetric spaces

To obtain the form of the Riemann tensor we start from the fact that the Riemann tensor is intrinsic,
therefore, the Lie derivative of the Riemann tensor with respect to one of the rotations at any given
point must be zero. This gives the following equation

ZxR :%Jr Rypo0, K+ R, 00, K + R0 0. K+ R, O K =
=R, 0 K*—R 0,K*+ R 0. K*—R__ 0 K=

avyo ™l apuyo~v aopur ™~y ayuv-o (9 20)
V. K=0,K _ p« _ pa _ — '
for rotations R V’YUVMKQ R uwvaa + Ravuvvaa Rawl/vaKa -
= (Raméz — R%,;0; + R%;,,05 — Rawdg)vef(a =0

since the covariant derivative of a Killing field is antisymmetric this equation is solved for all of the
rotations if and only if
R%, -0, — R0, + R, 05 — R, 05 =

=R, 0% —R°, .00+ R, 00 —R" 6O

vyou wyo oury yurlo

(9.21)

The easiest way to obtain a relationship between the Riemann tensor and the metric from here is
to make contractions that give Ricci tensors. This is because since the Ricci tensor is intrinsic and
symmetric by Eq. (9.8)

R
R.5 = —9ap (9.22)
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Contracting € and p gives

LHS = R*,, 08, — R* .00 + R, 08 — R 0

vyou ~vyo v opvy uvo
— @ o e el
=nR V'ya_R V'70+R o"yu_R yov
— el el «a
- (n_]')R u’yo‘+R J’yu_’_R yvo
~——

Bianchi identity

= (n—1)R%,. — R®

vyo voy

RHS = R¥, 0% — (R*, ,08) +R',,,0% —R", 0%

vyolu — vyov ouvy

Rty = Rpoo (9.23)
=R",, +R,, 0% — R 08

vyo ov¥y

=—R%,,. + R, 05 —R,,J5K

voy ovy yvYo
LHS = RHS + Eq. (9.22) =

e R @ «
=R vye — m(gaudv _gw/(sa> =

R
*9ap = Rﬁu'ya = m(gm/gﬁfy - gfyygﬁa)

Our sectional curvature is K = % and is independent of the orientation of the surface. The only
remaining fact to prove is that this is constant through space. To do this we use that the Ricci scalar is
intrinsic and by taking the Lie derivative with respect to a translation

IkR=K*0,R=0 (9.24)
therefore the sectional curvature is constant.

9.4. Geodesics on the FLRW metric
The Killing fields on this space [8] are defined by 6 parameters da,, da,, da,, db,, ob, and §b, and their

components are
& =0
§" = V1 — kr?(sin6(cos ¢da, + sin ¢da,,) + cos féa,)

1— 2
£0 = \/j [cos Q(COS $da,, + sin (;56%) — sin 06@2] + (sin ¢6b,, — cos qﬁéby) (9.25)
1.2
£ = V1I—kr2[ 1 (cos ¢da, — sin pda, )| + cot O(cos ¢db, + sin ¢5by) — b,

r sin(0)

Since the spatial slices are maximally symmetric we can work without the loose of generality in a
coordinate system where the initial position is in the ray defined by 6 = 7 and ¢ = 0 and the four-
velocity has only a time and radial component.

By choosing the Killing field generated by @ = 0 and 6b,, = 0b, = 0 and 6b,, = 1, that we will denote
K the components of the Killing field are

K = —cos(¢)0, (9.26)

therefore the conserved quantity
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— 2 0 _
K, u" = —a*(t)rv1—kr?cos¢u’ =0 (9.27)
enforces u? = 0 for all time as long as ¢ # + 5

Similarly by taking dd@ = 0 and 6b, = b, = 0 6b, = —1 and calling this Killing field w we find that

A1 — 2
w= %kraqﬁ (9.28)

giving as a conserved quantity

w,ut = a?(t)rv1 — kr?sin fu® = 0 (9.29)

o
therefore once again u® = 0 as long as § # nr with n € Z.

With these two conditions we can see that the § and ¢ components will be constants. This leaves us
with the choice of da, = 1, da, = da, = b = 0 giving the Killing field we will denote = that can be
written as

==vV1—kr2o, (9.30)
and the associated conserved quantity is
= — 2 r
P=Z=u"=a*(t)u (9.31)

This, already gives an interesting result. By inspecting the metric it might seem like for £ = 1 (spherical
universes) the surface at r = 1 is some kind of event horizon and that ©” — 0 preventing matter or
light from crossing it. However as we see in Eq. (9.31) this is not the case. The reason for this is that
the r coordinate chosen here would be the equivalent to the distance from some point on a sphere to
the 2 axis. And the region at r = 1 would be the equator. The apparent singularity appears because
close to the equator the distance to the z axis is constant, not allowing r to be a valid variable.

By also using the condition of the normalization of  we can obtain following differential equation

dr ur u” a2 P

— = (9.32)
dt Ut 2 a 2 P2a 2(1‘,
i) ¢1+PW2 a(t) + 222

as we can see as the universe increases in size matter slows down since as a increases dr decreases.
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J{U Computation of redshifis

This section is based on [6].

The redshift is the quantity that relates the frequency of a light wave when it was emitted at a point
A and when it is measured at a point B. The redshift, denoted z is usually defined as

L. M _fa_Ts_Ea
)‘A fB TA EB

where ) is the wavelength, f the frequency, 7' the period and E the energy of each photon.

(10.1)

So far we have been talking about the geodesics and how Killing fields generate conserved quantities,
in particular we have seen that when there is a time-like Killing field we can define energy for
particles. It would be nice if we could extend this idea to photons, and since photon energy is related
to the frequency obtain gravitational redshifts with it. This direct argument has a problem. Energy is
not a scalar quantity in relativity since it is the Oth component of the four-momentum. The energy
we defined with the Killing field is a scalar because is the energy someone at infinity measures and
thats why it doesn’t depend on the observer. However, here we actually want to know how different
observers measure different energies and how that gives a redshift.

This can be achieved by using Killing fields in a different way. The Killing fields are used to define who
is an stationary observer.

Imagine we have two observers, Alice and Bob. Alice is emitting light from the curve® z'; (7) to Bob,
who is in curve x5(7). A way to compute the redshift is to take two geodesics that start at =, and
end z'5. To compute T4 and Tz would therefore be the proper time interval between the intersection
points of the light geodesics on the observer geodesics.

This approach works but requires to know both the geodesics of the emitter, the observer and the light.
This requirement can be dropped by using Killing fields.

Assume we have a time-like Killing field K. Now we define stationary observers as those whose four-
velocity is proportional to K.

Now let Alice and Bob be stationary observers and call A, and B, the initial two points connected by a
null geodesic. Now, since their four-velocities are proportional to the Killing field, they move through
the flow of the Killing field. Therefore their geodesics for some small A7 is

2 (AT) = pa,(Ay) = Ay + KFAT (10.2)

more importantly, since the Killing field generates an isometry it preserves geodesics. Therefore since
A and B are connected by a null geodesic so are z*; (A7) and 25 (A7) for all A7. Therefore the period
as measured by A would be

*Since observers move through time.

30



Computation of redshifts

AT AT
T, = / VE i (5)i () ds = / + K, Krds~ /£ K, KAt (10.3)
0 0

where the £ depends on the chosen signature and ensures the quantity in the square root is positive
as long as K is time-like. The same expression can be found for B. By substituting this expression on
the redshift formula we obtain the following relationship between redshift and Killing fields.

[ Ku(By)K*(By)
1+2= \/KH(AO)K“(AM (10.4)

In the case of the of stationary metrics, using the Killing field K* = 6. we obtain the well known

_ 9oo(B)
1+ 2= ”7900(140 (10.5)

This also applies for the Kerr black hole, however an interesting result comes out. With this formula

formula

the border of the ergosphere is an infinite redshift surface. This is surprising because we saw that this
surface is not an event horizon and we should be able to see through it. The problem here is that the
stationary observers we picked doesn’t take into account that our metric is not static, we are picking
as a stationary observer, someone that doesn’t rotate with the black hole. Inside the ergosphere that
means someone moving faster than light, thus by a Lorentz doppler effect we get an infinite redshift.
The trick here is to use a combination of the time and axial Killing fields K = 9, + Qy0,, where Q
makes it so that the Killing field is null at the exterior event horizon. This way stationary observers
do rotate with the black hole giving a finite redshift between the interior and exterior regions of the
ergosphere.

This shows that one has to be careful when picking the Killing field used to compute redshifts since
it doesn’t tell the hole story and might give infinite redshifts on surfaces that are not infinite redshift
surfaces and not give infinite redshifts on surfaces that actually are infinite redshift surfaces.

Some metrics are not stationary. As an example, for the FLRW metric for an arbitrary a(t) there aren’t
any time-like Killing fields.

However there is a way to extend this kind of method to some of these spaces by using conformal
Killing fields defined in Eq. (6.28).

Since these kind of vector fields also preserve geodesics under the transformations they generate the
same argument applies by using these. For example, in the case of the FLRW metric there is one
Homothetic Killing field

H = a(t)d, (10.6)

that after applying Eq. (10.5) the resulting redshift is

s}
—~

Sy
=

1+z= (10.7)

31



ISl Optics

A similar metric than the one proposed by Walter Gordon in 1923 is used here [9].

Classical geometrical optics treat light as rays that move at a certain speed and bend by Snell law.
General relativity treats light rays in a similar way but uses geodesics to shape their path. Treating
geometrical optics as an effective theory of general relativity gives an insight on the origin of the
Snell law.

In some medium, because of the light matter interactions, light moves at a speed different from the one
it would have when left unperturbed. This is usually modelled by assigning a number to each material
called index of refraction defined as

(11.1)

SHl e

where v is the speed of light on the medium.

In general relativity the speed of light is obtained by the condition of the four-velocity of the light
being a null vector. This allows to give an index of refraction to each point in spacetime by using the
following metric

ds? = ¢? dt? —n?(dz? + dy? + dz?) (11.2)

as it can be seen the speed of light in any of the three Cartesian directions is

dz\* 2
Adt?—n?dz? =0= (dt) = 3= v? (11.3)

as expected.

First lets start with a simple case where we have some material on one side and vacuum on the other.
To do this we will pick

n(z) = nb(z) + 0(—x) (11.4)
where 6 is the Heaviside function.

It is easy to see that for this space there are four Killing fields.

T =0,
Y =9,
_— (11.5)

z

w = —z0, +y0,

Y and Z allow to shift both the y and 2z coordinates and w generates rotations on y and z coordinates,
thus without losing generality we will pick the light ray to start with «* = 0. This condition remains
valid for all of the path of the light ray since the conserved quantity generated by Z is nu* and since
it starts being zero it requires «* = 0 for all time.
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The conserved quantities generated by 1" and Y are

Tu = c?u?
(11.6)
Y;Lu“ = nZu¥
Since combinations of conserved quantities is also conserved we can see that the quantity
n? dy 1 dy
2 _ -2 11.7
c2dt  vrdt (1L.7)
is conserved. Since the spatial part of the metric is euclidean % is equivalent to the classical y
component of the velocity of the light ray. Therefore
d
diz — vsin(6) (11.8)

where 6 is the classical angle between the light ray direction and the x axis. After making this
substitution we get
s = S (11.9)

[

Since this is conserved, it is equal on the vacuum and the material. Therefore by making the equality
on both sides and multiplying by ¢ we get Snell’s law

ny sin(6;) = nqy sin(6,) (11.10)

This argument can also be extended to other geometries since, close to the point of contact of the light
ray with the boundary, by taking a small enough neighborhood of the contact point the surface will
be flat and the same three Killing fields will be valid giving the same law.

This also allows us to work on more complex results.

As an example for moving matter along the x axis with with speed 3 = 2. By using special relativity
we can do a Lorentz transformation on the stationary reference frame to obtain the equations when
the block moves. By calling the frame where block moves z’# and the frame where the matter doesn’t
move.

The Lorentz transformation in this case is

ct = y(ct’ — pa’)

z =2’ = fet’) (11.11)
y =y
z =2z

The first quantity we are interested in is the norm of the four-velocity which can be Lorentz trans-
formed to give

,)/2 (cu/t _ ,Bu’m)Q —n2 (72 (ulw _ 5cu/t)2 + (u/y>2) =

(11.12)
’)/262(1 _ Ban)(u’t)2 4 2ﬁ672<n2 o 1>u/tu/x + 72(52 _ n2><u/ac>2 . n2<u/y)2 -0

As we can see the resulting material behaves as if it was anisotropic, by defining
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((i;/ =v'(0") cos(8")

L (11.13)
Y o ’

7 =Y (0")sin(0")

We can obtain the speed of light depending on the direction, the resulting expression is
) = 28c(n* — 1) cos(8') £ /A(H)

T (2 (02 = 52) cos?(87) + n? sin2(9)) (11.14)
A(0) = 2Bc(n? — 1) cos?(0') + 4c*4%(1 — n?B%) (v (n? — 5%) cos®(¢) + n? sin(¢')

Restricting to only positive solutions of v we see that there are two cases.

1

nZ

1

The range where 3% > -, and the range where 3% < -

If the material moves more slowly than the light rays all angles of movement are allowed. However
light tends to go faster in the direction of the material. On the other hand when the material goes faster
than the light inside of it only certain 0" are allowed. This is because the material is dragged with the
material similarly how black holes drag light when moving or when rotating.

To obtain the equivalent to Snell law in this frame of reference we can Lorentz boost the Killing fields
obtaining

[T;:] = (0277 _/3677 07 0)

(11.15)
[v/] = (0,0,n%,0)
And by the same process as the one used to find §
g - n2u'Y B n2u'Y _ sin(0”) (11.16)

c2v(u/t — gu’m) B chyut(l — %v’(@’) COS(H’)) v’(Q’)'y(l — %/(0’) cos(@’))\
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As part of the agreement of the University of Cantabria and University of Brown this project was
developed the summer of 2025.

12.1. Theory
Introduction to the Ashtekar variables adapted from [10].

Inflation is a proposed mechanism where at the big bang there was a big expansion before the
observed big bang explaining the observed flatness and isotropy of the universe. Multiple mechanisms
for inflation have been proposed, and usually involve adding a field coupled to general relativity that
drives inflation.

One of these proposals is by Stephon Alexander in his 2003 paper [11] where the cosmological constant
is replaced by the potential of a scalar field in the action.

The resulting action would look something like the following
1 1
S— / [%(R —2V(0) + 58,60"6] Vgata (12.1)

In the paper Ashtekar variables are used. To understand what these are first is necessary to introduce
ADM and tetrad formalism. From now on natural units with [, = ¢ = i = 1 are used.

In tetrad formalism is based on the idea of using the equivalence principle to work on a “Minkowski
like space”. What is meant by this is that the metric becomes the Minkowski metric but the coordinate
system is no longer holonomic, meaning the basis for the tangent space is no longer the partial
derivatives with respect to the coordinate system. Formally a tetrad are four vectors of the tangent
space labeled by what we will call internal indices i, j, k... (not to be confused with indices that only
involve spatial components those will be called a, b, c... from now on) so that

e; =¢e"0, (12.2)
is a basis for the tangent space. That additionally has the following property

€; €5 = Nij (12.3)

so that the metric of the internal space is the Minkowski metric.

The tensor components of the tetrad allow to define a map between “normal” and “internal” spaces by
defining

m
v, =€ v
7 i

L (12.4)
v —EMU

The transformation tensors with upper and lower indices are defined as inverses so that
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woJ _ sd
e, =0

euieyi = 55
i (12.5)

eu Cri = g;u/

14 _
€ iCuj = Mij

Internal indices work under the Minkowski metric and normal indices under the usual metric. There-
fore, while the usual metric will be used to raise and lower normal indices internal indices will be
raised and lowered by a Minkowski metric.

On the other hand ADM formalism takes spacetime and slices it into a family of space-like surfaces
that represent the state of spacetime at a given time. These space-like surfaces will have an induced
metric g;;, in ADM formalism this metric is treated as a dynamical variable that evolves in time.

Both formalism can be combined by taking a tetrad such that e is orthonormal to the surface and e,
are tangent to each slice. Thus we will call

n=e, (12.6)

As the time coordinate evolves not only we change from one slice to another we also could be shifted
on the coordinates.
Therefore we have

0, = Nn+ N%, (12.7)
where N is the lapse function and N are the shift functions.

Now we have a gauge choice, we pick the coordinate system so that n only has a time component
and each of the e, only have spatial components. Therefore internal indices are only spatial from now
on. This also has the effect, since internal indices are spatial, that the metric on internal indices is the
Kronecker delta. Therefore upper and lower internal indices are equivalent.

To be able to take covariant derivatives of tensors expressed in terms of internal coordinates the spin
connection w Zj is defined so that the connection is compatible with the internal space so that

o
V,V=(V,V")o,=(V, Ve (12.8)
so the required condition is
vV, ey =V,e, =0 (12.9)
giving as a solution
w#ij = epinWer — eyjﬁﬂel,i (12.10)

We also have to define the extrinsic curvature of the spatial slices similarly to how Gaussian curvature
is defined giving
K b= Vanb (1211)

a

From these quantities we can define the Ashtekar variables. The first one is the densitized triad defined
as

E®, = det(e)e?, (12.12)
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where det(e) is the determinant of the matrix whose indices are e*

so that
det(g,,)g9% = EYE®, (12.13)
and the associated conjugated momentum

AZ = Eiklwakl + Z.Kabebi (1214)

Lastly we define the curvature of Aaij = %eijkA’;
Fi =20,A4,7 + A*A,0 — A*A7 (12.15)
And define

Fyy, = Eiijszlf (12.16)

a

With these variables the usual Hamiltonian has the following form
H = /d%‘N}[—I—N‘l}(a—i—/\igi (12.17)

where # is the Hamiltonian density and enforces the time diffeomorphism invariance, , are the
spatial constraints and enforce the spatial diffeomorphism invariance and G are the Gauss constraints
and enforce the SO(3) gauge invariance of the triad.

Now that we have defined all relevant quantities the Hamiltonian density used in [11] is the following

» GV ()

o 1 1
LEY B (Eﬁ, + eabCECk) + §p§, + §EME§aa¢>ab¢ (12.18)

= —€..
2 “ij
Iy
where p,, is the momentum of the scalar field. Notice that the first term is the usual general relativity
gravitational Hamiltonian with the cosmological constant dependent on the field.

In the total Hamiltonian the Gauss constraints are not included since these are boundary terms and
in this model a boundary for the universe is not considered. The diffeomorphism constraints are not
included by choosing a coordinate system so that N* = (. In this way the total Hamiltonian is

H:/SN?[ (12.19)

where & is the corresponding spatial slice.

By taking the value of the scalar field as a time variable 7' = ¢ and defining N = % where this

enforces the lapse function to be

N=— (12.20)
by

where k is some constant. Without losing generality k£ = 1 is picked.
By the equation of motion generated by N we have the Hamiltonian constraint that enforces
H =0 (12.21)

with this equation we can find that
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py =+ V20 (12.22)

and substituting into the lagrangian we get

H:/Sp¢ (12.23)

To apply this to the deSitter spacetime homogeneity and isotropy together with a flat space give as a
result

E(T) (12.24)

ar

ar

The resulting metric is
ds? = —N2dT? +E(T)(dX?) (12.25)
where dY is the spatially flat metric and E takes the role of the scale factor, a® of cosmology.

Since the spatial slice is infinite the integral would diverge, to avoid this problem the theory is built
over a compact region of the slice and take this region as a finite representation of the whole spacetime.

We define the “side length”, R, so that the volume of the region to be integrated over is R3. The
resulting Hamiltonian is

H = R3 \/12E2 <A2 — 3E) (12.26)

where G has been absorbed into V.

To obtain solutions Hamilton-Jacobi theory is used arriving to a Hamilton principal function

R3A3
3V (T)

S(A,T,a) = (1+ u(T)) (12.27)

where u solves the initial value problem

| — v —
i=(1+u) (¥ +18V=3u) (12,28
u(Ty) = «
by using the second constant
oS
= 12.29
p=22 (12.29)
since the Hamilton principal function is related to £ by
3 0S8
= —— 12.
R30A (12:30)
one can obtain equations of motion for A and E by inverting Eq. (12.29) resulting in
5/332/3(1 —2/3
= 304 (Ou (12.31)
R2V1/3 O

It is also possible to obtain the lapse function
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R3 au)
= — 12.32
186(1+u)\/—3u<8a ( )
This equation together with Eq. (12.28) and Eq. (12.31) enforce the conditions
—1<u<0 (12.33)

since we need 1 + u > 0 for the metric to be Lorentzian and the lapse function to be finite and u < 0
for Eq. (12.28) to be real.

From this model a quantum cosmological model is developed by a quantum mini-superspace. A mini-
superspace in quantum gravity refers to an approximation where, instead of the full path integral of the
metric, only certain components are quantized. In this case the spatial metric is quantized by making
a quantum theory of the F and A parameters.

To do this A is upgraded to a multiplicative operator and F to an operator via

. i 0
F=——— 12.34
R30A (12.34)
The evolution of the quantum state is defined by a schrédinger equation
ov A
—— = HW 12.35
“ar (12.35)

whose Hamiltonian is the quantized version of Eq. (12.26) with ordering
— V12 (Af) (12.36)

where
A iV 0
1 12.
d R3A20A (12.37)

The solutions are

(1+u)

T (A, T) = 3, Vol dorit (12.38)

12.2. Results

From this model the objective of the internship at Brown was proving the attractor behavior of
Eq. (12.28), the asymptotic behavior of E in the limits u — —1 and u — 0 and check how well behaved
the quantum model was.

The attractor behavior of Eq. (12.28) refers to the result that, for certain kinds of potentials, the
solutions are almost independent of the potential of choice.

This can be seen by making a plot of % against w.
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5 u
S
0 i
_5
—1.0 —0.5 0.0
u
Figure 12.1: In this figure the value of 4 is represented as a function of u for % = —0.2. The result is

that solutions tend to follow %

N2
As can be seen 1 becomes zero when ¥ = — (*%%) where \ = 18V/3. Additionally, solutions tend

towards this value since solutions with higher values of v than this have a negative negative derivative
and solutions with a smaller value have a positive derivative. This makes it so that the solutions have
an attractor behavior towards u = 0 as long as % < Aand V is strictly decreasing. This condition is
called the slow rolling condition. Solutions will be well behaved with the following requirements

+ The potential follows the slow rolling condition and is strictly decreasing in a simply connected set
of points T

N2
* The initial condition is chosen to be between —1 < u(Tj) < — <%%) with Ty € T
+ The allowed time for the evolution of the solutions is —oco < T' < sup(T’)

The region where the potential follows the slow rolling condition prevents solutions from becoming
complex when evolved forward in time. However nothing prevents us from evolving the solutions
backwards in time, and since © = —1 is a stationary solution and the EDO of u are unique (since % is
€C° on u in the valid range for u) the condition of u > —1 is secured.

Since we wanted to give an upper bound on the time where the solutions are valid the result we
enforce T to be simply connected. Otherwise we could have “holes'” where solutions become complex.
Therefore, just to be safe, we take a conservative upper bound for time.

To check this numerically we simulated Eq. (12.28) for some different potentials using Runge-Kutta
3/8 rule. The results can be seen in Fig. 12.2. The results are pretty similar even if the potentials are
different.

'For example we could have 7 = (0,1) U (3,4)
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12.2. Results
0.0 1 / —
|
[
S —0.51 ‘/“
f
/ — V= —¢"/2+¢'/4+0.5
/"/ V=¢e¢°
/ — V=In(—¢+4)
—1.0- - V=—0¢+2
0.5 1.0

0.0
¢

Figure 12.2: In this figure multiple simulations of u with different potentials are shown. As can be
seen the result is really similar for all of them. The initial conditions for the differential equations
are u(—1) = —0.999.

Now, from Eq. (12.31) E is well defined as long as both v and g—g are well defined since all of the other
quantities involved are well defined. To do this first we define the density of solutions as
ou\
== 12.39
= (o) (1239

so that F/ depends on p. To obtain p we make use of Eq. (12.28) to obtain the following differential
(12.40)

|44 / (1+u)
( % )\ >\2\/—’LL>

where u is previously computed from Eq. (12.28). Once again the equation has unique solutions, this
ensures that p is positive for all time since p = 0 is a stationary solution. From this we can see that in

the limit u — —1 or equivalently 7" — —oo the differential equation for p can be approximated as
(12.41)

V/
) ~ —p A = p, = Ce ™

Py = —Py (V + A
when substituting this into Eq. (12.31) we obtain
E H?“e” (12.42)
and differentiating wrt time we obtain
. LA
E E(V + 3> = E o« el (12.43)

therefore in the limit 7" — —oo we have E — 0.
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In the limit w — 0 p can be approximated as

. 1 %f L__ds
Py R p)\2\/—7u = pr Ce?’ V-l (12.44)
so that
C 2/ _gs
E i;le Soh (12.45)

so the evolution of E is exponential when u ~ 0 and faster than exponential when v — 0. This last
condition happens when VV/ — 0 since the point where % = 0 goes to zero, this moment is also where
the gauge of ¢ as a time variable breaks down since for these models N — 0 and after that we
would expect for ¢ to remain at the minimum of the potential so that the Hamiltonian includes the
cosmological constant.

To compute numerically the values of I, at first, I tried computing two similar solutions and tried to
estimate p from finite differences. However, this method had one issue, since the density of solutions
got so large eventually solutions reached the same value because of floating point precision. The
solution for this problem was using the numerical results on Fig. 12.2 and integrating the right hand
side of Eq. (12.40) with the trapezoidal rule since the solution is

p = exp (/T V'(s) + A/ —u(s) — )\w ds) (12.46)

1
7, V() 2y/—u(s)

With these values I could be computed and the results can be found in Fig. 12.3

1000 - 2 -
— V= —¢/2+¢'/4+0.5
V=re"
 Ve—ln(—¢+4)
Ve —¢+2
- 500
50
<
0_
0.0 0.5 1.0

¢

Figure 12.3: In this figure simulations of E using Eq. (12.31). As we can see the fourth order potential

is the only one that has a faster than exponential behavior since it is the only one reaching the end

of the inflationary epoch. The initial values for E are F(0) = 1 and the solutions for u are the ones
in Fig. 12.2.

The quantum mechanical approximation solution is in terms of A as a variable. To change to E
representation we have to take the fourier transform of the wavefunction.

42



12.2. Results Quantum inflation and cosmology

] (E T) _ /OO dA e*iR3EA\I/ 1 /00 71R3EA o€ R 3
v _ \/27r

—00

1 3
— 1/3 a8, _ —
B=yusa Tw AT dB eXp ( ( ) ) (12.47)

where o = 6v/3, v = (1 +u)y Eu f V/—u(s)ds and Ai is the Airy function of the first kind.
An example of the norm of the Wavefunctlon by using the fourth order potential in Fig. 12.3 and as
initial condition for u taking u(0) = —0.999 using 10000 steps in time is represented in

0.0

Figure 12.4: In this figure the norm of a solution to the Hamiltonian Eq. (12.36) with «(0) = —0.999 and
100000 steps in time. As we can see the solution is analytic through E' = 0 into the Euclidean spaces.

This result is similar to the quantum version of a parabolic trajectory of a particle in a linear
potential since the solutions to that system are also in terms of Airy functions of the first kind. The
main difference between the two is that in the linear potential case the solutions are of the form
Y, (x) = Ai(z + B,) while our solutions are of the form ¢, (x) = Ai(S,x). This difference prevents
the solutions from being delta normalizable since the inner product of two distinct solutions can be
written as

(B8 = [ B8 aho((-EA 7 4)) ks [ aPoni(-RED £ 7, )

o=y Sae [l dAdBexp(i(v, 25 — 7,4 )) [7 dEexp(iEA — B)
= e ], dAdBexp(i(v, 5 — 7.47) )3(A— B)

a(Ey+Ey)

= e J dAexp(i(v, — 7,) %)

where C is a path that starts at complex value z__, with |z_ | — oo and 27 < arg(z_,,) < 7 and
ends at z, with |z, | — 0o and 0 < arg(z,,) < %. By choosing the path that goes through the real
line we can see that the integral is equivalent to twice the real part of the integral over the negative
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real axis®. The result is that the integral reduces to an integral from 0 to oo with the argument of the

curve stays between 27 and %ﬂ'. Therefore we can write

3
ea(é’v+5u) ) A3
(‘I’U"I’u> = WQ Re / dAexp| (v, — %>§

Variable change | __ e Evtéu) \% 11 B
B= "’Yu*'Yv‘A{i - 2 3 R‘e 3 ) dB B3 e
—imlas ) = Rar Yl e
2=0
z> (12.48)

ea(é’UnLé’u) % (1
|z| =00

=2 R
e 5

r
R3V2m V32 =]
a(E,+E,) 3/ 1

—9¢ Re Vi r())

R3 v 2m \/3 32|7u - 7U| 3
ea(é’v-i-é’u) F(%)

ORW2m B v — ]

where F(%, z) is the lower incomplete gamma function, F(%) is the gamma function and the absolute

value on ~,, — 7, when defining B together with picking the integration path C* ensures that B has
positive real part. This is necessary for the incomplete gamma function to converge to the gamma
function.

Similarly, the (E) diverges towards positive infinity. Something interesting is that since the integral
over the negative values of F is finite while the integral over the positive values of F is infinite, and
the provability of a certain value of F is related to the area of the square norm of the function this
means that the predicted provability of finding Euclidean, instead of Lorentzian, spaces is zero. This
also implies that the provability of finding a singularity with zero scale factor is also zero.

However infinite values are most certainly not the desired result. Fortunately it is possible, by building
wave packets of these plane waves, to find states with well defined values. To do this we define

o(E,T) = / dv f(v)¥,(E,T) (12.49)

where f is a function with support on (—1, 0). The expected value of E and norm of ¢ can be computed
in terms of all of the defined quantities as

0 0
(olo) = / dv / duw f*(0) f* (w) (T, |T,,)

el (12.50)

LB e
= ]%33\/5\/%/1 /1 dvdwf (U)f(w)m

and

'Since z + z* = 2Re(z2)
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wiEle) W// avaw [[~ anapas g = O pei(-REATR BB )

e(EtEy) 3 3 00 )
’ // dv duw // dAdB f(v) f*(w) —— e’(%%‘%%) / dE EeiR* (B-A)E
(plp) o

Wp // dvdw// dAdB f(v ()aw\;;ei(v ) (B 4)

(12.51)
//ddf Jo K OodAvAMw
vaw v w73
@!@ RS\/27
o tEy) [0 o,
Variable changse dv dw ac el(’wai]')C
(C—@vw%> @! // Jv ()RG\/QW
A& tE) [
// dv duw f(v) f*(w) 5<v_ )
@!cp Ve
Now, since
o [~ ) 0,7, 1 ( R? R3
—*-1)]=""=—| 50,(1+u) | = 12.52
v (’Yw Yo o Y \V ( ) VPV ( )

applying 0(f()) = (77;: )‘5(x — 7,) to Eq. (12.51)

a(E,+E,)
(o|E // dv duw £(0) f* (1) S p (1 + )60 — w)

a(E,+Ey)
W // dw dv f(0) f* () ——p, (1 + u,, )30 — w) (12.53)

62045
-/ Al g1+ )

By using a uniform distribution between —0.7 and —0.2 at time 7" = 0.3

fv) = {2 if—07<v<-02

0 otherwise (12.54)

and the fourth order potential from Fig. 12.3 we can simulate the results. The norm and expected values
can be found in Fig. 12.5 and Fig. 12.6.

As we can see the norm of the wavefunction is not a constant. This can be traced to the chosen
Hamiltonian, since the Hamiltonian is not Hermitian, the time evolution operator [13]

U(At) = exp(—iHAt/h) (12.55)

is not unitary. Therefore the norm is not a conserved quantity.

It is also interesting to note how Fig. 12.6 and the fourth order potential solution in Fig. 12.3. This
can be understood by remembering that u = —1 is an attractor when time runs backwards. Since the
wave packet defines the initial conditions at 7, = 0.3 when evolved backwards the values of u will be
clumped close to —1, so that the evolution is similar to a state with only one value of u corresponding
to the solution represented in Fig. 12.3.
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0.75

0.50 0.75 1.00

¢

Figure 12.5: In this figure the norm of the wave packet described in Eq. (12.54) is computed by using
Eq. (12.50). The number of steps in time was of 10000 and for the initial conditions in u was 100.

100 4

0.50 0.75 1.00

¢

Figure 12.6: In this figure the expected value of F is computed from Eq. (12.53). using the distribution
in Eq. (12.54). The number of steps in time for integration was of 10000 and in the initial conditions
for u was 100.

12.3. Conclusions

As show here the classical model predicts inflation for slow rolling potentials at the end of the
inflationary epoch. Additionally the quantum model allows to define well defined wave packets and
compute quantities in agreement with the expected values.

Additional work could find a Hermitian Hamiltonian and the solutions would fix the non-constant
norm problem of the solutions.
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Appendix: Code

All of the code can be found in github.
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