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The increasing integration of renewable energy sources, particularly wind power, into the electrical grid presents
significant challenges for energy transmission infrastructure. While Dynamic Line Rating (DLR) has emerged as
a key technology to enhance the capacity of existing power lines by considering real-time weather conditions, its
application in the design of new transmission line routes, especially in complex terrains where wind farms are
often located, remains insufficiently investigated. Current route design methodologies, primarily based on Least-
Cost Path (LCP) techniques using Geographic Information Systems (GIS), focus on minimizing environmental,
technical, and economic costs but neglect the crucial electrical criterion of a line’s thermal capacity. Existing
attempts to incorporate DLR into route planning have been limited by the use of low-resolution meteorological
data and a lack of accurate span modelling, critical for effective DLR implementation.

This paper proposes a novel methodology for designing line routes that integrates DLR to maximize transmission
capacity. Our approach addresses the existing research gap by combining micro-scale wind field simulations over
complex terrain with a novel raster-based kernel for graph connectivity and span modelling. This method allows
for a more precise estimation of wind cooling effects along potential line routes. By integrating GIS tools, wind
flow simulations, multi-criteria analysis, and graph theory, this study aims to design routes that not only adhere
to traditional constraints but also traverse areas with optimal cooling conditions. The resulting methodology
facilitates the development of transmission infrastructures with increased efficiency and capacity, ultimately
supporting the large-scale integration of renewable energy.

1. Introduction

The reduction of greenhouse gas emissions to prevent a significant
increase in global temperatures has led, in recent years, to directives
—particularly in Europe— that focus on renewable energy (Renew-
able Energy Directive [1]), energy efficiency (Energy Efficiency Direc-
tive [2]), transportation (Effort Sharing Regulation [3]) and the CO,
market (Emissions Trading System Directive [4]). These directives in-
volve member countries presenting strategic plans in line with European
Union directives, outlining national measures and targets related to en-
ergy and climate. A key aspect of these strategic plans is the increase
in the use of renewable energy sources, with some countries, such as
Denmark, setting targets to achieve 100% renewable electricity gener-
ation by 2030 [5]. This not only poses a challenge for the operation of
the electrical system but also necessitates investment in electrical in-
frastructure to efficiently and safely manage electricity from renewable
sources.
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Renewable resources, especially wind energy, are usually located
in mountainous areas such as hills because of their higher wind speed
directly related to their energy production. Given this situation, two sce-
narios usually arise when designing wind plants related to the energy
evacuation transmission line.

The first scenario occurs when the local electrical grid often lacks
sufficient capacity to absorb the generated energy, leading to the cur-
tailment of renewable energy production—an increasingly recognized
challenge that may worsen as renewable penetration grows in the fu-
ture. This issue can be mitigated through the implementation of various
technologies aimed at improving the capacity of the grid.

There are several options to enhance lines capacity. These include
the upgrading of existing lines [6] typically using high-temperature low
sag conductors [7] or solutions such as the implementation of dynamic
line rating (DLR) management systems [8-10]. DLR is a smart grid tech-
nology used to estimate the maximum current an overhead line can carry
safely without exceeding the conductor’s thermal limits (ampacity). The
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ampacity is influenced by the conductor’s properties, installation and
operation conditions of the power line (such as maximum operation
temperature), and real-time environmental conditions, including ambi-
ent temperature, wind speed and wind direction, and solar radiation,
as determined by weather stations installed at critical points along the
line. Numerous studies [11,12] with sensitivity analysis [13] show that
in DLR operation the most influential meteorological variable in the cal-
culation of ampacity is wind direction and speed due to the large forced
convection cooling capacity. A key difficulty in implementing DLR sys-
tems is to accurately estimate real-time environmental conditions. This
issue is aggravated in wind energy integration [14] with complex terrain
in which the weather stations are not truly representative of the wind
speed and direction due to the large spatial and temporal variability of
wind field [15]. Meso-scale weather prediction models with spatial res-
olution normally in the order of kilometres are unusable for resolving
the wind field in complex terrain for DLR management. To address this
issue and estimate the wind field at resolutions of micro-scale between
10 and 100 meters, [15,13,16] suggested employing CFD-based simula-
tions to precisely model wind flow over complex terrain, enabling the
determination of the cooling profile along the transmission line. In [15],
Phillips et al. found that under windy conditions, the transmission line’s
capacity could increase by 40% to 50%. This is because the strong winds
needed for wind energy production also provide natural cooling, thereby
enhancing the line’s thermal limits and enabling temporary overload-
ing during peak generation periods. References [13,16] highlight that
simulating wind fields at the microscale yields valuable insights for iden-
tifying critical spans along transmission lines and reinforce the necessity
of precise wind direction estimation in DLR applications.

The second scenario arises when the above solutions for increasing
line capacity are insufficient or when there are no nearby lines to evac-
uate the generated energy. This situation creates the need to design a
new power line, re-powering the existing line or redesign the route of
existing line to increase their capacity.

The design of transmission line route is a complex engineering task
involving different procedures aimed at minimizing costs related to op-
erational, technical, environmental and landscape criteria. From tech-
nical and operational point of view, the optimal route between two
connection points would be a straight line on flat terrain [17,18]. A
straight line minimizes the length of the conductor, while allowing the
installation of shared suspended towers, avoiding the use of more ex-
pensive angled towers. Flat terrain would greatly reduce operational
and construction costs, while also allowing towers to be installed with
fewer reinforcements due to the high tension generated in conductors
with sloping spans.

Nonetheless, the real-world scenario often diverges significantly
from this ideal, as the routing of power lines must adhere to various
constraints criteria, including rights of way, regulatory issues, the need
to avoid sensitive zones like urban areas or nature reserves, and the obli-
gation to maintain safe distances from roads, rivers, buildings, etc., all
while minimizing environmental and visual impact. Traditionally, this
has been done using Geographic Information Systems (GIS) optimized
for processing and visualizing spatial data. One of the most widely stud-
ied and used GIS-based techniques in power line route design is known
as least-cost path (LCP) [18-23]. This technique uses multi-criteria anal-
ysis (MCA) to combine all the criteria mentioned above to generate a
raster grid cost surface, where each cell reflects a weighted value indi-
cating the difficulty or resistance associated with traversing that area.
Beyond this application, MCA analysis is widely used in complex en-
gineering tasks. In the renewable-energy field, it supports siting and
grid-integration studies for wind farms [24] and solar plants [25]. After
modelling the cost surface, shortest path algorithms like Dijkstra’s [26]
are employed to identify the route with the minimum accumulated cost
from a source to a destination across the raster grid.

However, the nature of the grid raster in which the space is dis-
cretised presents some drawbacks. The routes generated suffer from
geometric distortions that result in unnatural routes [27,28]. The re-
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sult of these routes is a continuous number of cells in which neither
the span nor the position of the towers is modelled, taking into account
technical criteria such as the deflection angle between adjacent spans
or ground clearances with the terrain. To solve these issues, Piveteau
[29] proposed a methodology based on the LCP technique on a graph
structure with a cell resolution of 100 m, extending connectivity be-
yond neighbours adjacent to the cell, limiting the length of the span to
a maximum and minimum and taking into account the deflection angle
between towers. The author also applied ground clearance restrictions
with the terrain. In [30], the author used dynamic programming applied
to the Quadratic Shortest Path Problem technique, taking into account
the deflection angle, to eliminate distortions and sharp curvatures, creat-
ing smoother routes from a design perspective. Nevertheless, the author
of this study did not model the span.

At this point, all previous LCP-based techniques for power line route
design are based on technical, environmental and landscape criteria, but
do not take into account electrical criteria related to DLR. To the best
of our knowledge, based on the literature reviewed, only Pytlak and
Musilek [31] have incorporated DLR criteria into power line routing
design using the LCP technique. However, the authors used meso-scale
resolution meteorological data to resolve the wind field, which is insuf-
ficient resolution as stated in [15,13,16] for complex terrain, and did
not incorporate spatial restrictions such as areas to avoid and ground
clearances. One of the major drawbacks of his methodology is the lack
of span modelling. As an eight-neighbour rasterised approach was used,
the route results in a continuous number of cells, so the effective wind
modelling on an entire span lacks physical meaning. This issue is of
critical importance, as accurate span modelling is essential for the com-
putation of key variables in systems governed by DLR. In particular,
parameters such as effective wind cannot be reliably determined with-
out it, as will be demonstrated in subsequent section

With this in mind, this study aims to fill the gap in the literature
on power line route design, taking into account DLR criteria on com-
plex terrain for wind energy integration. To achieve this, a dedicated
methodology will be designed to reconstruct the wind field at micro-
scale resolutions, along with the development of a novel raster-based
kernel. This kernel facilitates the construction of graph connectivity and
span modelling by symmetrically discretizing the spatial propagation
directions along the route, thereby enhancing the raster grid resolu-
tion and enabling direction-aware processing compatible with effective
wind modelling for DLR. The combination of techniques used, including
GIS tools, wind flow simulation software, MCA processes, DLR manage-
ment, and graph theory will allow for the design of electrical line routes
that traverse areas with better cooling and, consequently, improving line
capacity and optimize the economic efficiency of investments in the de-
velopment of new power transmission line infrastructure.

2. Overhead line routing design based on graph theory

This section presents a detailed description of span modelling and
tower positioning based on graph theory, incorporating the proposed
raster kernel. It also outlines the spatial constraints to which the graph
will be subject.

2.1. Graph construction and raster-kernel

In this work, the search space for designing the power line route will
be modelled by a graph network. A directed graph G = {V, E} is usually
defined as an ordered pair of vertices V' (also called nodes) and edges E,
where each edge E, defines a connection or relationship between two
nodes. As proposed by Piveteau [29], E represents the spans and V' the
towers. The graph is built by connecting each node with its neighbours
and assigning a weight to each edge. For this study, the neighbours will
be modelled by the raster kernel, and once the constraints are imposed,
the weights are incorporated into the graph structure. This process will
be based on a high-resolution digital elevation model (DEM) coordinate
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Fig. 1. Raster kernel with 24 span directions.

system, with a cell size of 2 m provided by the Spanish Geographic In-
stitute [32]. The search space where the nodes are located is reduced
to a raster grid with a resolution of 25 m using bicubic interpolation.
To model the span, the author defined a region as an annulus (circular
ring) between a minimum and maximum span length, and enabled the
central node connectivity with all neighbours within the annulus with
a resolution of 100 m. For this study, the raster kernel was developed
to avoid connecting the central node to all nodes in the annulus and to
ensure that connectivity is direction-sensitive. This direction-sensitive
processing suitable with effective wind modelling for the DLR, allows
span directions to be symmetrical in raster space and aligned with the
sectors of the wind rose. For kernel modelling, the computer graphics
rasterisation algorithms of Bresenham [33] and Andres [34] were used.
The algorithm iteratively processes the inner and outer rings to identify
the start and end cells of raster lines, ensuring that the imposed direc-
tional constraints are symmetrically represented within the raster space,
as depicted in the Fig. 1.

The raster kernel offers significant advantages, notably a reduction
in computational time for generating connectivity. This is achieved by
treating the process as a convolution, sliding the kernel across the raster
space. Another key benefit is the ability to increase the resolution of
the raster where the nodes are defined, as connectivity is assigned only
to nodes aligned with the designated propagation directions, thereby
avoiding unnecessary connections. Additionally, the kernel ensures sym-
metry in the propagation directions and allows the number of discrete
directions and minimum and maximum span lengths to be varied.

2.2. Restricted areas

One of the spatial constraints in power line routing is the presence of
restricted areas/zones where construction is limited or prohibited due to
environmental, legal, or safety considerations. These include protected
natural areas (national parks, nature reserves, etc.), transportation in-
frastructures (highways, railways, airports, etc.), urban and residential
zones (cities, towns, densely populated neighbourhoods, etc.), hydro-
graphic zones (rivers, lakes, etc.), industrial facilities (factories, refiner-
ies, etc.), and cultural heritage sites (archaeological zones, monuments,
etc.). These constraints were used by [18,21,29,35] and can be divided
into two types:

+ Areas type 1: Restricted zones where neither transmission towers
nor conductors may be installed or suspended, such as urban areas
or buildings. Therefore, all nodes within areas 1 will be removed
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Fig. 2. Graph connectivity and span modelling over raster space.

from the graph, thereby removing their edges. This restriction re-
moves nodes 1 and edges 1 from the graph.

« Areas type 2: Restricted zones where the construction of transmis-
sion towers is prohibited, although the suspension of conductors is
permitted, such as some transport networks or small rivers. This
restriction only affects nodes 1, allowing edges 2 to remain in the
graph.

The rest of the nodes-edges 2 that remain in the graph are those that
are within the minimum and maximum span limits and are not affected
by the restriction areas. Nodes out of the raster grid boundaries will be
type 1 and will be deleted accordingly. The graph connectivity and span
modelling process is illustrated in Fig. 2.

Restricted areas result in node and edge filtering, reducing the com-
plexity of the graph and limiting the search space for the route. They are
implemented as computational geometric operations, segment-polygon
intersection for edge filtering, and point-in-polygon for node filtering.
These operations are computationally expensive because if the search
space for the route is in the order of dozens of kilometres, it can contain
millions of nodes, dozens of millions of edges and thousands of polygons
containing the coordinates of the restrictive areas. To reduce computing
time and perform filtering, the Sort-Tile-Recursive (STR) [36] algorithm
was used. This algorithm organizes spatial data by sorting and group-
ing nearby geometries into tiles, creating a spatial index (like an R-tree).
This reduces the number of comparisons by limiting intersection tests
to nearby geometries. For millions of lines, polygons, and points, STR
greatly speeds up the filtering of nodes-edges process.

It should be noted that, in this process, a regulatory safety distance
has been applied to restricted areas through a buffer zone. Spatial infor-
mation for restricted areas was obtained from the Spanish Geographic
Institute [37] and the safety and proximity distances are established by
Spanish regulations for high voltage power lines RD 223/2008 [38].

2.3. Ground clearance

This section details the edge filtering perform to maintain the safety
distances between power line conductors and the ground. Spanish reg-
ulations RD 223/2008 [38] stipulate that for lines with a voltage level
of 132 kV, the minimum safety distance shall be 6.5 m or 7 m when the
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Fig. 3. Terrain profile and catenary curves for different conductor temperatures.

lines cross livestock or agricultural holdings. However, 7.5 m is recom-
mended for general design phases, so 7.5 m will be used in this study. It
is important to note that during DLR operation, the conductor operates
at a higher temperature, which also results in increased sag. To deter-
mine safety clearances, the vertical distance between the conductor and
the ground surface is evaluated. The terrain profile is generated by inter-
polating the digital elevation model [32] onto the conductor’s projected
path, while the conductor’s elevation over terrain is computed using the
tower heights and the catenary equation.

The general equation of the catenary for levelled spans [39] with
vertex (lowest point) at (0,0) is as follows:

y(x)=c-<cosh(§)—1> (@]

Where ¢ =t/w, is the catenary constant that models the shape of
the curve, ¢ is the horizontal component of the tension and w is the
conductor weight per unit length. To generalize the equation (1) for
level or inclined spans with fixing points p; = (0,y,) and p, = (a,y,)
where a is the span length, the equation (1) can be transformed into (4)
using the catenary’s vertex (X,,;,,, V,uin) by means of (2), (3), as illustrated
in Fig. 3.

Y2—W1

Xppin = g —c¢-arcsinh| ———— 2)
2c - sinh (i>
2¢
~Xmin
ym,-,,:yl—c-(cosh(T>—l) 3)
y(x)=ym,-,,+c-<cosh<W)—l) @

The minimum safety distances are calculated for maximum sag con-
ditions, where the conductor is at their lowest point. To obtain the
parameter ¢ for modelling the catenary under maximum sag condi-
tions, the recommendations of CIGRE Technical Brochure 324 [40] and
the IEC standard 60826 [41] have been followed, in compliance with
Spanish regulations [38]. For this purpose, different loading hypothe-
ses have been applied in accordance with the elevation of the site. The
hypotheses apply at different temperatures and include wind, ice, wind
combined with ice, EDS (Everyday Stress) and maximum temperature.
The hypotheses are implemented with a focus on the most restrictive
conditions, ensuring that the resulting tension does not exceed 40-60%
of the rated tensile strength (RTS) under the most adverse loading con-
ditions. Between different conditions, the equation of state (5) is used
to translate the horizontal tension ¢, obtained in one weather condition
to another 7,.

6-(t,+A)=B (5)

The constants A and B are dependent on temperature, span length,
overload coefficients, horizontal tensile, modulus of elasticity, expan-
sion coefficient, and conductor cross-section. It should be noted that,
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Fig. 4. a) Directed graph G. b) Line graph L(G) with angle constraint.

as the line is operated dynamically, the maximum operation conductor
temperature will be set. Fig. 3 shows how, as the conductor temperature
increases, the catenary sag also increases, resulting in more restrictive
safety distances. Finally, the terrain profile plus the safety distance is
compared with the catenary at over 250 points. If the catenary is at any
point below the safety distance, the edge is removed from the graph
and, as a result, the associated span is no longer a candidate for the line
route.

2.4. Deflection angle

The last constraint imposed on the graph is the deflection angle. In
an electric power line typically refers to the angle between two adjacent
spans. Depending on the deflection angle, either suspended or angle tow-
ers are required. Suspended towers, which are cost-effective and used
for small angles (typically between 0°and 2°) [30], do not carry tensile
loads, only suspended ones. Angle towers are structurally more demand-
ing and costly. For larger angles, dead-end towers are employed. To
reduce construction costs, the use of suspended towers is maximized
by minimizing deflection angles, which also shortens the transmission
route. To minimise and limit the deflection angle on the route, the pro-
cedure in [29] has been modified to reduce computation times. This
procedure consisted of creating a linear graph from the entire original
graph and generating the optimal route from the linear graph. Given a
graph G its line graph, denoted L(G) [42], is a graph constructed as
follows. Each node in L(G) represents an edge in G and two nodes in
L(G) are adjacent if and only if their corresponding edges in L(G) share
a common node. Since the linear graph structure takes adjacent edges
into account, it is suitable for calculating the deflection angle. In this
study, it was limited to 60°, as used by Piveteau [29].

Fig. 4.a shows a simplified directed graph, equivalent to the ini-
tial graph generated with the raster kernel. The circles represent the
nodes (towers), and the bidirectional arrows represent the edges (spans).
Fig. 4.b illustrates the line graph of G from Fig. 4.a. Each node in L(G)
refers to the origin of the edge in G, and each edge in L(G) contains in-
formation about the angle of deflection between two edges in G. Valid
edges <60°are represented by colours. Thus, for example, the edge from
2-1 to 1-3 is a valid connection of 45°, represented in green. However,
the edge from 3-1 to 1-0 is not valid (135°), as it exceeds the maximum
deflection angle set at 60°. The primary limitation of employing the line
graph lies in its inherent complexity. This complexity arises from the
linear growth in the number of nodes and an exponential increase in
the number of edges. Specifically, given a graph G with N, nodes and
N, edges, the resulting line graph will contain N, nodes (N]) while the
number of edges is determined according to equation (6).

Ny
1
N=5 PNACTERY ©)
i=1
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Fig. 5. Two-stage process for obtaining the optimal route.

Where k; is the degree of node i and refers to the number of edges
connected to node i in G. As can be seen, the number of edges in the
line graph increases exponentially with the degree of the nodes in G.
This results in high computation times when applying the constraints to
the graph and calculating the optimal routes. To solve this problem and
increase the graph resolution from 100 m to 25 m as mentioned above,
the methodology in [29] was modified, dividing the process into two
stages:

1. A directed graph G is constructed over the entire search space, in-
corporating spatial constraints. Edge weights are assigned using a
multi-criteria analysis (MCA) that includes the DLR criteria. Sub-
sequently, the optimal route between the designated connection
points A — B is determined, referred to as optimal route 1.

2. Once the initial optimal route (route 1) is established, a buffer zone
(corridor) is generated along its path. Within this buffer, a sub-
graph sG is constructed, incorporating all nodes and edges from
the original graph G that lie within the defined region, while pre-
serving their associated weights. Subsequently, sG is transformed
into its corresponding lineal graph, denoted as L(sG), where the
deflection angle criteria is integrated into the edge weights. The fi-
nal optimal route, referred to as optimal route 2, is then computed
on this lineal graph representation between A — B.

The two-stage process is illustrated in Fig. 5. It should be noted that
an 8-neighbour connectivity graph has been used in the representation
of Fig. 5, rather than the one generated with the raster kernel, due to the
high connectivity, which would generate overlapping edges that would
make visualization difficult. A small random spatial deviation has been
added to the nodes of this graph to illustrate the correction in the de-
flection angle. Route 1 prioritizes minimal route length, whereas route
2 optimizes for minimal directional change. It can be seen how route 1
tends to trace the shortest distance between A — B by surrounding the
restricted area and using eight changes of direction, while route 2 only
makes two changes of direction, making it more suitable for power line
design.

3. Wind field reconstruction for DLR and ampacity calculation
This section details the simulation of wind fields over complex ter-

rain and how this has been used as a DLR criterion in the design of
overhead power line routes.
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3.1. Wind field modelling based on weather stations data

To estimate the wind field, which involves determining wind speed
and direction at micro-scale spatial resolution and low altitudes, the
WindNinja simulation software will be used [43,44]. It was developed
with the aim of simulating wind propagation to predict fire spread in
mountainous areas with complex terrain, making it suitable for this
study. The software uses the DEM [32] of the study area and wind condi-
tions as input information to solve the wind field across the entire DEM
domain. Minguez et al. [13] used this software to estimate critical spans
based on a DLR methodology. However, the method used to drive and
initialise the simulation did not use wind data based on local measure-
ments, relying instead on input speeds of 1 m/s and directions from 0°
to 359° in 1° intervals. To initialise and drive the simulation in a more
accurate and realistic way, the WindNinja point initialisation method
was used.

This method allows initialise the simulation with values of wind
speed and direction at specified locations and times on the DEM. This
information is used to drive the simulation, and the final output wind
fields will match the inputs at these locations. Typically, the input infor-
mation comes from observations at weather stations. For each time step
of the simulation, Wind Ninja uses the data from all weather stations
and fills the simulation domain horizontally using an inverse distance
interpolation method. The domain is then filled vertically using a ver-
tical wind profile, and finally, WindNinja’s mass conservation solver
computes the wind field over the entire DEM. It should be noted that ad-
ditional input data must be provided, including the height above ground
level of the weather stations and the height of the wind field output.

Once the simulation has been performed, the output wind field is
structured into two three-dimensional tensors, T, and T,, representing
the speed s and directions d components of the wind vector field, respec-
tively. Each tensor, defined over dimensions (7, x, y), encapsulates the
temporal evolution ¢ of the wind field at each spatial raster cell (x;, y;)
defined by the digital elevation model. The entire wind field modelling
process is depicted in Fig. 6. In which WindNinja is initialised with three
weather stations W.S|, W S,, W.S; time series.

3.2. Effective wind modelling

Once the wind field has been resolved in the previous section, the
variable that models the level of cooling of the line by convection, the
effective wind, is calculated. The aim of calculating the effective wind
is to obtain the value of the wind perpendicular to the line with the
same cooling level as winds with angles of attack different from 90°.
The angle of attack is defined as the angle between the wind direction
and the longitudinal axis of the conductor. Fig. 7 illustrates the effective
wind as a function of wind speed and angle of attack. It can be seen that
zero angles of attack (winds parallel to the conductor) result in low
effective wind levels and therefore low cooling levels. As the angle of
attack increases, the effective wind increases to its maximum value for
angle of attack values of 90°, resulting in maximum cooling.

Given that wind demonstrated the most significant influence on the
ampacity calculation [13], it was assumed that the line’s thermal be-
haviour was primarily governed by convective cooling due to wind.
Based on this assumption, the effective wind speed was estimated to
analyse the cooling profile along the transmission line. To compute the
effective wind, it is important to analyse Morgan’s equations [45]. In
[13], a procedure is developed to calculate the effective wind, which
results in equation (7).

Werr=WA/M, @)

Where W, ; » denotes the effective wind speed, W is the actual wind
speed, M, represents the Morgan coefficient (dependent on the angle
of attack «) and n is a parameter influenced by the conductor’s surface
roughness, diameter, and the Reynolds number. The discontinuities ob-
served in Fig. 7 at low speeds arise from the dependence of the parame-
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WindNinja inputs: DEM + weather stations times series [WS1, WSa, WS3]
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Fig. 6. Wind field modelling process using WindNinja and time series from three weather stations within the study area.
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Fig. 7. Effective wind as a function of wind speed and angle of attack.

ter n on the Reynolds number, for which tabulated values are employed.
At these speeds, the transition in Reynolds number leads to a discrete
change in the corresponding value of n, leading to the discontinuity ob-
served.

To compute the angle of attack a, it is first necessary to define the
unit vectors corresponding to the directions of the conductor and the
wind, denoted as Cand W respectively. Using Equation (8), evaluate «
such that it lies within the range 0° < a <90°.

a= min[arccos (C’ . Vf/), 180° — arccos (5 . V_f/)] 8
3.3. Ampacity calculation

Once the wind field is characterized and the effective wind speed
for each span is obtained, the line ampacity is computed following the
methodologies outlined in CIGRE Technical Brochure 601 [46] and IEEE
Standard 738 [47]. This calculation incorporates time-series data of am-

bient temperature and solar radiation recorded by weather stations. If
there is no data of solar radiation it could be estimated from mathemat-
ical models based on geographic location and temporal parameters.

4. Graph edges weighting process

Edge weighting process involves assigning a cost (numerical value)
to represent the resistance to the passage between two connected nodes.
The total cost associated with each edge in the graph is computed as
a combination of multiple criteria (MCA). Each criteria is individually
modelled using a cost function tailored to its specific characteristics,
allowing accurate quantification of its contribution to the overall cost.
These individual cost components are subsequently integrated through a
weighted linear combination, where each cost is scaled by a predefined
weight reflecting its relative importance modelled using the Analytical
Hierarchy Process (AHP) [48], resulting composite cost value assigned
to each edge. Once the total cost has been assigned to all edges, Dijkstra’s
algorithm [26] is applied to the resulting weighted graph to determine
the lowest-cost route between two nodes, enabling efficient and opti-
mized path selection for transmission infrastructure.

The criteria considered in this study are categorized into two types:

1. Restricted areas, which represent spatial constraints as described
in section 2.2. These constraints lead to the exclusion of specific
nodes and edges from the graph, thereby altering its topology and
reducing the feasible search space for the optimal route.

2. Weight-based criteria, which are used to model the cost associated
with each edge. The selected criteria include DLR, deflection angle,
span slope and line length.

4.1. Cost functions for weight the criteria

The cost functions presented in this section yield normalized values
within the range [0, 1], facilitating consistent scaling of each criteri-
on’s contribution through assigned weights during final cost compu-
tation. Moreover, normalization ensures compatibility with Dijkstra’s
algorithm, which requires strictly non-negative edge weights to deter-
mine the lowest-cost path.

In this work, the cost function associated with the Dynamic Line
Rating (DLR) criterion is the only one that incorporates results from the
temporal evolution of the wind field presented in section 3. The function
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Fig. 8. a) Ampacity cost for a single time step. b) Deflection angle cost.

assigns a cost based on the effective wind W, ;, taking into account for
each span its cooling level at each time step (with respect to the rest of
the spans) and throughout the entire time domain. The process is carried
out in two stages.

In the first stage, equations (9) and (10) are used, for each span i and
time step 7, the Z-score Z'(¢) is calculated. This metric provides a mea-
sure of the number of standard deviations that a variable deviates from
its mean. In this case, W,/ ,(1), o ( of f(t)) are the mean and standard
deviation, respectively, of the effective wind for all spans at time t, and
w! ’ f(t) is the effective wind for span i at time 7.

) O=Wrr@®
Z‘(t) = L (9)
o(Wesr @)
Then, the cost CiD 1 r(®) is assigned to each span by means of a non-
linear sigmoid function parametrised by k, as shown in Fig. 8 a).

1
Chipl) = ——F———— (10
DLR 1 +exp(k . Z’(t))
In the second stage (11), the total cost C! of each span is calcu-

DLR
lated by averaging the cost C’ . _(¢) for the entire time dimension with
number of time steps N,.

Corr= 2 1r® 11)

As a result, the cost function assigns higher values to spans with lim-
ited cooling capacity and lower values to those with favourable cooling
conditions as illustrated in Fig. 8.a. This encourages the routing algo-
rithm to avoid spans with poor cooling and prioritize paths through
spans that enhance thermal dissipation. Consequently, the selected route
tends to maximize the overall ampacity of the transmission line.

To accurately determine We’ . f(t), tensors Ty and T, are first inter-
polated across 100 discrete points. Subsequently, the angle of attack
relative to the span direction is computed at each interpolation point.
The effective wind is then identified as the minimum computed value
across these points, as this represents the most conservative scenario and
thus defines the limiting condition for conductor ampacity. In this con-
text, the discrete directional structure of the raster kernel proposed in
section 2.1 enables the interpolation process to be vectorized efficiently.
This vectorization significantly reduces computational complexity and
runtime, facilitating faster processing and improved scalability in large-
scale graphs with millions of edges, such as the one implemented in this
work. N

For the design of the deflection angle cost function C.”, the cost pro-
posed by [30] has been modified. Specifically, the deflection angle inter-
val for suspension towers remains within the range [0°,6,,,] =[0°,2°]
but the range for angle towers is extended to [6, 1=12°,60°]. The

DLR

min’ max

introduced modification assigns zero cost to spans employing suspension
towers and implements a quadratic cost function for spans requiring an-
gled towers. This approach penalizes angled towers, thus guiding the
optimization process toward selecting span sequences whose deflection
angles preferentially fall within the specified minimal range, enhanc-
ing route efﬁ_ciency and structural economy. Equation (12) models the
proposed Cé” costs for the deflection angle based on the max function,
adding an appropriate slope (linear cost). By squaring (quadratic cost),
greater deflection angles are penalised more. This function is illustrated
in Fig. 8.b. In C.; Li , the indices i, j represent the cost between the span;
and span;, since this cost is assigned in the linear graph L(G) detailed
in section 2.4.

ij _ 0— emin :
Ce max| 0, ——— 12)
Gmux - gmin

The cost functions for line length and span slope were developed
based on the costs of the methodologies previously presented in [18-
20]. The cost for length C{eng " is considered linear, equation (13), where
span’ represents the length of the span i and span,,;, and span,,,, are
the minimum and maximum lengths for the spans to be determined in
the following section.
span’ — span,y,

min (13)

i —
length — _
SPanyax span,,ip

The cost for the slope of the spans C; lope is considered quadratic in
equation (14), where |slope!| is the absolute value of the slope of the
span i and slope,,,, is the maximum slope allowed, which will be de-
tailed in the following section. This quadratic cost penalizing steeper
slopes more severely, reflects the increased structural and economic
challenges associated with installing transmission lines over steep ter-
rain, such as higher tower requirements, greater mechanical tension,
and increased construction complexity.

; |slopet| 2
Cslupe = slope 14

max

4.2. Total edge cost

To compute the total cost for each graph edge, we applied the AHP
method systematically. Pairwise judgements for the determination of
the decision matrix were obtained using the Saaty scale of 1 to 9 from
four field experts and the regional Distribution System Operator (DSO).
Individual judgements were aggregated into a unified decision matrix,
Table 1. The robustness and internal consistency of the judgements were
subsequently verified by achieving an acceptable Consistency Ratio (CR
< 0.10). The resulting CR was 0.03.



E. Sainz-Ortiz, R. Martinez, A. Arroyo et al.

Table 1
Final decision matrix for the AHP method.

Cprr Co Ciltope Clengin

Cpix 1 2 4 5
c, 172 1 2 3
Cotope 174 172 1 3
Crongnn 1/5 /3 1/3 1

After constructing the AHP decision matrix and deriving the priority
vector of weights W, the overall edge cost E’, for the edge i is obtained
as a weighted linear combination of the normalized criterion-costs C’,
as expressed in (15).

Ei.=Y'W,-Cj (15)
k
W =[0.498, 0.260, 0.161, 0.079]

Ci =[CDLR’ CE’V Cslope7 C/ength]

In the comparison highlights, the DLR criterion is assigned the high-
est weight, consistent with the study objective of maximizing ampacity.
By contrast, the line length receives a lower weight; nevertheless, prior-
itizing the deflection angle criterion yields straighter routes with fewer
direction changes, thereby indirectly optimizing overall length.

5. Case study

This section aims to evaluate the proposed methodology through its
application to a real-world power line situated in northwestern Spain.
For this purpose, detailed information regarding the line’s route, elec-
trical properties, and associated meteorological station data has been
made available. The study area encompasses approximately 250 km?
and is characterized by complex topography, with elevations ranging
from 400 to 900 meters above sea level.

The power line is the evacuation line of a wind farm. This farm
has an installed capacity of 24 MW and is shown in the upper right
part of Fig. 9. The line under study, referred to as Line A, extends
between Substation A and an Interconnection Point with another elec-
trical line, designated as Line B as depicted in Fig. 9. Line A has been
designed using traditional methods, without the application of graph
theory. These methods include the use of GIS technologies, topography,
detailed geographical information about the area, and digital eleva-
tion models. They also take into account compliance with rights-of-way,
as well as environmental and electro-mechanical regulations according
to the voltage level. With regard to planning constraints, information
on the type of conductor, voltage level, and route coordinates of Line
A is available. We implemented constraints based on current regula-
tions, technical standards, and state-of-the-art practices from the litera-
ture.

Line A operates at a nominal voltage of 132 kV and utilizes an LA-280
conductor, identified as 242-AL1/39-ST1A in accordance with UNE-EN
50182. This conductor consists of bare aluminium and with a maximum
permissible current of 581 A and as mentioned in section 2.3.

To reconstruct the wind field, meteorological data were obtained
from three weather stations located at Substation A, Substation B, and on
a tower along Line B, situated between the interconnection point and
Substation B. The dataset comprised two years of one-minute resolution
time series. Samples were excluded when asynchronous measurements
occurred between substations due to technical issues. The recorded vari-
ables included wind speed, wind direction, and ambient temperature.
Solar radiation data is estimated from mathematical models based on
geographic location and temporal parameters. These data, in conjunc-
tion with the geographic locations of the stations, were used to initialize
the WindNinja model, as detailed in Section 3.

For this case study, as described in Sections 2.2, all data concerning
restricted areas, rights-of-way, and DEMs were obtained from the Span-
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Table 2
Main variables used in the graphs construction.

Graph construction and constrains main variables

Graph nodes grid resolution 25m
Base DEM resolution 2m
Graph search space 16x16 km
Raster kernel directions 24
Min span length 90 m
Max span length 400 m
Max span slope 30%
Buffer width for D.angle constraint 350 m
Max deflection angle for suspended towers 2°
Max deflection angle for angle towers 60°
Ground clearance safe distance 7.5m
Towers height 22m
DLR max temperature 85°C

No. interpolations points for ground clearance 250
No. interpolations points for effective wind 100

ish Geographic Institute [32,37]. The minimum safety and proximity
distances considered in this study comply with the requirements estab-
lished by Spanish regulations for high-voltage power lines 223/2008)
[38].

Finally, Table 2 summarizes the main variables used to model the
construction and constraints of the graphs. In particular, span-related
variables were defined based on the parameters of Line A, with an added
variability margin of 10% to enhance the flexibility of the graph within
the search space to determine the optimal path.

To select the buffer width variable, the process begins by creating
a conservative exploration buffer equal to twice the mean span from
Line A, which, when rounded up to the 25 m grid, corresponds to a
distance of 450 m. It was observed that, in the final route optimiza-
tion for deflection angle correction, the line graph did not deviate more
than 325 m laterally (for any of the input weights) with respect to the
trace of Line G. As a convergence margin, we added one grid cell (+25
m), yielding a 350 m buffer around Line G in stage two. This width pre-
serves all feasible solutions observed while reducing unnecessary search
space.

6. Results

This section presents the results obtained using the proposed
methodology. To apply Dijkstra’s algorithm for determining the opti-
mal route, the end points were defined as the extremes of Line A, the
Interconnection point and Substation A. As described in Section 2.4, the
optimization process was conducted in two sequential stages, with the
line designations for each stage defined as follows:

« Stage 1: Line G is derived by applying Dijkstra’s algorithm to Graph
G, which incorporates several criteria, including the DLR criterion.
To obtain Line A, the optimal value of the parameter k for the C;) LR

cost function was identified through a grid search in the range
[0.5,6] with a step size of 0.1. The value of k that resulted in the
maximum ampacity was identified as k = 5.1.
Stage 2: Based on the trace of Line G, a buffer zone is generated,
within this, a sub-graph sG is generated, from which a correspond-
ing line graph L(sG) is subsequently constructed, as detailed in
section 2.4. This graph includes all the criteria used in Graph G and
adds the deflection angle criterion. The application of Dijkstra’s al-
gorithm to Graph L(sG) yields Line L, which will be used as the
final route.

The routes resulting from this study, Line G and Line L, are depicted
in Fig. 10. Table 3 presents the filtering of nodes and edges observed
in the graphs when various spatial constraints are applied, indicating
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Fig. 9. Study area located in northwestern Spain.

Table 3

Edge and node filtering across the graphs analysed in this study.

Graph constraints: nodes and edges filtering No.

Graph Initial No. Restricted Areas  Ground Clearance  Deflection Angle  Final No.
¢ Nodes 234,171 46,736 - - 187,435
Edges 8,636,175 498,167 696,023 7,441,985
¢ Nodes 8,985 - - 8,985
Edges 588,566 - - 588,566
LGSG) Nodes 588,566 - - 588,566
Edges 40,779,682 - 11,476,172 29,303,510

both the initial and resulting number of nodes and edges. A dash (“-”)
denotes the absence of applied restrictions. Notably, the filtered graph
L(sG), generated using a buffer of only 350 m in width, contains ap-
proximately four times more edges and three times more nodes than the
original graph G that covers the full 16x16 km search space. This ob-
servation highlights the exponential growth in the structural complexity
of graph L(sG) with increasing search area. Consequently, constructing
the L(sG) graph across the entire domain becomes computationally in-
feasible, thereby justifying the use of a two-stage approach for optimal
route generation.

Computations were executed on a desktop computer equipped with
an Intel Core i7-13700K CPU, 64 GB RAM, and an NVIDIA GeForce RTX
3080 Ti (12 GB) GPU. The two-stage optimization process implemented
in Python completed in 12 minutes 35 seconds of elapsed time, and the
WindNinja wind-field simulation required 5 hours 40 minutes.

6.1. Geometric analysis and span modelling of line Routes

Table 4 presents the results of the geometric modelling of the route
and its spans. In terms of total line length, no significant variations were
observed across the different configurations. Notably, both the G and L
lines exhibit a reduced number of spans compared to the A. This reduc-
tion is advantageous, as it implies a lower number of towers required
for installation, potentially decreasing construction complexity and as-
sociated costs.

Regarding span length, it should be noted that both the minimum
and average span lengths on Line G are considerably higher than those
observed on lines A and L. However, this disparity is mitigated on
Line L, where adjustments lead to a reduction in the difference. The
differences in the span slopes among the three lines are within 1%, in-
dicating minimal variation. Among them, Line A demonstrates the most
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Fig. 10. Transmission line routes resulting in the study area.

Table 4

Results for span modelling.
Line Length Spans Length Spans Slope Deflection Angle Towers

(m) (m) (%) ©) No. (%)
No. min mean max mean max mean max angle suspended angle

Line A 10602 49 101 216 373 6.49 23.28 2.14 19.55 9 39 18
Line G 10874 34 212 319 353 6.34 25.31 12.72 27.90 21 12 60
Line L 10760 39 95 275 353 7.30 26.36 1.28 15.96 4 34 10

favourable performance, exhibiting the lowest average and maximum
slope values.

With respect to the deflection angle, Line G exhibits both high aver-
age and maximum values, indicating significant deviation along its path.
In contrast, Line L. demonstrates an improvement over Line A by reduc-
ing these deflection metrics, resulting in a straighter trajectory. This
behaviour is illustrated in Fig. 10, where Line G displays a pronounced
meandering pattern during its propagation, while Line L follows a more
linear course in the vicinity of Line G. This rectification is attributed
to the constrained search domain imposed by the previously described
buffer. This result identifies Line L as the optimal alternative in terms
of deflection angle performance. Specifically, Line L employs only four
angle towers representing 10% of the total compared to Line A, which
requires nine angle towers, or 18% of its total. The use of a linear graph

10

is justified by the observation that, starting from a configuration where
Line G utilizes 60% of its towers at an angle, a reduction of up to 10% in
angled structures is achievable. This reduction enables the use of spans
with aligned towers, thereby decreasing both mechanical tension and
the more costly angle towers.

6.2. Cooling profile along the lines

Fig. 11 (left) presents the simulated wind field and the correspond-
ing cooling profile (bottom right) and angle of attack (top right) for
Lines A and L at a representative simulation time step within the stud-
ied time domain. Arrows along the line traces indicate the number and
positions of transmission towers to facilitate identification of the spans.
The results show that Line L maintains a relatively stable angle of attack



E. Sainz-Ortiz, R. Martinez, A. Arroyo et al.

Results in Engineering 28 (2025) 107277

80 1
)
éﬁ 60 1
S [
a 3
8
2 2 40
™
= 20
a T~
é T T T T T T T T T T T T T T T T T T T T T T T T T
Fe g 02 46 810121416182022242628303234363840424446 48
)
=g Tower No.
17
B 8 —g 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
=
]
= w 2.0 4
~
£
8
= E 15
2 Critical span Line L
2 )
- >
e 'é 1.0 H /
o=}
6a|
0.5
% Critical span Line A

Fig. 11. Cooling profile and angle of attack along the lines.

between approximately 60° and 80°, whereas Line A exhibits a much
broader variability. Consequently, the effective wind-based cooling pro-
file reveals that the minimum cooling value, which governs the critical
span and thereby the ampacity of the line, is nearly twice as high for
Line L compared to Line A and consequently a higher energy transfer
capacity within this time step for the Line L. Moreover, due to the de-
sign of the DLR cost function described in Section 4.1, this condition
is consistently optimized over the entire time domain. In addition, the
findings validate the effectiveness of the proposed methodology not only
in determining the routing of transmission lines based on thermal per-
formance and ampacity, but also in identifying critical spans along the
lines, consistent with the approach described in [13].

6.3. Dynamic line rating performance

Once the routes and cooling profiles were analysed, the performance
of DLR was assessed. Fig. 12 presents the time series of ampacity val-
ues computed for the transmission lines within a region of the simu-
lation domain. For clarity, a Gaussian filter was applied to the time
series solely for visualization purposes, this smoothing technique helps
reveal overall trends by attenuating high-frequency fluctuations. Impor-
tantly, all computational analyses were conducted using the original,
unfiltered time series. To calculate the ampacity, the conductor temper-
ature was set to 85 °C and the procedure described in Section 3.3 was
used.

Fig. 12 also represents the static ampacity of 581 A determined
without the application of the DLR for the selected LA-280 conductor.
The ampacity of the three lines consistently exceeds the static limit, as
expected given that the calculations were performed under DLR con-
ditions. Notably, Line A, which was not designed with DLR consid-
erations, exhibits lower ampacity values compared to Lines L and G.
This is evident in the time-accumulated ampacity graph, where Line
G demonstrates the highest cumulative ampacity, followed by Line L.
It was anticipated that Line G would achieve higher ampacity values
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than Line L, as its routing algorithm is not constrained by deflection
angle. This flexibility allows for a more optimized route that maxi-
mizes ampacity. Notably, Line L demonstrates the ability to not only
surpass Line A in ampacity but also to provide a feasible routing solu-
tion with a limited number of angle towers, an advantage not observed
in Line G.

Fig. 12 illustrates peaks in power generation that coincide with peri-
ods of high wind speed and stability. During these intervals, the differ-
ence in transmission capacity between lines designed with DLR criteria
with respect to A becomes even more pronounced than under condi-
tions with lower wind resource availability. This relationship is critical
for the effective integration of wind energy into the power grid, as peri-
ods of elevated wind generation often align with increased demand for
transmission line capacity. To quantify this effect, the average power
across the entire simulation domain was compared to the generation
peaks. These peaks were defined as capacity intervals exceeding 900 A
and sustained for a minimum duration of 48 hours. The corresponding
results are presented in Table 5.

Two reference metrics were employed: A, (L-A), which quantifies
the absolute deviation in power of Line L respect to A, and Ag (L vs
A), which expresses this deviation as a percentage. Across the entire do-
main, Line L exhibited an increase of capacity of 9.2 MW and 5.8%.
During peak generation periods, the average improvement is 17.2 MW,
corresponding to an increase of 9.28%. These results validate the pro-
posed methodology by demonstrating a significant enhancement in the
transmission capacity of Line L across the full temporal domain, includ-
ing periods of peak generation. This improvement is crucial for reducing
renewable energy curtailments, as increased transmission capacity al-
lows for better accommodation of variable generation and minimizes
the need to limit output. When expressed in terms of the nominal power
of standard utility-scale wind turbines (4.5 MW), the improved perfor-
mance corresponds to an average increase equivalent to the evacuation
capacity of two additional turbines, and up to three to four turbines
during peak generation periods.
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Fig. 12. Ampacity time series.
Table 5
Results for DLR.
Average power transmission capacity (MW)
Simulation Period ~ All domain  Peak 1 Peak 2 Peak 3 Peak 4 Peak 5
Line G 173.171 201.586 216.513 203.049 206.264 215.747
Line L 168.638 192.830 208.122 200.183 203.938 211.324
Line A 159.395 172.480 189.424 185.113 188.236 195.206
A (L-A) 9.243 20.350 18.698 15.070 15.702 16.118
Ay (Lvs A) 5.799% 11.799% 9.871% 8.141% 8.342% 8.257%

7. Conclusions

This study has successfully developed and validated a novel method-
ology for designing power transmission line routes by integrating high-
resolution, micro-scale wind field simulations with DLR criteria into a
GIS-based framework. The proposed approach overcomes critical limi-
tations of existing route design methods, which have traditionally ne-
glected the thermal capacity of conductors, by explicitly optimizing for
wind-induced cooling to maximize ampacity.

The results demonstrate the effectiveness of a two-stage optimization
strategy. The initial stage identifies a buffer zone with optimal cooling
conditions (Line G), while the second stage refines this path to produce a
geometrically feasible and cost-effective route (Line L) by incorporating
engineering constraints such as deflection angles. This two-stage process
was proven to be essential for managing the computational complexity
that would arise from applying a detailed angle constrain across the
entire search space.

A comparative analysis showed that the final optimized route, (Line
L), offers significant advantages over a conventionally designed route
(Line A). Geometrically, Line L requires fewer support towers and sub-
stantially reduces the number of expensive angle towers from 18% of the
total to just 10%. Electrically, the strategic routing of Line L through ar-
eas with more favourable wind conditions results in a minimum cooling
value nearly double that of Line A, which is the critical factor determin-
ing the line’s overall ampacity.

Quantitatively, this improved thermal performance translates into a
significant increase in transmission capacity. Line L. demonstrated an av-
erage ampacity increase of 5.8% over the baseline, with this advantage
rising to 9.28% during peak wind generation periods. This enhancement
is critical for mitigating the curtailment of renewable energy, as it di-
rectly aligns increased transmission capacity with periods of high energy
production. In practical terms, the increased capacity is equivalent to
accommodating the power output of two additional utility-scale wind
turbines on average, and up to four turbines during peak conditions.
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An additional benefit of the line route optimization is the exten-
sion of the conductor’s service life. By ensuring more effective cooling,
the methodology leads to lower operating temperatures at sub-maximal
loads, which in turn reduces the cumulative thermal stress and degra-
dation of the conductor over its lifespan.

In summary, the methodology presented provides a robust and prac-
tical framework for designing the next generation of transmission line
infrastructure. By integrating DLR principles at the design stage, it en-
ables the creation of more efficient, cost-effective, and higher-capacity
power lines, thereby facilitating the large-scale integration of renewable
energy sources into the electrical grid.
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