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a b s t r a c t 

The European Union’s (EU) data strategy aims to create a 

single market for seamless data flow while ensuring proper 

governance, privacy, and data protection. In this paper, we 

present SEDIMARK, an EU project, that builds on this strategy 

by developing a fully decentralised, secure data marketplace. 

The goal of SEDIMARK is to build a complete toolbox that 

enables users to purchase and process data assets. The tool- 

box includes tools for data cleaning, decentralised machine 

learning models and secure data exchange. SEDIMARK offers 

users full control over data assets by enabling them to keep 

their data locally and thus removing the need for central 

servers. With customisable pipelines and tools, SEDIMARK 

supports a wide range of users, from novices to experts, pro- 
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moting seamless collaboration and fair access to high-quality 

datasets across Europe. 

The decentralised connectivity in SEDIMARK is achieved with 

the use of Distributed Ledger Technology (DLT). Furthermore, 

SEDIMARK’s architecture features a unique Connector com- 

ponent using Self Sovereign Identities (SSI), fostering trust 

and secure interactions. Transactions in SEDIMARK are stored 

in a Registry, a decentralised, immutable, non-repudiable and 

permissionless database. Together the technologies used in 

SEDIMARK ensure privacy, trust and data quality for secure 

management, sharing, and monetisation of assets in data 

spaces. 

© 2025 The Authors. Published by Elsevier Inc. 

This is an open access article under the CC BY license 

( http://creativecommons.org/licenses/by/4.0/ ) 

1

 

s  

a  

t  

d  

d  

i  

p  

t  

t  

k  

m  

i

2

 

t  

t  

b  

a  

d  

[

 

s  

i  

i  

p  

c  

(  

a  

S  

a

 

b  
. Background 

Data has become a new currency in the last decade. It is crucial for companies and re-

earchers to have access to high-quality diverse datasets to promote research and develop more

dvanced and user-tailored products and services. Even though many attempts have been made

o create data repositories, especially within the EU, they are mostly centralised, which might

iscourage data providers that have confidential data to easily share them with their peers. Ad-

itionally, central repositories rarely provide functionalities for improving or assessing data qual-

ty and usually rely on users’ self-assessment of their data. The motivation for this work was to

rovide an architectural framework for a completely decentralised data marketplace, building on

he EU’s concept of data spaces, while leveraging Distributed Ledger Technology for increased

rust. This architecture aims to provide users with functionalities for sharing their data (while

eeping them locally on their premises), improving and assessing the data quality, building AI

odels either locally or in a distributed way using distributed machine learning and providing

nteroperability for re-using datasets. 

. Introduction 

The EU has recently laid out a “data strategy” [ 1 ], aiming to position itself as a leader in the

ransition towards data-driven societies. The EU vision is to create a “single market” that enables

he free flow of data within the EU, helping researchers, businesses and administrations to create

etter services and products. However, this free flow of data should be properly governed and

bide by the EU rules and regulations for FAIR access, re-usability and above all privacy and

ata protection. In this respect, the EU has also set out specific rules through the EU Data Act

 2 ], with new measures to make more data available for the benefit of EU organisations. 

A pillar of the EU data strategy is the creation of interoperable EU data spaces in various

ectors to overcome the issues arising around data sharing. Subsequently, the development of

nfrastructure and policies for the exchange of data between organisations requires significant

nvestments in intelligent tools for interoperability, secure data sharing, data discovery and data

rocessing. Many initiatives have been established to help develop architectures for data ex-

hanges, i.e. Big Data Value Association (BDVA) [ 3 ], and International Data Spaces Association

IDSA) [ 3 ], focusing more on the establishment of policies and procedures among participants to

llow the secure exchange of data between them. Lately, the EU has also set up the Data Spaces

upport Centre (DSSC) [ 4 ] to provide the foundations for common requirements, practices and

rchitectures for the development of EU data spaces. 

Acknowledging that the EU data economy is growing rapidly and is estimated to reach 800

illion Euros by 2025 [ 5 ], the architectures for data spaces should not only focus on policies and

http://creativecommons.org/licenses/by/4.0/
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procedures for data exchange but also on techniques to allow extracting more value from the

data available within and across the data spaces. Thus, efficient data management techniques

should be developed to boost the accessibility and discoverability of high-quality, secure and

privacy-enhanced data, especially in the context of EU Data Spaces. Considering also the need

for enhanced data privacy and user data control, decentralisation should be promoted, allowing

advanced distributed data management techniques at the “edge”. 

SEDIMARK [ 6 ] is an EU project that develops an architecture for a secure and decentralised

data and services marketplace. SEDIMARK’s vision will facilitate the generation, curation, discov-

ery and enrichment of scattered data from various domains so that their value increases signifi-

cantly before they are either exchanged in the marketplace or exploited in the form of Machine

Learning (ML) services. The added benefit of SEDIMARK is that it is a fully decentralised plat-

form built on top of the IOTA DLT [ 7 ] and focused on enhancing the value of data before they

become assets to be exchanged. In this paper, we provide the main concepts of SEDIMARK, its

functional architecture, and how researchers and companies can use the SEDIMARK platform to

share data of high value and quality. In summary, our novel contributions include the following:

• Developed an architecture capable to facilitate data pooling and sharing within the European

strategy for data specifically focusing on decentralised data sharing solution that goes beyond

decentralised data storage 

• At the core of SEDIMARK’s architecture, we provide advanced tools for decentralised ap-

proaches in data curation, data quality enhancement and AI-based data processing 

• Our architecture design offers true decentralised and trustworthy solution for data assets

and AI-based assets publication and exchange leveraging Distributed Ledger Technology for

increased trust. 

• Through detailed analysis and initial evaluation, we demonstrate the potential of our archi-

tecture to fill in the gap of a fully decentralised data marketplace. 

The rest of this article is organised as follows: Section 2 describes related work in data space

research advancements and shows how SEDIMARK improves upon state-of-the-art approaches;

Section 3 introduces the high-level view of the SEDIMARK’s architecture; Section 4 describes

individual architectural components in greater detail and demonstrates how the components fit

together; and finally, we close this article in Section 5 . 

3. Related Work 

The goal of recent advances in data space research is to address fair access to data and sup-

port decentralisation. This section provides an overview of the state of play of the Common

European Data Spaces and the main findings that have emerged from these initiatives. Further-

more, the technical details of the latest data space architectures together with data marketplaces

and their relevance to our work. 

3.1. Common European data spaces 

The European Union’s Digital Europe Programme (DIGITAL) has initiated several projects

to develop sector-specific data spaces (e.g. Agriculture, Cultural Heritage, Energy, Green deal,

Health, Tourism, etc.) aiming to enhance data sharing and interoperability across various do-

mains. Notable findings and developments from these projects are being fed into the evolution

of aforementioned initiatives, which are leading the technical development and evolution. In

this sense, while the specific needs of each sector may vary, there are several common find-

ings emerging from the different data space initiatives across various sectors (e.g., agriculture,

mobility, cultural heritage). These common insights reveal trends and challenges that are con-

sistent across the diverse projects being rolled out. These common findings reflect the shared

challenges and priorities of data space projects across Europe. 
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Key themes include interoperability, trust, scalability, sustainability, and a focus on legal and

thical frameworks. Firstly, there is a strong emphasis on the need for interoperability between

ifferent systems, platforms, and data sources. Ensuring that data can be seamlessly shared

cross diverse platforms requires standardized frameworks, protocols, and formats. 

Secondly, data sovereignty remains a key concern across all data space initiatives. Stakehold-

rs want to retain control over their data and make decisions about how it is shared. This is

articularly critical in sectors where sensitive data is involved. Besides the technical aspects,

any projects highlight the need for clear legal frameworks to manage data sharing, ensuring

ompliance with the GDPR and other privacy regulations. This includes addressing data protec-

ion issues and establishing protocols for data access and usage that comply with national and

nternational laws. 

An aspect that is particularly gaining attraction is the potential of Artificial Intelligence (AI)

s a key enabler for unlocking the potential of data spaces. Many of the projects involve using

I to process, analyse, and enrich data to make it more useful for stakeholders. In this regard,

n aspect that has been typically neglected relates with data quality and metadata management.

igh-quality, well-structured data is essential for making data spaces effective. 

Furthermore, Data Spaces are promoted to avoid the siloed situation that has predominated

ill the moment. Thus, the creation of larger silos should be avoided. Hence, successful data

paces are not limited to one sector; they require collaboration between different stakehold-

rs, including businesses, governments, research institutions, and civil society. Building a robust

cosystem around these data spaces—comprising diverse participants—has been identified as a

rucial success factor. This collaboration helps to promote innovation and scale data-driven solu-

ions. Eventually, a strong focus is being put on ensuring that data spaces that are being rolled-

ut can scale across different regions, countries, and sectors. Sustainability, both in terms of

unding and long-term operational viability, is a key consideration. 

Finally, ensuring that data spaces are accessible to a broad range of users, including small

usinesses and non-experts, is another critical finding. The user interface and experience need

o be designed with accessibility in mind, ensuring that stakeholders across industries can lever-

ge the data efficiently and intuitively. In this regard, a common technical challenge across vari-

us initiatives is the creation of robust infrastructure, including secure data exchange platforms

nd middleware solutions. For example, the SIMPL 1 framework, developed for cross-sector data

paces, aims to support interoperability, secure data sharing, and seamless integration across

uropean data spaces. 

SEDIMARK is actually addressing some of the aspects and challenges that emanate from the

ractical work of sectoral Data Spaces that are being rolled out. Fundamentally, through the de-

elopment of data and metadata models as well as leveraging common protocols and standards

EDIMARK is tackling interoperability aspects. Moreover, by rooting SEDIMARK’s architecture on

e-centralized and distributed principles, it is promoting data sovereignty and cross-sectorial

cosystem creation. Indeed, the system that is described in this paper is being deployed to sup-

ort four use-cases on three different sectors (mobility, energy and water). Furthermore, SEDI-

ARK’s system addresses the importance of data quality and metadata management embedded

ithin the application and support of advanced AI techniques such as Federated Learning and is

eveloping solutions on these aspects. 

.2. Data spaces architectures 

The current technology landscape of data spaces is evolving at a dazzling pace. Current effort s

im to provide a harmonised set of rules to ensure fair access to data. The most mature solution

n terms of existing technical developments relates to the International Data Space (IDS) pro-

osal by the International Data Spaces Association (IDSA). The second generation of data space
1 https://digital-strategy.ec.europa.eu/en/policies/simpl . 

https://digital-strategy.ec.europa.eu/en/policies/simpl


E. Duriakova, D. O’Reilly-Morgan and M. Bahri et al. / Data in Brief 61 (2025) 111757 5 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

technologies, like Gaia-X and the Blueprint specified by the Data Spaces Support Centre (DSSC)

[ 4 ] are further fostering the decentralised nature of data spaces by reducing dependency on

central components. 

The IDS architecture provides a standardised reference framework for decentralised data ex-

change, including common domain-agnostic data models and protocols [ 8 ]. The architecture is

centred around the notion of a Connector , supported by a set of centralised components provided

by a data space facilitator. Connectors carry out all interactions in a data space and establish

secure and trustworthy communications between participants. Before data exchange can take

place, participants’ Connectors must sign a legally binding contract establishing the conditions

under which data can be accessed and used. At present, IDSA is engaged in the development of

a new standard, the Dataspace Protocol [ 9 ], which represents a more flexible approach, defining

control mechanisms for the data exchange, but not for data transfer itself. 

Gaia-X specifies a framework for creating a federated and secure data infrastructure based

on a common trust framework [ 10 ], where all stakeholders and product offerings have self-

descriptions supported by verifiable credentials, which are issued by trust anchors endorsed by

Gaia-X. In a Gaia-X data space, all data is kept by the data provider, and it is only exchanged

after negotiating an agreement with the data consumer that specifies how the data can be used.

For this purpose, Self-Sovereign Identities (SSI) are the basis to support digital identities. Gaia-

X defines a set of federation services with a focus on compliance services, on which the trust

framework is built. These services include the functionality needed for describing, managing,

and discovering data exchange services, as well as negotiating the exchange of data. 

DSSC is a recently funded project aiming to set up and operate a support centre for data

spaces, aligned with the European Strategy for Data. Hence, the DSSC aims to establish shared

data spaces that collectively foster an interoperable environment for data sharing, allowing the

reuse of data in several sectors. The DSSC works on defining its own Conceptual Model, aiming

to organise the fundamental concepts and terms associated with data spaces, establishing a stan-

dardised vocabulary that ensures clear communication and shared understanding among stake-

holders, to enable consistent interpretations and reduce the ambiguity involved in discussing

data spaces across different contexts. The DSSC promotes a definition for a data space, which

states that: “A Data Space is an infrastructure that enables data transactions between different

data ecosystem parties based on the governance framework of that data space” [ 11 ]. To realise

that, the DSSC has defined its Blueprint , consisting of several building blocks to be considered

when constructing a data space. These building blocks are arranged around three main pillars:

Interoperability, Trust and Data value, and delineate key areas where choices are required to

enable effective and trusted sharing of data among participants. 

The SIMPL framework is a critical infrastructure being developed to support the interoper-

ability and secure data sharing within the European data spaces. It is part of the European Com-

mission’s effort s under the EU Digit al Strategy to enable seamless and trusted data exchange

across different sectors and regions. SIMPL aims to create a common infrastructure that facil-

itates the secure, interoperable, and scalable exchange of data among the various data spaces

across Europe. 

SIMPL focuses on supporting interoperability, security, privacy and data sovereignty, including

mechanisms to ensure proper governance and legal compliance for data sharing. It leverages a

middleware platform, acting as a bridge between different data systems. It is being designed

to be scalable, enabling it to handle the growing volume of data across various sectors. It can

support both small-scale and large-scale data exchanges, making it suitable for different types

of organizations, from SMEs to large enterprises and governmental bodies. SIMPL is not meant

to be just a technological solution but is part of a broader ecosystem aimed at supporting the

development of data-driven services and innovation across Europe. 

As it has been mentioned SEDIMARK is rolling out its marketplace ecosystem, which stands

on the Data Spaces baseline, to support actual use-cases. In this sense, since the project has been

following existing parallel initiatives, the outcomes from the project could be further integrated

into the common frameworks that are being created in DSSC and SIMPL. 
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.3. Marketplaces 

In recent years a number of projects have proposed frameworks for decentralised market-

laces. In particular, we can highlight the following projects as described in the next few para-

raphs. 

The i3-MARKET project 2 is a comprehensive data management initiative to create a secure

nd robust single European data market. It uses a federation of data marketplaces to allow se-

ure and privacy-preserving data sharing across multiple platforms. This project primarily fo-

uses on industrial data, addressing the lack of trusted and secure solutions for the federation of

ata marketplaces. The data storage system in i3-MARKET has a two-fold architecture, incorpo-

ating both decentralised and distributed storage. These storage systems handle data like iden-

ity information, shared semantic models, meta-information about datasets, semantic queries,

nd smart contract templates. They are implemented through technologies such as Hyperledger

esu 

3 and CockroachDB. 4 

KRAKEN [ 12 ] is an EU project that focuses on building a personal data platform for sharing

otentially sensitive personal data. The architecture of KRAKEN is decentralised, based on the

oncepts of SSI and cryptography, including also a marketplace for the exchange of sensitive

ata between providers and consumers. 

However, these two projects are not aligned with the European Data Spaces ecosystem that is

eing pushed to facilitate data pooling and sharing within the European strategy for data. More-

ver, both i3-MARKET and KRAKEN fail to provide true decentralised and trustworthy solutions

or data assets and AI-based assets publication and exchange, as they rely on partly centralised

atalogues and registries. Besides, they also fail to provide advanced tools for data curation, data

uality enhancement and AI-based data processing which are at the core of SEDIMARK’s plat-

orm value proposition, thus integrated within each SEDIMARK Marketplace participant’s Tool-

ox. 

Finally, The OMEGA-X marketplace [ 13 ] is built upon concepts originating from IDSA and

aia-X and aims to build a complete Data Space focused on the energy sector. The OMEGA-X

rchitecture includes a component called “The Data & app marketplace”, which handles users’

dentities, registration and login, as well as the negotiation of contracts between providers and

onsumers. OMEGA-X also employs the concept of a connector, enabling data exchanges and ser-

ice provision using a Federated Catalogue. However, OMEGA-X identity management and con-

ract negotiation are still based on centralised solutions. On the contrary, SEDIMARK’s platform

nables complete decentralisation, not only in terms of storage of the assets to be exchanged

ut also in terms of the trust framework that has to be created among all the participants of the

arketplace. This way the whole asset lifecycle (from publication to negotiation and exchange)

appens in a distributed manner with trustworthiness rooted in the use of SSI and smart con-

racts available at a DLT network. 

. SEDIMARK Architecture 

The overall SEDIMARK’s architecture consists of 2 main building blocks as follows: (i) SED-

MARK requirements designed to guide the overall process of building the SEDIMARK’s archi-

ecture; and (ii) the functional architecture itself. In the next few paragraphs, we describe both

uilding blocks in more detail. 
2 http://open- source.i3- market.eu/ . 
3 http://perledger.org/ . 
4 https://www.cockroachlabs.com/product/cloud/ . 

http://open-source.i3-market.eu/
http://perledger.org/
https://www.cockroachlabs.com/product/cloud/
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Fig. 1. SEDIMARK high-level architecture [ 15 ]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.1. SEDIMARK requirements 

SEDIMARK aims to build a data and services marketplace based on specific identified func-

tional and non-functional requirements that guide the development process of the various mod-

ules [ 14 ]. SEDIMARK’s main non-functional requirements are for the architecture to be decen-

tralised, scalable and provide features for security, privacy and trust, so that the users of the

system feel “safe” when sharing their data or purchasing datasets. Additionally, the architecture

should support intelligence (via functionalities for training and running machine learning and

artificial intelligence models both locally and in a decentralised way) and energy efficiency to

decrease the carbon footprint of data management, processing and sharing mechanisms. Addi-

tionally, interoperability and extensibility are also very important requirements for SEDIMARK so

that data is shared in interoperable formats, making it easy to reuse, allowing the easy exten-

sion of the system with new modules to support more functionalities in the future. The func-

tional requirements of SEDIMARK are mainly focusing on setting the needs for the functional

modules of the system, dealing with i.e. data cleaning and curation tools, the ability to sup-

port both streaming and static data, providing tools for building intelligence out of shared data,

trusted data sharing, decentralised and secure data storage, global and local catalogues of assets,

required offering metadata (so that users can easily discover assets), asset tokenization, user dig-

ital wallets, etc. All these features are equally important to allow the users to extract maximum

value from the data while maintaining their privacy and full user control. 

4.2. Functional architecture 

SEDIMARK’s vision is to provide a complete toolbox for enabling researchers, companies, or-

ganisations or individuals to purchase and process data, assess and improve their quality, build

machine learning models and share data and services with other organisations across Europe.

SEDIMARK removes the need for any central servers to store data/assets or maintain lists of

shared assets and promotes the full decentralisation of data spaces so that users can have full

control over their assets and manage who, how and for how long they will get access to these

assets. The main high-level conceptual architecture of SEDIMARK is shown in Fig. 1 [ 15 ]. The
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ecentralisation of the architecture is evident through the lack of any centralised component,

hile it relies on a peer-to-peer network in the form of a DLT. 

Any user of the SEDIMARK marketplace is called a Participant and what they exchange and

hare through the marketplace are called assets (see also Section 4.4). As can be seen in the

gure, Participants are split into two main roles: (i) Providers and (ii) Consumers. Providers are

sers who engage in sharing their assets through the marketplace and will get access to all of

he necessary tools for managing their access and converting them into offerings to be shared

hrough the marketplace. Consumers are users that browse the marketplace, discover and request

ccess to assets that are of interest to them, i.e. request datasets in various formats or access

ervices and analytics. It has to be noted that a SEDIMARK participant can also have a dual role,

eing both Provider and Consumer at the same time. 

Any Participant will be able to download the SEDIMARK toolbox, which will be dynamically

uilt based upon the role of the Participant and their intended toolbox usage. The dynamic na-

ure of the toolbox will further allow Participants to add extra modules as required, expanding

he potential services that they can access. For example, Providers will download a version of the

oolbox that will include the modules for data processing and curation, and for creating offer-

ngs and sharing them through the marketplace. On the other hand, the Consumer toolbox will

nclude modules to browse the marketplace, discover assets, get recommendations for assets,

nd purchase them. Both roles can further expand their toolboxes with modules for training and

rocessing AI models, either locally or distributedly. 

A central component of the SEDIMARK architecture is the “Connector ”, which contains all the

unctionalities necessary to connect users through the IOTA DLT. For this connectivity, SEDIMARK

ses a component to create decentralised identities based on the concept of Self Sovereign Iden-

ities (SSI) and Decentralised Identifiers (DIDs), giving users full control over the information

hey use to prove who they are. Providers have access to a Data Curation Pipeline, which in-

ludes AI-based components for assessing and improving data quality, including tools for dataset

eduplication, outlier detection and removal, data augmentation, missing value imputation, etc.

sing these tools, Providers will be able to optimise their data and share high-quality datasets

n the marketplace, increasing their value and potential for exploitation. The data pipeline also

ncludes components for formatting the data into suitable formats for processing and interoper-

bility, converting the datasets to common interoperable formats, i.e. NGSI-LD [ 16 ], to maximise

he potential for reuse in various ways. 

The Consumer toolbox includes the User Interface and the respective components to browse

he marketplace, discover assets based on their queries, and receive personalised recommen-

ations for assets based on user history and preferences. To maintain its appeal, the SEDIMARK

atalogue will be continuously populated by free offerings, accessible to all participants, granting

hem access to open datasets or APIs directly in the marketplace. Both versions of the toolbox

ay also include the AI pipeline, which is a set of tools that allow the training of AI models

ased on assets, which users either generated locally or purchased from the marketplace. SED-

MARK improves upon most data space architectures by providing components for training AI

odels in a decentralised way, using techniques such as Federated Learning, Gossip Learning, or

plit Learning. SEDIMARK pipelines are fully customisable and can be tailored to the preferences

nd the technical expertise of users, allowing even novice users to deploy template pipelines,

hile expert users will be able to customise the settings of the modules, i.e. change values of

arameters, which models to be used, etc. 

Any transaction that takes place within SEDIMARK is stored in the Registry , which takes the

orm of a decentralised, immutable, non-repudiable and permissionless database. Providers reg-

ster their assets in the registry, providing descriptions of their offerings so that they will be

iscoverable by consumers. Each Provider has a local listing of their assets, which can be feder-

ted with the listings of other providers, helping form the “Catalogue”, which is a semantically

earchable distributed database constructed by crawling the registry to find new offerings and

hen getting the information from the local listings of the providers. 

One important component of the SEDIMARK architecture is the Open Data enabler, which

llows the connectivity of the SEDIMARK platform with external open data repositories so that
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Consumers can also search and get access to external non-SEDIMARK assets. The following sec-

tions of this paper provide more details about the functional components of SEDIMARK. 

The goal of SEDIMARK is to allow the providers to share their data while still keeping them

locally and having full control over who has access to them. The fact that providers will keep

their data locally enables them to keep using their own existing infrastructures where they store

and process the data they collect. The SEDIMARK toolbox, through the data curation pipeline and

the SEDIMARK connector ensures the smooth integration of the provider’s existing infrastructure

with the SEDIMARK marketplace. The data curation pipeline includes data loaders and interoper-

ability components that will connect the SEDIMARK platform with the providers’ infrastructures,

so that their data are injected into the SEDIMARK data processing pipeline to be converted to

interoperable formats before being shared in the marketplace. Several drawbacks can arise on

the side of providers including the following: (i) providers will need to download and install the

SEDIMARK toolbox in order to share their data on the marketplace; (ii) if the data format of the

data provider is not supported by SEDIMARK marketplace, the provider will need to implement

a data mapper that can convert the data to one of the data formats recognised by SEDIMARK;

(iii) data providers will need to account for additional storage space, since the data pipeline

converts the data to NGSI-LD format (for interoperability). 

5. SEDIMARK Technologies 

As specified in earlier sections, SEDIMARK leverages the concept of EU data spaces with a

focus on decentralising data assets while ensuring trust, intelligence, interoperability, and data

quality. Therefore, the SEDIMARK architecture comprises multiple components designed to ad-

dress specific aspects of these goals, facilitating secure and efficient data exchange within a de-

centralised marketplace. In the following sections, we describe each component in greater detail.

5.1. Decentralisation supported by DLT 

Following the principles of decentralisation, SEDIMARK addresses the growing demand for

secure and transparent data exchange in the global digital economy. Using DLT, the SEDIMARK

platform establishes a resilient and scalable infrastructure able to provide trustworthy, non-

repudiable and immutable information about participants and offerings within the marketplace.

In this sense, the decentralised architecture features a robust distributed ledger for managing

user identities and a blockchain foundation to foster tamper-resistant contracts. The use of a

distributed network eliminates a single point of failure, thereby enhancing the overall reliability

of the system and ensuring the continuous availability of marketplace assets. Moreover, the de-

centralised infrastructure supports standardised protocols for data exchange, enabling seamless

collaboration and data sharing across multiple platforms and participants. 

From an architectural point of view, the SEDIMARK decentralised marketplace leverages the

IOTA DLT infrastructure, which can be divided into two interacting layers. Layer 1 (L1) comprises

the IOTA ledger, also known as the Tangle [ 7 ], while Layer 2 (L2) contains the IOTA Smart Con-

tracts framework [ 17 ]. L1 is used for managing participant identities as well as for anchoring

L2 smart contract chains, while L2 handles the core business logic of the SEDIMARK market-

place, enabling trustworthy offering discovery and trading. Information within these layers is

distributed over a meshed network of nodes to allow decentralised access. In addition, partici-

pant identities follow the self-sovereign identity paradigm using decentralised identifiers (DIDs)

[ 18 ] and Verifiable Credentials (VCs) [ 19 ]. 

Fig. 2 depicts the interconnection of the DLT-related infrastructure, represented by the Tangle

and the Issuer(s) , and the gateway components within each participant domain, known as Con-

nectors . The figure shows the result of the tokenization of an offering in L2, which is represented

by a single Non-Fungible Token (NFT) and a set of Data Tokens (DTs). While the NFT provides
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Fig. 2. DLT-based asset exchange architecture. 
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rustworthy and immutable information that can later be used to build offering catalogues, DTs,

hich are linked to the NFT, are exchanged between the corresponding provider and consumers

uring the offering negotiation process. In addition, connectors rely on the Issuer(s) for creden-

ial validation. 

The decision to use NFTs and the associated DTs is mainly motivated by the fact that, this

ay, both the process of creation of an offering by a Provider and the process of purchase of the

sset associated with such an offering by a Consumer, can be managed through smart contracts

hat are deployed at the DLT network. In this sense, both processes are ruled by respective smart

ontracts implemented at L2 of the IOTA Tangle. Besides automatising and streamlining such key

arketplace processes, the decentralisation and auditability of such combined infrastructure (i.e.

LT and smart contracts) provides a solid ground for guaranteeing the trustworthiness among

he marketplace participants that these participants demand. Moreover, the immutability asso-

iated with the subjacent technology employed by the SEDIMARK marketplace guarantees that

iability can always be enforced in case of occurrence of a dispute among the parties involved

n any asset transaction. 

As a result, and from a functional perspective, this infrastructure serves as a foundation to

upport the following functionalities: i) management of participant identities; ii) offering meta-

ata management for catalogue generation; iii) storage of trust metadata; iv) tokenisation of

fferings; v) secure trading of assets among participants; and vi) interactions with participants’

allets. 

.2. AI-based tools for data processing and interoperability 

One of the key components of the SEDIMARK architecture is the Data Processing Pipeline

DPP), which aims to support the management of the “quality” of data assets. The DPP is a group

f components that provide support to users to understand their data, assess their quality, and



E. Duriakova, D. O’Reilly-Morgan and M. Bahri et al. / Data in Brief 61 (2025) 111757 11 

Fig. 3. Architecture for data processing pipelines. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

curate them, increasing both the data’s quality and its value before they are either shared in the

marketplace or further processed within the AI pipeline. 

The SEDIMARK DPP has been designed based on the concepts of modularity and extensibility.

The DPP is a modular pipeline, consisting of many components which can either work indepen-

dently serving specific goals, or can be grouped for use in more complex data processing scenar-

ios. This flexible plug-and-play pipeline allows for personalised data cleaning with user-defined

specific data cleaning steps (and their order). The pipeline is specifically designed so that all the

modules use the same input and output formats, and so can function together in any (reason-

able) order. For example, a user may decide to first run data deduplication, to remove duplicate

values, and then run outlier detection, while another user might want to run the modules in the

opposite order. 

The SEDIMARK DPP is built in Python, with interfaces supporting the extension of the

pipeline with new modules or new ML models. For example, the outlier detection module is

agnostic to the model used for detection, and a user can add a new model as long as the model

is invoked by the module in the same way as the base models supplied by SEDIMARK’s DPP,

similarly as in the PyOD [ 20 ] or TODS [ 21 ] libraries. Additionally, SEDIMARK DPP aims to cater

to both novice users who want to use default pipelines with pre-set values, and expert users

who can configure every step and module in the pipeline. 

For facilitating the minimum possible human intervention and the automation of the overall

pipeline, SEDIMARK also works on implementing state-of-the-art Automated Machine Learning

(AutoML) techniques. AutoML will be used for selecting the most appropriate models used in

the pipeline, choosing the best hyperparameter values for those models, and for feature engi-

neering, etc. [ 22 ]. Using libraries such as auto-sklearn and TPOT [ 23 ], the platform automatically

selects the most appropriate machine learning model (and their hyperparameter values) for the

data processing steps based on the characteristics of the dataset and user preferences. Exist-

ing AutoML tools are predominantly designed for static datasets and are unable to handle data

streams [ 24 ]. Innovative solutions will be developed to address this limitation in the context of

SEDIMARK’s data streams. These will extend current methodologies for data cleaning and also

real-time AI-driven analytics, ensuring continuous and efficient processing of streaming data. 

As shown in Fig. 3 , the pipeline consists of modules for data profiling, curation, quality evalu-

ation, orchestration, feature engineering, semantic enrichment, etc. The main module that man-
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ges the overall pipeline is the data orchestrator , which translates the user commands and in-

uts into separate processing steps, running them either in parallel or sequentially by executing

he respective modules. Within the current implementation of the SEDIMARK DPP, the mage.ai

ramework [ 25 ] is integrated as an orchestrator, providing a simple user interface to define and

un the pipeline components. 

An example process for the execution of the pipeline is shown in Fig. 3 . The sequence of steps

s as follows: (i) the user interacts with the data processing dashboard to define the dataset

hey want to process and the processing actions they want to execute, (ii) the orchestrator ex-

cutes the step to load the data from storage in various formats (i.e. xls, csv, json) and send it

o the Context Broker [ 26 ], where it is converted into NGSI-LD format to ensure interoperability

cross different data sources. This common data model enables seamless integration, allowing

ata from diverse domains to be processed uniformly.The data is then converted into the proper

ormat (Pandas Dataframe) to be used in the data pipeline, (iii) the pipeline execution steps

re applied based on the defined Directed Acyclic Graph (DAG), (iv) the resulting dataset is an-

otated appropriately and converted back to NGSI-LD to maintain interoperability and (v) the

ataset is sent to the Context Broker and either stored locally or shared within the marketplace

Hence, interoperability at data level is supported by employing the NGSI-LD standard for

echnical interoperability and Smart Data Models for semantic interoperability. Note that the

GSI-LD is currently the only data format supported by SEDIMARK; however, as future work,

e aim to extend SEDIMARK to provide an option to data providers to publish data format-

ers for alternative data formats. Moreover, as it will be presented in Section 4.5 , at metadata

evel, interoperability is supported through the adoption of the SEDIMARK Marketplace ontology,

hich has been defined leveraging well-known ontologies (e.g. DCAT-AP, ODRL, DCT, etc.). This

ntology is used by providers to describe the data and service assets that they make available

t the Marketplace. 

The Processing steps of the DAG that are executed are for (i) data profiling, identifying statis-

ics about the dataset, the types of columns, ranges of values, etc, (ii) outlier detection, removing

utliers, anomalies or noise, applying libraries, such as PyOD [ 20 ] and TODS [ 21 ] (iii) dedupli-

ation, removing duplicate values, applying either method from the RecordLinkage library [ 27 ]

r using LLM-based techniques [ 28 ], (iv) missing value imputation, completing values or rows of

alues that are missing to convert it to a complete dataset, applying models from Scikit-Learn

 29 ] and (v) data augmentation, augmenting the data with synthetic values for balancing the

ataset, removing biases and increasing the fairness of the labels. The final step is data quality

valuation, in which several data quality metrics [ 30 ] are used to assess the quality of the data

nd provide statistics and in-depth insights about the dataset to the user. 

Once the data have been cleaned and prepared, they are annotated with meta information

xtracted during the pipeline process. During the mapping process, the data mapper enriches

he data with annotations derived from the previous steps (mainly, the data cleaning one). These

nnotations are incorporated into the data representation based on the Data Quality Assessment

odel from Smart Data Models 5 , ensuring that the data are reliable and properly annotated for

uture use following established standards. 

.3. AI pipeline and distributed AI for data analytics 

The AI pipeline in SEDIMARK provides a comprehensive and modular solution for building,

raining, and optimizing machine learning (ML) models. This pipeline supports both local and

istributed training, enabling participants to perform collaborative analytics without compro-

ising data sovereignty. By integrating state-of-the-art methodologies, the AI pipeline ensures

fficiency, scalability, and usability for a diverse range of users, from novices to ML experts.

raining can be performed both locally, or in a distributed manner with the collaboration of
5 https://github.com/smart-data- models . 

https://github.com/smart-data-models
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Fig. 4. Architecture for AI pipelines. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

multiple participants. The pipeline, as shown in Fig. 4 handles the complete ML lifecycle, from

loading and processing data (in collaboration with the Data Processing Pipeline) to training and

optimising ML models. The pipeline is integrated with MLflow [ 31 ], a modular framework to

track experiments, store metadata, and optimise training resources. Users can monitor key met-

rics such as accuracy, loss, and resource utilisation. 

The AI pipeline of SEDIMARK includes components for model training and for optimising

data efficiency during training, employing techniques for (i) coreset selection [ 32 ] to identify

small representative samples in the data and avoid training models with huge datasets, (ii) data

distillation [ 33 ] to reduce the dataset sizes by creating smaller synthetic datasets with the same

information as the original ones, and (iii) dimension reduction [ 34 ] to minimise the dimensions

of the feature space. Additionally, the AI pipeline includes techniques for optimising ML models

for real-time inference on edge devices with (i) quantisation [ 35 ], for decreasing the size of the

models and saving energy during inference, and (ii) pruning [ 36 ], for sparsifying the computa-

tional graph and reducing both inference cost and memory usage. 

As discussed in Section 3 , decentralisation is a key feature of SEDIMARK. To support this,

SEDIMARK employs techniques for the distributed training of machine learning models, so that

participants can train models collaboratively using similar datasets, without the need to trans-

fer raw data to a central location. This can be achieved using techniques such as (i) Federated

Learning (FL) [ 37 , 38 ] and (ii) Gossip Learning (GL) [ 39–41 ]. 

(i) FL supports decentralised machine learning with the use of a central server that acts as an

orchestrator for the training process. At the same time, SEDIMARK users perform local training

on their local data (or data purchased from the marketplace) and send model parameters to the

central server for aggregation and computation of the global model. 

On the other hand, (ii) GL uses a peer-to-peer architecture (without the central server) to

carry out the decentralised learning process. In this approach, SEDIMARK users train their local

models on their data and only communicate with a subset of local “neighbours”, sending their

latest model parameters and then aggregating the parameters they receive from their neigh-

bours. 

In SEDIMARK, decentralised AI is supported by two independent frameworks: (i) deFLight

and (ii) FLEVIDEN . Both frameworks aim to support the modular development of distributed AI

approaches in an agnostic way, offering the flexibility to easily choose between the two [ 42 ]: 

deFLight : is a lightweight distributed ML framework supporting both FL and GL. This frame-

work is built in Python and facilitates the distributed AI training process with a straightforward

communication protocol for transmitting training instructions, model structures and weights, as

well as relevant model metadata. 

FLEVIDEN : is a flexible and extensible tool for defining computational graphs that repre-

sent FL agents and their operations. The core element of FLEVIDEN is the Pod, which connects
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hrough input and output wires to form a federated computational graph. The essential opera-

ions in FLEVIDEN include creating and linking pods, receiving messages, and sending messages

o external systems. 

.4. Secure and privacy-preserving data storage and sharing 

The SEDIMARK platform handles several storable artefacts that are generated or used by Par-

icipants. These artefacts include (i) data assets (datasets, data streams, intermediate process-

ng artefacts), (ii) AI assets (AI Models, model weights, training descriptions, services), (iii) mar-

etplace assets (participants’ Self-Listings - lists of assets they share through the marketplace-,

fferings and their cryptographic hashes from Self-Listings, offering descriptions), and (iv) DLT

ssets (verifying credentials - VCs and smart contracts). 

The persistence mechanism adopted for the various artefacts differs. Data Assets are nor-

ally stored through either data brokers that adopt an underlying relational store compatible

ith time-series data, which mainly holds bulk data, or an in-memory means for buffering

tream data points. AI Model Assets are stored in an Object store and exposed within the tool-

ox via an AWS S3-compatible API [ 43 ]. Offerings are stored in a document store in the case

f Self-listings, and in triple stores in the case of the Catalogue, which are exposed through

 SPARQL endpoint [ 44 ] and HTTP Graph Protocol [ 45 ] interface. For DLT and Trust artefacts,

 distributed flat-file system approach is specified, which supports frequent access, such as

PFS [ 46 ]. 

The SEDIMARK platform approaches the storage of Assets and artefacts in a decentralised

anner, where, within each node, both local and distributed storage branches exist. As illus-

rated in Fig. 5 , local storage handles the basic storage needs for the data provider to persist their

ata and AI Model assets, Self-listings for Offering descriptions, and artefacts created throughout

he data processing pipeline. The distributed storage element handles the storage of artefacts

enerated by data providers and is shared through the Marketplace, as well as the Offerings

or the Local Catalogue hosted within a Participant’s domain, which will be used by the Global

atalogue as a source of Offerings to be advertised. Access to the Assets from outside of the

articipant’s Toolbox is controlled by the permissions set in the Offering Contracts via the Data

pace Enabler (DSE) described below. 

.5. Secure and fair access to data 

SEDIMARK aims to ensure that exchanged assets are shared securely, with access and us-

ge governed by a transparent and fair set of guidelines that all participants must adhere to.

o do so, SEDIMARK defines the Data Space Enabler (DSE), a core component based on the

onnector concept from the IDS standard [ 47 ], which acts as the primary gateway for any par-

icipant interacting with a Marketplace, ensuring secure and trustworthy exchanges of digital

ssets. 

In SEDIMARK, assets are encapsulated within Offerings, which are structured using a JSON-

D [ 48 ] semantic data model. Offerings represent assets in a marketplace and provide detailed

escriptions of how to access, retrieve, and use them, along with the conditions governing their

se. Marketplace participants can then adopt the role of Consumers or Providers, managing in-

eractions involving offerings throughout their entire lifecycle, which can be divided into three

ain phases: 

Offering Management : This phase involves activities related to creating and registering Of-

erings (by Providers) and discovering existing Offerings (by Consumers). While creating an Of-

ering involves semantically formatting an asset description, registration ensures trustworthiness

y persisting an endpoint to the Offering and its hash into the SEDIMARK DLT. Interoperability

t metadata level is also promoted at this stage through the adoption of the SEDIMARK Market-
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Fig. 5. Storage enablement for local and distributed artefacts. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

place ontology. 6 It covers the fundamental concepts needed for the registration and the discov-

ery and exchange of offerings and assets. Providers use this ontology to describe their Offerings,

which is fundamentally a combination of an asset description and the policies to access that

asset, while Consumers can leverage the richness of the underlying model to discover the Of-

ferings that best fit their needs within the catalogue. Extensibility of the model is also ready

to host domain-specific attributes which could be used for domain-specific marketplaces with

specialized participants such domain-specific search parameters. 

Negotiation : Before any asset exchange takes place, participants must negotiate the terms

and conditions under which the assets in the Offering will be accessed and used. Each Offering

includes a set of policies defined through ODRL [ 49 ], a data model for digital assets. Consumers

may propose modifications to these terms, which Providers can accept or reject. Upon finalising

the negotiation, a legally binding agreement is recorded on the DLT, and the relevant authorisa-

tion rules are established for the Consumer’s access. 

Asset Exchange : As the final step, Consumers gain access to the digital assets negotiated

through DSE, which facilitates the exchange. To this end, the DSE enforces compliance with the

agreed-upon rules, ensuring that all negotiated terms are met. SEDIMARK doesn’t deal with Dig-
6 https://sedimark.github.io/ontology/ . 

https://sedimark.github.io/ontology/
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tal Rights Management (DRM) and only protects data access using access control policies en-

orced at the DSE. SEDIMARK doesn’t deal with Digital Rights Management (DRM) and only pro-

ects data access using access control policies enforced at the DSE. Policies ruling the Remote

ccess control enforced at the DSE are published within the registered Offering (typically de-

cribed in ODRL) and can be negotiated between the participants, but once the agreement is

ade, access to the corresponding asset has to conform with such policies. 

Fig. 2 illustrates the negotiation and asset exchange architecture. It details the sequential

teps between components starting from the initial negotiation phase, where parties agree on

he terms and conditions, to the final asset exchange phase, ensuring transparency and security.

.6. Findable data in SEDIMARK 

To ensure the compliance with FAIR principles set up by the EU commission, SEDIMARK also

ncorporates content-based Recommender Systems (RS) [ 50 ]. The goal of the RS is to allow users

o quickly find relevant datasets within the SEDIMARK platform. This is achieved through two

cenarios, (i) using user-defined queries to search for relevant assets; and (ii) finding similar as-

ets based on a specific given asset. Content-based RS produce their recommendations based on

ertain content associated with an item. In SEDIMARK, each asset is described using an asset

etadata and the RS uses this metadata to navigate among available assets to retrieve the most

elevant asset based on the user’s need. Therefore, in SEDIMARK, language models are used to

erform the content-based RS. In particular, SEDIMARK comes with several RS algorithms based

n latent semantic indexing [ 51 ] or sentence transformers models [ 52 ]. This allows users to

exibly choose between RS based on their needs. Overtime, as SEDIMARK will become more

ature and a decent amount of past user interactions will be collected, a collaborative filtering

S models [ 53 ] will be added to SEDIMARK. These models take into account past user history

nd find similar users in terms of behaviour. This in turn will allow the model to recommend

ore personalised assets without the need of explicit search by the user. Further, similarly as

n the decentralised ML training supported by SEDIMARK, the RS will also operate in a decen-

ralised manner, scanning periodically for new assets and storing appropriate indexing of assets

n a decentralised way. 

.7. Ethical data incentivisation and monetisation schemes 

Ethical Data Incentivisation and Monetisation Schemes [ 54 ] refer to approaches that encour-

ge data sharing and generate value from data while adhering to ethical principles and respect-

ng individual privacy rights. In the context of European data spaces, these schemes aim to create

 framework for responsible data usage that balances economic benefits with ethical considera-

ions. 

Ethical data schemes prioritise transparency in data collection and usage practices. Organ-

sations must obtain explicit consent from individuals before collecting and monetising their

ersonal data. This is achieved by clearly explaining how data will be used, with easily under-

tandable privacy notices and offering options for data privacy preferences, including opt-out

echanisms. 

To implement these schemes in a marketplace such as SEDIMARK, several aspects must be

aken into account. Compliance with the General Data Protection Regulation (GDPR) is funda-

ental, including obtaining explicit consent for data processing, respecting data subject rights,

nd maintaining detailed records of data processing activities. For that purpose, data anonymi-

ation and aggregation techniques, such as data masking, encryption, and pseudonymisation, are

eing proposed as part of the SEDIMARK toolbox to remove personally identifiable information

rom datasets. 

Fair compensation models are made possible to ensure that individuals and enterprises, es-

ecially SMEs, are appropriately rewarded for the value their data provides. This could involve
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monetary compensation, discounts, other incentives, or enhanced services and features, and is

identified as a requirement for the SEDIMARK Marketplace enabler. 

Finally, regular audits and updates are necessary to ensure ongoing compliance with ethical

standards and evolving regulations. This includes reviewing data collection and usage practices,

updating privacy policies and consent mechanisms, and adapting to new technologies and con-

sumer needs. The use of a distributed, DLT-based architecture in SEDIMARK contributes to this

policy by providing audit trail records of actions made upon datasets. 

SEDIMARK also aims to foster transactions between its participants by introducing a rating

system, allowing users to provide feedback and reviews on the offerings they consume. Providers

are therefore incentivised to improve the quality of their data assets using the data quality

pipeline in the SEDIMARK toolbox. 

6. Conclusion 

This paper describes an overview of the architecture of SEDIMARK, which is a decentralised

marketplace for sharing data and service assets in data spaces. SEDIMARK has a strong focus on

decentralisation, trust, intelligence, interoperability and data quality. SEDIMARK leverages dis-

tributed ledger technology (DLT) to ensure the integrity of information by providing trustwor-

thy, non-repudiable, and immutable records of transactions. The architecture consists of compo-

nents for (i) AI-based data processing and quality improvement, (ii) training and optimising AI

models both locally and in a distributed way, (iii) secure, privacy-preserving data storage and

sharing, (iv) secure and fair access to data, through the SEDIMARK connector, inspired by the

IDSA, (v) improved user experience through a recommender system that enhances asset discov-

ery, and (vi) ethical data incentivisation and monetisation schemes, focusing on creating specific

strategies to ensure fair data sharing and value generation, while adhering to rigorous ethical

guidelines to promote responsible data usage. The SEDIMARK platform is modular and extensi-

ble and caters to different types of users. The SEDIMARK tools are under development and will

be released as open-source on the project’s GitHub page. 7 
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