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ABSTRACT
In this paper we consider the problem of blind estima-

tion of time-varying multiple-input multiple-output (MIMO)
channels under space-time block coded (STBC) transmis-
sions. Firstly, the time-varying channel is deterministically
represented by means of a basis expansion model (BEM),
which reduces the number of parameters to be estimated.
Secondly, the STBC structure is exploited to blindly re-
cover the channel parameters by means of a subspace tech-
nique, which reduces to the solution of a generalized eigen-
value problem (GEV). Unlike previous approaches, the pro-
posed method provides very accurate results even for non-
orthogonal STBCs and high Doppler frequencies, which is
illustrated by means of some numerical examples.

1. INTRODUCTION

In the last ten years, several families of STBCs have been
proposed to exploit the spatial diversity in MIMO systems
[1, 2]. A common assumption for most of the STBCs is
that perfect channel state information is available at the re-
ceiver, which has motivated an increasing interest in blind
channel estimation algorithms [3–5]. The main advantage of
blind techniques resides in their ability to avoid the penalty
in bandwidth efficiency or signal to noise ratio (SNR) associ-
ated, respectively, to training based approaches or differential
techniques [6–8].

Although the literature on blind and semiblind chan-
nel estimation under STBC transmissions is abundant [3–5],
only a few works have considered the problem of time-
varying channels. On the one hand, in [9–11] the authors
have applied several semiblind techniques, originally de-
signed for static channels, to the tracking of slow-varying
MIMO channels. On the other hand, in the particular case
of orthogonal STBCs (OSTBCs), several adaptive versions
of the blind technique in [3] have been recently proposed
[12–14]. However, these techniques are limited to very slow-
varying channels and most of them rely on the periodic trans-
mission of pilot symbols.

In this paper we propose a technique for the blind estima-
tion of time-varying MIMO channels under STBC transmis-
sions. Specifically, the time-varying channel is deterministi-
cally modeled through a basis expansion model (BEM) [15]
(see also [16]), which allows us to reduce the number of pa-
rameters to be estimated. The BEM parameters are estimated
by means of a subspace method, which is inspired by the un-
constrained blind maximum likelihood decoder and reduces
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to the extraction of the eigenvector associated to the largest
eigenvalue of a GEV. Thus, the proposed technique is able to
fully exploit both the parametric representation of the chan-
nel and the structure induced by the STBC. Furthermore,
since it is solely based on the second order statistics (SOS)
of the observations, it is independent of the particular signal
constellation and therefore it can be directly applied when
the sources have been precoded in order to exploit the tem-
poral diversity [16]. Finally, the performance of the proposed
method is illustrated by means of some simulation examples.

2. DATA MODEL

Throughout this paper we will use bold-faced upper case let-
ters to denote matrices, e.g., X, with elements xi, j; bold-
faced lower case letters for column vector, e.g., x, and light-
faced lower case letters for scalar quantities. Superscript ˆ(·)
will denote estimated matrices, vectors or scalars, the iden-
tity matrix of dimension p will be denoted as Ip, and 0 will
denote the zero matrix of the required dimensions. The su-
perscripts (·)T and (·)H denote transpose and Hermitian. The
real and imaginary parts of a matrix A are denoted as ℜ(A)
and ℑ(A). The trace and Frobenius norm will be denoted as
Tr(A) and ‖A‖, respectively. Finally, the column-wise vec-
torized version of matrix A will be denoted as vec(A), and
⊗ will denote the Kronecker product.

2.1 Review of Space-Time Block Coding Systems
Let us consider a flat-fading multiple-input multiple-output
(MIMO) system with nT transmit and nR receive antennas.
Assuming that the sources are encoded with a linear space-
time block code (STBC) transmitting M information symbols
during L uses of the channel (transmission rate R = M/L), the
n-th block of data can be expressed as

S(s[n]) =
M′

∑
k=1

Cksk[n],

where1 M′ = 2M, s[n] = [s1[n], . . . ,sM′ [n]]T contains the real
and imaginary parts of the M information symbols, and Ck ∈
CL×nT , k = 1, . . . ,M′, are the code matrices.

A common assumption for all the STBC systems is that
the MIMO channel remains constant during the L channel
uses. Thus, considering N consecutive STBC data blocks,
the complex signal at the nR receive antennas can be written,

1We consider the general case of complex STBCs. In the particular case
of real codes we have M′ = M.
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for n = 0, . . . ,N−1, as

Y[n] = S(s[n])H[n] =
M′

∑
k=1

Wk(H[n])sk[n]+N[n], (1)

where H[n] ∈ CnT×nR represents the time-varying MIMO
channel, N[n] ∈ CL×nR is the white complex noise with zero
mean and variance σ2, and

Wk(H[n]) = CkH[n], k = 1, . . . ,M′.

Defining now y[n] = vec(Y[n]), eq. (1) yields

y[n] = W(h[n])s[n]+n[n], n = 0, . . . ,N−1,

where h[n] = vec(H[n]), n[n] = vec(N[n]), and W(h[n])
can be seen as the n-th complex equivalent channel, whose
k-th column is given by

vec(Wk(H[n])) = Dkh[n], k = 1, . . . ,M′,

with Dk = InR⊗Ck. However, in order to exploit the improp-
erty2 of the sources s[n] ∈ RM′×1 we will use the following
real data model

ỹ[n] = W̃(h̃[n])s[n]+ ñ[n], n = 0, . . . ,N−1,

where h̃[n] =
[
ℜ(hT [n]),ℑ(hT [n])

]T , ỹ[n] and ñ[n] are de-
fined analogously to h̃[n], the n-th real equivalent channel
W̃(h̃[n]) =

[
ℜ
(
WT (h[n])

)
ℑ
(
WT (h[n])

)]T is given by

W̃(h̃[n])︸ ︷︷ ︸
2LnR×M′

=
[
D̃1h̃[n] D̃2h̃[n] · · · D̃M′ h̃[n]

]
, (2)

and the extended code matrices are

D̃k =
[

ℜ(Dk) −ℑ(Dk)
ℑ(Dk) ℜ(Dk)

]
︸ ︷︷ ︸

2LnR×2nT nR

, k = 1, . . . ,M′.

Finally, we must note that the properties of a particu-
lar STBC are determined by the equivalent channel matrices
W̃(h̃[n]). For instance, in the case of OSTBCs, these matri-
ces satisfy

W̃T (h̃[n])W̃(h̃[n]) = ‖H[n]‖2 IM′ , ∀H[n], (3)

which, under a Gaussian distribution for the noise, reduces
the maximum-likelihood (ML) receiver to [1]

ŝML[n] =
W̃T (h̃[n])ỹ[n]
‖H[n]‖2 .

2.2 Channel Model
As previously pointed out, the MIMO channel is assumed to
be static during the transmission of a STBC block, which im-
plies that the channel variations are relatively slow. In other
words, we can assume that the n-th MIMO channel H[n]
is correlated with the previous and past channels H[m], for

2Note that the source vectors s[n] are real and the equivalent channels
W(h[n]) are complex.

m = 0, . . . ,N. Under this assumption, the MIMO channel will
be well approximated by the basis expansion models (BEM)
introduced in [15, 16]. Specifically, we consider that there
exists an orthogonal low-rank basis F ∈ CN×Lc such that the
N consecutive MIMO channels H[n] can be deterministically
modeled as  H[0]

...
H[N−1]


︸ ︷︷ ︸

H

= (F⊗ InT )︸ ︷︷ ︸
F

Θ1
...

ΘLc


︸ ︷︷ ︸

Θ

, (4)

where Lc ≤ N is the number of parameters controlling the
complexity of the model and Θ ∈ CLcnT×nR is the param-
eter matrix defining the MIMO channel. Thus, the BEM
exploits the correlation among the N MIMO channels H[n],
n = 0, . . . ,N−1, which suggests that blind techniques based
on this model will provide better results than differential ap-
proaches, which only consider H[n]'H[n−1].

As a particular basis, the columns of F can be selected as
the Fourier vectors of length N at normalized frequencies

ωk =
π (2k +1−Lc)

N
, k = 0, . . . ,Lc−1,

which models time-varying channels with maximum normal-
ized Doppler shift [15, 16]

fD =
fc

fs

vmax

vlight
=

Lc−1
2NL

,

where fc and fs denote the carrier and symbol frequencies,
vmax is the maximum relative velocity between the transmit-
ter and the receiver, and vlight is the speed of light.

3. PROPOSED BLIND CHANNEL ESTIMATION
TECHNIQUE

Recently, several efforts have been made in order to blindly
recover the source, or the time-varying channel, under STBC
transmissions. However, the proposed approaches reduce
to adaptive versions [12–14], or even to a direct applica-
tion [9–11], of (semi)-blind techniques specifically designed
for static MIMO channels.

In this section we propose a new technique which com-
pletely exploits both the structure of the transmitted signals
(induced by the STBC) and the parametric representation of
the time-varying MIMO channel. The proposed approach re-
duces to the extraction of the main eigenvector of a GEV, and
since it is solely based on the SOS of the observations, it is
independent of the specific signal constellation. Therefore, it
can be directly applied even when the sources s[n] have been
linearly precoded to exploit the temporal diversity [16].

3.1 Preliminaries

Let us consider a Gaussian distribution for the noise and a set
of N data blocks at the receiver side. The unconstrained max-
imum likelihood (UML) estimator of the channel parameters
and the information symbols can be formulated as

{
Θ̂UML, ŝUML[n]

}
= argmin

Θ,s[n]

N−1

∑
n=0

∥∥ỹ[n]−W̃(h̃[n])s[n]
∥∥2

.
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Thus, under the mild assumption3 of full-column rank equiv-
alent channels W̃(h̃[n]), and after solving for s[n], the above
criterion can be rewritten as

Θ̂UML = argmax
Θ

N−1

∑
n=0

ỹT [n]Ũ(h̃[n])ŨT (h̃[n])ỹ[n], (5)

where Ũ(h̃[n]) ∈ R2LnR×M′ is an orthogonal basis for the
subspace spanned by W̃(h̃[n]). Furthermore, taking into ac-
count that Ũ(h̃[n])ŨT (h̃[n]) is the projection matrix onto the
cited subspace, the UML decoder can be viewed as a sub-
space method which amounts to maximizing the energy of
the projection of the observations ỹ[n] (or empirical signal
subspace) onto the parameter-dependent signal subspace de-
fined by the equivalent channels W̃(h̃[n]). Finally, the right-
hand side term in (5) can be bounded by

N−1

∑
n=0

ỹT [n]Ũ(h̃[n])ŨT (h̃[n])ỹ[n]≤
N−1

∑
n=0
‖ỹ[n]‖2 ,

and it is clear that, in the absence of noise, the equality is
attained by the actual MIMO channels.

3.2 Proposed Criterion
In a general situation the dependency of Ũ(h̃[n]) with h̃[n]
is not trivial, and the solutions of the UML decoder can not
be obtained in closed-form. Here, we propose an alternative
subspace method based on the following criterion

Θ̂ = argmax
Θ

N−1

∑
n=0

Tr
(
W̃T (h̃[n])ỹ[n]ỹT [n]W̃(h̃[n])

)
,

s.t.
N−1

∑
n=0

∥∥W̃(h̃[n])
∥∥2 ‖ỹ[n]‖2 = M′, (6)

i.e., we propose to maximize the projection of the parameter-
dependent signal subspace onto the empirical signal sub-
space.

Here, we must note that the energy constraint in (6) does
not only avoid trivial solutions, but also ensures that, in the
case of OSTBCs (see eq. (3))

N−1

∑
n=0

Tr
(
W̃T (h̃[n])ỹ[n]ỹT [n]W̃(h̃[n])

)
≤

≤
N−1

∑
n=0

∥∥W̃(h̃[n])
∥∥2

M′
‖ỹ[n]‖2 = 1,

where the equality is attained, in the absence of noise, by the
actual MIMO channels, i.e., the theoretical solutions of the
proposed criterion are those of the UML decoder.

Unfortunately, in the case of general STBCs the above
criterion is not necessarily maximized by the true MIMO
channels. This can be seen as a consequence of the non-
orthogonality of the equivalent channels W̃(h̃[n]), which
provokes spurious channel estimates trying to concentrate
most of the energy of W̃(h̃[n]) along the direction defined by
the observed vector ỹ[n]. However, taking into account that
the maximization is simultaneously made for the N channels

3This condition is satisfied by the most common STBCs.

H[n], and that in a practical situation the number of parame-
ters is Lc << N, we see that in general there are not enough
degrees of freedom to select the spurious MIMO channels.
Therefore, as it will be shown in the simulations section, in
practice the proposed criteria provides very accurate channel
estimates even for non-orthogonal codes.

3.3 Practical Implementation

Unlike Ũ(h̃[n]), the dependency of W̃(h̃[n]) with respect to
h̃[n] is explicitly given by (2), which allows us to rewrite (6)
as

Θ̂ =argmax
Θ

N−1

∑
n=0

h̃T [n]Ξ[n]h̃[n],

s.t.
N−1

∑
n=0

h̃T [n]Ψ[n]h̃[n] = M′,

where

Ξ[n] =
M′

∑
k=1

D̃T
k ỹ[n]ỹT [n]D̃k, Ψ[n] = ‖ỹ[n]‖2

M′

∑
k=1

D̃T
k D̃k.

Now, taking into account the channel model in (4), and defin-
ing the vectors θk = vec(Θk), θ̃k =

[
ℜ(θ T

k ),ℑ(θ T
k )
]T and

θ̃ =
[
θ̃ T

1 , . . . , θ̃ T
Lc

]
, the final channel estimation criterion is

ˆ̃
θ = argmax

θ̃

θ̃
T Ξθ̃ , s.t. θ̃

T Ψθ̃ = M′,

where

Ξ =
N−1

∑
n=0

ΩT [n]Ξ[n]Ω[n], Ψ =
N−1

∑
n=0

ΩT [n]Ψ[n]Ω[n],

and the matrices Ω[n] are obtained from the n-th row (fT [n])
of the orthogonal basis F as

Ω[n] = ℜ(fT [n])⊗ I2nT nR +ℑ(fT [n])⊗
[

0 −InT nR
InT nR 0

]
.

Thus, the estimate of the channel parameters ˆ̃
θ is obtained,

up to a real scalar, as the eigenvector associated to the largest
eigenvalue β of the following generalized eigenvalue prob-
lem (GEV)

Ξ ˆ̃
θ = βΨ ˆ̃

θ .

4. SIMULATION RESULTS

In this section the performance of the proposed technique is
illustrated by means of some Monte-Carlo simulations. In
all the experiments we have used nT = 4 transmit antennas
and STBCs with length L = 4, the source signals belong to
a QPSK constellation, the channel parameters Θ have been
generated as i.i.d. Gaussian random variables, and we com-
pare the performance of a MMSE detector with perfect chan-
nel knowledge and with the channel estimates provided by
the proposed technique. The parameter controlling the com-
plexity of the BEM has been selected as Lc = 5, which trans-
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Figure 1: Evolution of a time-varying channel during 100
symbol periods. Lc = 5, N = 128, L = 4, fD ' 3.9 ·10−3.
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Figure 2: MSE in the channel estimate of the proposed tech-
nique. OSTBC, nT = 4, nR = 2, M = 3, L = 4 and Lc = 5.

lates into normalized Doppler frequencies of

fD =
1

2N
,

and we have used different data block sizes (N =
32,64,128,256). As an example, Fig. 1 shows the evolu-
tion of the absolute value of four channel coefficients during
the transmission of 25 STBC blocks (100 symbol periods)
with N = 128 ( fD ' 3.9 ·10−3). As can be seen, although the
MIMO channel can be considered static during the transmis-
sion of a STBC block, the proposed blind channel estimation
technique is able to work with fast-varying channels.

4.1 Results for Orthogonal Codes (OSTBCs)
In the first set of experiments we consider a system with
nR = 2 receive antennas using the OSTBC presented in Eq.
(7.4.10) of [1], whose parameters are M = 3 and L = 4
(R = 3/4). Fig. 2 shows the mean square error (MSE) of
the channel estimates as a function of the signal to noise ra-
tio (SNR). As can be seen, the proposed technique is able to
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Figure 3: Bit error rate after MMSE decoding. OSTBC, nT =
4, nR = 2, M = 3, L = 4 and Lc = 5.
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Figure 4: MSE in the channel estimate of the proposed tech-
nique. QSTBC, nT = nR = M = L = 4 and Lc = 5.

blindly recover the channel and, as it was expected, the accu-
racy of the estimates increases with the temporal coherency
of the channel, which increases with N. On the other hand,
Fig. 3 shows the bit error rate (BER) after MMSE decoding,
where we can see that for moderate Doppler frequencies, the
performance of the proposed technique is close to that of the
receiver with perfect channel knowledge.

4.2 Results for Non-Orthogonal Codes

The previous experiments have been repeated for a system
with the quasi-orthogonal STBC (QSTBC) proposed in [2]
(nT = M = L = 4) and nR = 4 receive antennas. The MSE
in the channel estimate is shown in Fig. 4, where we can
see that the non-orthogonality of the equivalent channels
W̃(h̃[n]) provokes a noise-floor in the channel estimates.
However, the noise floor decreases with the temporal coher-
ence of the channel and, as can be seen in Fig. 5, for practi-
cal SNRs and Doppler frequencies, the system performance
is dominated by the noise and not by the errors in the channel
estimate.
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Figure 5: Bit error rate after MMSE decoding. QSTBC, nT =
nR = M = L = 4 and Lc = 5.

5. CONCLUSIONS

In this paper a new subspace method for blind estimation of
time-varying channels under STBC transmissions has been
proposed. Specifically, the time-varying MIMO channel has
been deterministically represented by means of a basis ex-
pansion model, which permits the reduction of the number
of parameters to be estimated. The proposed technique is
solely based on the SOS of the received signals, and there-
fore it is independent of the specific signal constellation. Fur-
thermore, its computational complexity reduces to the ex-
traction of the main eigenvector of a generalized eigenvalue
problem and, unlike previous approaches, it is able to re-
cover the channel in a completely blind manner even for non-
orthogonal STBCs. Finally, the performance of the proposed
technique has been illustrated by means of some numerical
examples.
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