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Abstract Heterogeneous systems composed by a CPU and a set of different hardware
accelerators are very compelling thanks to their excellent performance and energy
consumption features. One of the most important problems of those systems is the
workload distribution among their devices. This paper describes an extension of the
Maat library to allow the co-execution of a data-parallel OpenCL kernel on a hetero-
geneous system composed by a CPU and an Intel Xeon Phi. Maat provides an abstract
viewof the heterogeneous systemaswell as set of load balancing algorithms to squeeze
the performance out of the node. It automatically performs the data partition and dis-
tribution among the devices, generates the kernels and efficiently merges the partial
outputs together. Experimental results show that this approach always outperforms the
baseline with only a Xeon Phi, giving excellent performance and energy efficiency.
Furthermore, it is essential to select the right load balancing algorithm because it has
a huge impact in the system performance and energy consumption.
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1 Introduction

One of themost important challenges of high-performance computing today is to reach
Exascale computers. Nowadays one of the most promising ways is the use of cluster-
based architectures with nodes that have great computing capacity. These nodes are
based on multi-core processors and include hardware accelerators, such as GPUs or
Intel Xeon Phi.

Nonetheless, these nodes introduce new challenges, because the use of accelerators
turns them heterogeneous. Hence, the software development to efficiently exploit all
the available resources has to take into account this heterogeneity. Therefore, the
use of a portable programming language on heterogeneous platforms is mandatory.
Open Computing Language (OpenCL) [14] is a framework for developing programs
to be executed across heterogeneous platforms such as many-core and multi-core
architectures.

However, when using OpenCL, the programmer is responsible for explicitly select-
ing and managing the devices as well as for partitioning the data among them.
Therefore, load balancing becomes one of the most challenging problems, having
a tremendous impact on performance and programmability. The objective of load
balancing algorithms is distributing the workload proportionally to the devices’ com-
putational power. This problem is more acute in heterogeneous systems with irregular
applications.

This paper extends Maat [12] to allow the co-execution of massively data-parallel
kernels on heterogeneous systems composed by a multi-core CPU and an Intel Xeon
Phi accelerator. Maat is an OpenCL library that provides the programmer with a uni-
fied and abstract view of the heterogeneous system that guarantees code portability.
Furthermore, Maat provides a set of load balancing algorithms that allow the program-
mer to choose the most appropriate depending on the behaviour of the application at
hand. In this paper, a diverse set of applications is considered. They are grouped as
regular, when every work unit represents the same running time, and irregular, if dif-
ferent work units have different running times. This decision is critical in order to
achieve the best performance and energy efficiency, with different applications, as
will be shown in Sect. 6. Experiments show results close to the optimum achievable,
reaching an efficiency of at least 0.97 and 0.85 per benchmark for both regular and
irregular applications, respectively. The power consumption show savings up to 25
and 50% for regular and irregular ones.

The remainder of the paper is structured as follows. Section 2 introduces some basic
concepts that are important to the article. Section 3 describes the main characteristics
of the three load balancing techniques. Section 4 explains the extensions developed on
Maat library. Next, in Sects. 5 and 6 the methodology and evaluation of the algorithms
are explained with a performance and energy evaluation of the three load balancing
algorithms with different benchmarks. Then, in Sect. 7 the state of the art is presented,
and multiple studies have been analysed and compared with our work. Finally, Sect.
8 summarises the main conclusions and future work.
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2 Background

OpenCL is an open standard for portable parallel programming on heterogeneous
architectures, so that applications written in OpenCL can run on different architectures
without code modification. A major benefit of using OpenCL is that the same code
can be easily executed on different platforms.

A context in OpenCL is a set of devices of the same vendor that can run OpenCL.
Each device comprises a set of compute units (cores in a CPU and MIC, stream
multiprocessors in GPUs), being the minimum element that can execute work. The
code to be executed on the devices is encapsulated as a data-parallel C-like function
known as kernel. OpenCL launches multiple instances of a kernel when it is offloaded
to a device, each one with a portion of the data. Each instance is called a work-item.
The total number of work-items to be executed is set by the programmer with the value
global work size.

An OpenCL kernel describes the behaviour of a single work-item, and the host
application specifies the total work-items to express the parallelism of the application.
A work-group is a team of work-items that can synchronise and cooperate with each
other. All the work-items in a work-group are launched to the same compute unit.
However, work-groups are run concurrently in the compute units, as a device may not
have enough resources to execute them all at once. Work-group size can be defined
through the local work size. The OpenCL platform consists of a host and a list of
compute devices. The host is responsible for managing resources on compute devices.
A compute device, such as a CPU, GPU or MIC, has a separate device memory and a
list of compute units. By this abstraction, OpenCL enables portable execution.

Computing accelerator devices usually have a differentiatedmemory address space.
For this reason, kernel launches must be preceded by an input data copy phase, from
the main memory to the device memory, and followed by another in the opposite
direction for the results. For these operations, OpenCL uses the concept of buffers,
which are a host representation of the memory of the devices in a context. These copy
phases must be explicitly instructed by the programmer, which constitutes a tedious
and error-prone task.

The accelerator that has been integrated and supported in Maat in this work is the
Intel Xeon Phi Knights Corner. It is a coprocessor to speed up parallel applications;
therefore, it requires at least one processor in the system. It is a cache-coherent shared
memory many-core processor (SMP) based on the x86 architecture. The coprocessor
is connected via the PCI express bus to other devices and the host, and they are not
hardware cache coherent with other devices in the node. It consists of up to 61 in-
order 1.2GHzx86 cores, capable of running up to 244 hardware threads and with wide
vectorisation capability via 512-bit vector registers, connected by a high-performance
on-die bidirectional ring interconnect and 8 memory controllers supporting 16 GB of
GDDR5 channels at most, with up to 352 GB/s bandwidth.
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Fig. 1 Ray and NBody package distribution for the three load balancing algorithms

3 Load balancing algorithms

Since there is no load balancing strategy for data parallelism that can improve the
execution of all applications, a set of load balancing algorithms is proposed. Figure 1
depicts a comparison among the three load balancing algorithms in real executions.
The Y -axis shows every algorithm and the package distribution per device (CPU and
ACC), while the X-axis reflects the execution time per benchmark (Ray and NBody).
Every rectangle is a work package launched to a specific device. As can be seen, every
algorithm balances perfectly the load.

3.1 Static algorithm

This algorithm works before the kernel is executed by dividing the data set in as many
packages as devices are in the system, as it is shown in St in Fig. 1. The division relies
on knowing the computing power of the devices in advance. Then, the execution time
of each device can be equalised by proportionally dividing the data set among the
devices.

Considering a heterogeneous system with n devices. Each device i has computa-
tional power Pi , which is defined as the amount of work that a device can complete
per time unit, including the communication overhead. These powers are parameters
that must be given to the algorithm and can be extracted by profiling. Then, the total
computational power of the heterogeneous system is the sum of the individual powers
of the devices PH = ∑n

i=1 Pi .
The application will execute a kernel over W work-items, grouped in G work-

groups of fixed size Ls = W
G . Since the work-groups cannot communicate among

themselves, it makes sense to distribute the workload taking the work-group as the
atomic unit. Each device will have an execution time of Ti . Then, the execution time
of the heterogeneous system will be that of the last device to finish its work, or
TH = maxni=1Ti .

The goal of the Static algorithm is to determine the number of work-groups to
assign each device, so that all the devices finish their work at the same time. This
means finding a tuple {α1, . . . αn}, where αi is the number of work-groups assigned
to the device i . Therefore, the expression used by the algorithm is:

αi =
⌊

Pi G
∑n

j=1 Pj

⌋

(1)
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If there is not an exact solution with integers, then
∑n

i=1 αi < G. In this case, the
remaining work-groups are assigned to the most powerful device.

The beauty of the Static algorithm is that itminimises the number of synchronisation
points. This makes it perform well when facing regular loads with known computing
powers that are stable throughout the data set. However, it is not adaptable, so its
performance might not be as good with irregular loads.

3.2 Dynamic algorithm

Some applications do not present a constant load during their executions. To adapt
to their irregularities, the Dynamic algorithm divides the data set in small packages
of equal size. The number of packages is well above the number of devices in the
heterogeneous system. During the execution of the kernel, a master thread in the
host is in charge of assigning packages to the different devices, including the CPU,
following the next strategy:

1. The master splits the G work-groups in packages, each with the package size
specified by the programmer. This number must be a multiple of the work-group
size. If the number of work-items is not divisible by the package size, the last
package will be smaller.

2. The master launches one package on each device, including the host itself if it is
desired.

3. The master waits for the completion of any package.
4. When device i completes the execution of a package:

(a) The device returns the partial results corresponding to the processed package.
(b) The master stores the partial results.
(c) If there are outstanding packages, a new one is launched on device i .
(d) If all the devices are idle and there are no more packages, the master jumps to

step 5.
(e) The master returns to step 3.

5. The master ends when all the packages have been processed, and the results have
been received.

This algorithm adapts to the irregular behaviour of some applications. However,
each completed package represents a synchronisation point between the device and
the host, where data are exchanged and a new package is launched. This overhead
has a noticeable impact on performance. The Dynamic algorithm takes the size of the
packages as a parameter. The time to process a package of equal size is the same in
regular applications, while it is not in irregular ones, like it is depicted inDyn in Fig. 1.

3.3 HGuided algorithm

The previous strategies have their strong points and their weak spots. Although neither
is the best for every application, both give hints towards an optimal data-division
algorithm. The Heterogeneous Guided algorithm (HGuided) is an attempt to reduce
the synchronisation points of the Dynamic while retaining most of its adaptiveness.
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The same algorithm used in the Dynamic approach is applicable to the HGuided,
except for how the data set is divided. TheHGuided algorithmmakes larger packages at
the beginning and reduces the size of the subsequent ones as the execution progresses.
This reduces the number of synchronisation points and the corresponding overhead,
while retaining a small package granularity towards the end of the execution to allow
all devices to finish simultaneously, as can be seen in Hg in Fig. 1.

Since it is an algorithm for heterogeneous systems, the size of the packets is also
dependent on the computing power of the devices. The size of the package for device
i is calculated as follows:

packet_si zei =
⌊

Gr Pi
k n

∑n
j=1 Pj

⌋

(2)

where k is a constant, between 2 and 3, and the smaller the constant, the faster decreases
the packet size. Tweaking this constant prevents too large packet sizes when there are
only a few devices, with cases such as giving half the workload in the first packet to a
device, unbalancing the load.Gr is the number of pending work-groups and is updated
with every package launch. The parameters of the HGuided are the computing powers
and the minimum package size of the devices to be used. The minimum package size
is a lower bound for the packet_si zei , and the minimum package sizes are usually
dependent on the computing power of the devices, being bigger package sizes in the
most powerful devices.

4 Design and implementation

Maat is a library that acts as an OpenCL wrapper to simplify the programming of
heterogeneous devices and squeeze the performance out of them. Maat is specially
designed to be used in large data-parallel applications, and it provides the three load
balancing algorithms presented previously. While OpenCL forces the programmer to
consider the devices as individual entities (Fig. 2 step 1), Maat defines an abstraction
layer over all the accelerator devices in a machine. It presents a single virtual device
to operate with, hiding the underlying hardware details. Thus, the library effectively
divides a single task among all the real devices based on the load balancing algorithm
selected by the programmer.

This single virtual device is accessed through a super context (Fig. 2 step 2). It
is created by the programmer specifying the target devices. In contrast to OpenCL
contexts, a super context can hold devices from several different manufacturers. Maat
offers a set of functions that resemble typical OpenCL calls, to manage the super
context. The super context transparently manages the data structures of all the target
devices, like the command queues.

While in OpenCL the programmer will need to allocate many buffers to commu-
nicate with the different target devices, Maat simplifies this task with the super buffer
(Fig. 2 step 5). When one of these is created through the super context, the latter trans-
parently allocates the required buffers on each device. If the data will only flow from
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Fig. 2 Maat library from a programmer point of view

the host to the device, it is considered an in super buffer (Fig. 2 step 6). Otherwise it
is considered an out super buffer.

The common reading and writing procedure in super buffers assumes that each
work-item will use the position indicated by its index. The copy is not performed until
the kernel is launched in the device. Such behaviour is necessary in Dynamic and
HGuided algorithms where there is no way of knowing in advance which device will
compute what package of data. The out super buffer (Fig. 2 step 8) creation function
requires two extra parameters to be able to automatically copy back the results from the
device to the host: a pointer to where the results should be stored in the host memory
and the size of the result obtained by each work-group. Therefore, the requirement
of writing buffers based on the work-item index denotes the type of applications
supported. This may seem a strong requirement, but not only common benchmarks
but also many kernels widely used in the industry meet this condition.

Maat simplifies the kernel configuration and execution process by using the idea
of super kernel (Fig. 2 step 3). When such an entity is created, the super context
transparently sets up a different kernel instance for each device. Similarly, parameter
assignment (Fig. 2 step 4) to the super kernel is forwarded to all the kernels in the
super context. The super kernel receives exactly the same global work size, local work
size and global work offset it would receive if working with a single device, achieving
an easy portability of common OpenCL applications to Maat.

When a super kernel is enqueued, Maat transparently performs as many executions
of individual kernels as required by the selected load balancing algorithm (Fig. 2 step
7). Each execution will use the adequate OpenCL parameters to represent the correct
package of work. The on-demand launch of additional packages in the Dynamic and
HGuided algorithms has been implemented using OpenCL callbacks.

The callbacks have been adapted to perform non-blocking readings. Most of the
logic has been transferred to functions managed by an independent thread. This
increases the performance because it simplifies the callbacks and the synchronisa-
tions are deadlock-free (host functions are triggered using pthread_cond_wait).

Finally, a function that waits for the completion of every callback guarantees the
correctness of the non-blocking calls and improves the performance due to the max-
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Table 1 Parameters for each benchmark, local work size (LWS), ACC-CPU execution time ratio used
in Static and HGuided, minimum package size for ACC and CPU in HGuided (MinSize) and number of
packages in Dynamic (NumPkg)

Bench Type Problem size LWS Time
acc/cpu

MinSize
acc, cpu

NumPkg

Binomial Reg. 40,960,000 samples, 255 steps 256 2.61 103, 40 80

Gaussian Reg. 13,000×13,000px, 101×101px filter 128 3.92 98, 24 80

NBody Reg. 1,536,000 bodies 128 4.50 39, 8 96

Taylor Reg. 1100×1100px 128 1.63 110, 24 96

Mandelbrot Irreg. 30720×30720px, 6144 rounds 256 4.68 104, 64 96

Rap Irreg. 2048×2048px, 2,328,576 64 7.16 29, 4 96

Ray1 Irreg. 12,000×12,000px, 3 lights, 10 objs 64 0.60 15, 40 96

Ray2 Irreg. 5000×5000px, 11 lights, 30 objs 64 1.27 51, 40 48

imum overlap between computation with communication. This waiting call serves
as a common interface between the load balancing algorithms to monitor every per-
formed callback, follow its event state and wait for its completion, simplifying the
API between the algorithms.

Another API simplification and improvement performed in Maat is the automatic
selection of the minimum package size for the Phi by giving just the value for the
CPU. The best value is proportional to the computing power ratio between Phi/CPU,
as shown in Table 1.

The power consumption of the devices is measured by an independent thread. A
timer awakes the thread based on the configured sampling interval using a SIGALARM
POSIX’s signal as notification mechanism. The timer is tightly coupled to the lifetime
of the super context. The thread measures the power and energy consumption of the
devices used using vendor-specific APIs, calculates the intervals between measures
and stores the results in memory to be queried at the end.

5 Methodology

The machine on which the experimentation was carried out has two processor chips
and one Intel Xeon Phi. The CPUs are Intel Sandy Bridge Xeon E5-2620, with six
cores that can run two threads each at 2.0 GHz and 16GB of DDR3mainmemory. The
CPUs are connected via QPI, which allows OpenCL to detect them as a single device;
therefore, any reference to the CPU includes both processors. The Intel Xeon Phi
coprocessor is a Knights Corner 7120P which consists of up to 61 cores connected by
a high-performance on-die bidirectional ring interconnect and 8 memory controllers
supporting 16 GB of GDDR5 channels at most, with up to 352 GB/s bandwidth.

Seven applications have been chosen for the experiments. Two are in-house imple-
mentations of well-known algorithms (Gaussian and Taylor), while the rest are part
of the AMD APP SDK [2]. While Binomial, Gaussian, NBody and Taylor are regu-
lar applications, Mandelbrot, Rap and Ray Tracing are irregular. Two different scenes
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with different complexities (resolution, lights and objects), referred as Ray1 and Ray2,
have been considered.

The parameters for each of the applications are shown in Table 1. Local work size
has been set so the performance of the fastest device is maximised. The reason for this
is that almost no performance difference was detected when varying local work size
for the CPU.

The metric used to evaluate the performance of the algorithms is the total response
time, including the input data and results communications. From that, the speedup is
calculated as the ratio between the execution time on the Phi and on the heterogeneous
system. Due to the heterogeneity of the system and the different behaviour of the
benchmarks, the maximum achievable speedups depend on each benchmark. These
values were derived from the response time Ti of each device:

Smax = 1

maxni=1{Ti }
n∑

i=1

Ti (3)

Additionally, the efficiency of the heterogeneous system has been computed as the
ratio between the maximum achievable speedup and the empirically obtained speedup
for each benchmark. Eff = Sreal

Smax
. Also, the energy consumption has been calculated

for each algorithm normalised to the baseline consumption. This gives an idea of
the energy saving that comes through the usage of the whole heterogeneous system,
instead of the baseline system that only uses the ACC, while the other devices are idle.

The performance and the energy consumption can be combined in a single metric
representing the energy efficiency of the system. This paper uses the energy delay
product (EDP) [4] for this purpose.

The computational power needed for the Static and HGuided algorithms has been
computed for each benchmark. The response times of the benchmark have been mea-
sured in both the CPU and Phi. Then, considering the computational power of the CPU
equal to 1, the computational power of the Phi is calculated, as the ratio between the
CPU time and the Phi time: PPhi = TCPU

TPhi
.

6 Evaluation

This section presents the performance results and energy savings achieved in the
heterogeneous system with different load balancing algorithms. The baseline is the
total response time (or energy consumption) of the benchmarks with only one Xeon
Phi. Therefore, the benefits presented in this section are due to the co-execution of the
benchmarks on the CPU and the Phi simultaneously.

To give an idea of performance of the load balancing algorithms, Fig. 3 shows the
speedups reached by the Maat implementation of the benchmarks, compared with the
baseline. The theoretical maximum speedup that can be obtainedwith each benchmark
is shown as a horizontal line above the bars of each benchmark. The figures reveal that,
for all benchmarks, there is at least one algorithm that gives excellent results close to
the maximum, except for Ray1, where the efficiency is up to 0.85. Therefore, Maat
can adapt to different kinds of loads obtaining outstanding performance.
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Fig. 3 Speedups and efficiency of the heterogeneous system (more is better)

Analysing the speedups in detail, it can be seen that Static and HGuided deliver
excellent results in regular applications. The Dynamic algorithm achieves decent
results in most of the applications, but suffers the overhead of communication in
benchmarks like NBody and Taylor.

On the other hand, the analysis of the irregular benchmarks shows that the HGuided
method obtains the best results, followed nearly by theDynamic. Thismethod achieves
a better load balance and reduces the communication overhead, because it divides the
workload between a smaller number of packets than in the Dynamic algorithm. The
Static is the worst algorithm for irregular applications because it is not adaptive, and
benchmarks purely irregular like Ray suffer the most. Coming up with a balanced
work distribution is significantly harder for Ray due to the complexity of interaction
between the input scene and the ray tracing algorithm.

There is almost no difference between Dynamic and HGuided because the former
has been tweaked with near-optimum number of packages, having a small overhead
of communication. The Dynamic algorithm is sensible to this parameter, and if the
programmer does not choose the number of packages well, the results get worse
quickly. This can be seen in NBody and Taylor. These benchmarks have not enough
computation compared with the transference of data; therefore, the communication
overhead affects more, given sometimes even worse results than only using the Phi.
Nevertheless, the HGuided is robust to the computing power given, and even with
disparate values the algorithm converges to good results.

Finally, the load balancing efficiency gives an idea of how well a load is balanced.
A value of 1.0 represents that all the devices have been working all the time, thus
achieving the maximum obtainable speedup. As shown in Fig. 3, the regular applica-
tions reach at least 0.97 of efficiency, while the irregular ones achieve an efficiency
between 0.85 and 0.99.

However, it should be noted that if the correct load balancing algorithm is not used
for each benchmark, the results can be quite bad. Thus, we can see efficiencies around
0.50 in some cases, which imply a very poor use of resources.
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Fig. 4 Normalised energy and EDP of the heterogeneous system (less is better)

Nowadays, performance is not the only figure of merit used to evaluate computing
systems. Their energy consumption and efficiency are also very important. Figure 4
gives an idea of the energy saving that comes through the usage of the whole het-
erogeneous system, instead of the baseline system. Therefore, the figure shows, for
each benchmark, the energy consumption of each algorithm normalised to the baseline
consumption (less is better.)

Analysing the results, there is a strong correlation between performance and energy
saving. Consequently, the best algorithms for regular applications are the Static and
HGuided, saving an average of 0.05 and up to 0.25 in benchmarks like Taylor. The
saving with irregular applications can be even more further in cases like Ray, being up
to 0.50. This is to the high adaptability of HGuided and Dynamic to irregular loads.

Although the Dynamic power consumed at an instant of time is greater in the
heterogeneous system, because more devices are used, this increase is compensated
by the reduction in execution time. Therefore, a remarkable energy saving is achieved
with respect to using the baseline. However, there are types of computations, such
as Mandelbrot, with efficiencies between 0.91 and 0.95 but consuming more energy,
regardless of whether it runs in less time. On the other hand, the case of NBody with
Dynamic occurs because the communication overhead makes it take longer than in
the baseline, leading to a higher energy expenditure as well.

Another interesting metric is the energy efficiency, which combines performance
with consumption. The EDP is the product of the consumed energy and the execution
time of the application. Figure 4 shows the EDP of the algorithms normalised to
the EDP of the baseline. Since the EDP is a combination of the two above metrics,
the relative advantage of the different algorithms is maintained. Both the Static and
HGuided algorithmon regular applications and theHGuided andDynamic on irregular
sensibly reduce the EDP, in relation to the baseline. This leads to an improvement of
the energy efficiency of 1.34× for the Static and HGuided in regular applications and
1.53× for HGuided and Dynamic for irregular ones. Considering all the benchmarks,
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the average improvement observed is 1.43×, if the best algorithm for each benchmark
is selected.

7 Related work

This topic has given rise to an interest in both understanding how to efficiently use this
kind of devices and making their programming easier. The work presented in [9] and
[17] studies the performance of the Xeon Phi through the use offload directive-based
approaches in a single heterogeneous node, while this work uses Static and Dynamic
approaches with OpenCL. Lastovetsky et al. [6] focus on improving the performance
of an application running on a Xeon Phi, but they propose a load imbalancing-based
optimisation technique. To the problem of cooperatively executing a single task among
the available devices, Zhang et al. [18] proposes an analytical model to identify when
co-execution is worth it in terms of performance. Finally, [11] presents a Dynamic
load balancing for the co-execution of a single data-parallel kernel. However, both do
not consider the Xeon Phi.

Some studies [13,16] analyse many accelerators including the Xeon Phi with dif-
ferent programming models, but not the OpenCL. Notable studies like [3] and [15] are
centred on the workload distribution among CPU andGPU. Belviranli et al. provide an
online 2-phase algorithm; the adaptive phase calculates the block size, while the com-
pletion phase process the most workload with the parameters obtained from the first
phase. Its work is centred on CUDA, while we simplify the programming effort and
promote portability by using OpenCL. Also, we provide an energy analysis of the load
balancing algorithms for multiple benchmarks. Vilches et al. propose two load bal-
ancing algorithms in TBB for regular and irregular applications when CPU-integrated
GPUs are co-executed, while we exploit OpenCL and the Xeon Phi.

Related to the programmability, there are some works [1,8]. Li et al. propose a new
programming tool along with a new domain-specific language designed to simplify
the development of an application for multiple accelerators but uses a fixed algorithm
focused on stencil applications , while Maat allows the programmer to choose three
different load balancing algorithms for data-parallel applications and it uses pure C
API function calls that follow the same conventions as the OpenCL standard. Aji et
al. address the problem of load balancing while abstracting the underlying system,
but they focus on task parallelism instead of data parallelism. Related to the Static
approach, in [7] the focus is on the distribution of a single kernel execution to the
devices, but use code modifications. Zhong et al. [19] use performance models. Both
works are not adaptable, and Maat has a simpler API.

Regarding power, GreenGPU dynamically distributes work to GPU and CPU, min-
imising the energy wasted on idling and waiting for the slower device [10]. SPARTA
is a throughput-aware runtime task allocator for heterogeneous many-core platforms
[5]. Both studies are not centred in the Xeon Phi.

All the above mentioned works are just partial solutions to the problem of per-
formance portability, which includes load balancing and system abstraction. They all
fail to address the importance of irregular applications or loads that are limited in the
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number or type of devices that they can manage. On the contrary, Maat does not suffer
from these constraints and constitutes a performance portable solution.

8 Conclusions and future work

This paper extends the Maat library to allow the co-execution of massively data-
parallel OpenCL kernels on heterogeneous systems composed by an Intel Xeon Phi
coprocessor. A set of load balancing algorithms has been implemented, in order to give
the best performance and energy efficiency to both regular and irregular applications.

From the experimental results presented in this paper, a set of conclusions can be
remarked. The use of the whole heterogeneous system is always beneficial, from the
performance point of view, at least with one of the load balancing methods. Regarding
savings in energy consumption and energy efficiency, generally is advised, but in a few
specific cases should be discarded. A second conclusion is that applications with dif-
ferent behaviours, regular or irregular ones, need different load balancing algorithms
to get the best efficiency on the heterogeneous system. With respect to the algorithms,
the Static and HGuided approach is the most adequate for regular applications as it
minimises overheads. In the case of irregular applications, the HGuided and Dynamic
method excels because of their adaptiveness, although the HGuided is robust inde-
pendently of the “regularity” of an application. Lastly, the Dynamic algorithm is an
acceptable all-around option when a-priori information of the computing powers of
the system is not available, but at the cost of more modest speedups and suffering
penalties in some applications.

Future work includes new load balancing algorithms, a completely rewrite of the
library to provide a new architecture to support new load balancing algorithms and
tweak the implementation design to reduce synchronisation and communication over-
head. Also, new abstractions would be included to improve the programmability while
preserving performance portability.
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