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Abstract

In this note we study the role of the Green function for the Laplacian in a

compact Riemannian manifold as a tool for obtaining well–distributed points.

In particular, we prove that a sequence of minimizers for the Green energy is

asymptotically uniformly distributed. We pay special attention to the case of

locally harmonic manifolds.
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1. Introduction

Distributing points in spheres or other sets is a very classical problem. Its

modern formulation in terms of energy–minimizing configurations is due to the

discoverer of the electron J. J. Thomson who in 1904 posed the question (rephra-

sed here) in which position –within some set such as a ball or a sphere– would

N electrons lie in order to minimize their electrostatic potential? [1].

Thomson’s question was related to a certain atomic model – the plum pud-

ding model – which had a very short life due to the spectacular advances of
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experimental physics in the beginning of the XX century. The question still re-

mained as a beautiful problem to be solved, and gained importance for different

applications in the subsequent years. In 1930, the botanist Tammes suggested

that the (astonishingly regular) distribution of pores in pollen particles followed

a pattern that maximized the minimal distance between pores (see [2] for Tam-

mes’ original publication and [3] for high definition images). This idea gave an

excellent explanation to the fact that there are barely pollen particles with 5 or

11 pores (since if 5 pores can be placed in the surface of a sphere then 6 equal

sized pores can also be placed, and similarly for 11 and 12. The mathematical

proof of this fact was not complete until the 1980’s, see [4, 5, 6, 7]). See [8, 9]

for two classical reviews on the problem.

A seminal paper [10] launched a new collection of works on the topic of

distributing points in spheres. The problem had gained new motivation with

Shub and Smale’s approach to polynomial system solving, which in the one–

dimensional case required to find a polynomial all of whose zeros were well–

conditioned in a particular sense. In [11] they proved that such zeros corre-

spond (via the stereographic projection) to points in the Riemann sphere which

maximize the product of their mutual distances, equivalently, points with mi-

nimal logarithmic energy. This relation led Smale to include the problem of

algorithmically finding these points in his list of problems for the XXI Century

[12]. See [13, 14] for recent surveys on Smale’s problem.

There are many different approaches to the definition of what a sensibly

distributed collection of spherical points is. Apart from the mentioned minimi-

zation of the energy and maximization of minimal distances, other definitions

include having small discrepancy, providing exact integral formulas for low de-

gree polynomials (spherical t–designs, see [15, 16] for a recent breakthrough),

having optimal covering radius, maximizing the sum of the mutual distances,

etc. There are dozens of papers on each of these problems. A very recent and

very complete survey on the problem is [17].

In a recent paper [18], the problem of minimizing the logarithmic energy in

the 2–sphere was rewritten as a facility location problem: that of allocating a
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number of heat sources in such a way that the average temperature is maximized.

This approach led to some nontrivial results including upper bounds for the

logarithmic energy of well–separated sequences with small discrepancy. As a

consequence it was proved that a sequence of minimizers of Riesz’s s–energy is

asymptotically minimizing for the logarithmic energy (the reciprocal of this fact

was proved in Leopardi’s paper [19]).

The logarithmic energy is defined by

Elog(x1, ..., xN ) =
∑
i 6=j

log ‖xi − xj‖−1, xi ∈ S2.

This function has a very special property: its (spherical) Laplacian is constant.

This follows from the fact that the function log ‖x− y‖−1 is (up to scaling) the

Green function for the Laplacian in S2. A collection of points minimizing the

logarithmic energy is called a set of elliptic Fekete points, though sometimes the

word “elliptic” is omitted. See [20, 21, 22] for an introduction to the classical

theory.

The Riesz s–energy is defined by

Es(x1, ..., xN ) =
∑
i6=j

‖xi − xj‖−s.

Remarkable progress in the study of logarithmic and Riesz energies (minimum

values, properties of the minimal energy configurations, relation to separation

distance, spherical cap discrepancy and cubature formulas...) has taken place in

the last three decades, see for example (additionally to the already mentioned

references) [23] for universally optimal configurations, [24, 25, 26, 27, 28, 29]

for asymptotic bounds on the energy, [30] for complexity considerations on the

computation of the energy, [31, 32, 33, 34, 35, 31, 36, 37, 38] for relation to

discrepancy, interpolation and quadrature, [39, 19] for relation to separation

distances.

We now want to define minimal energy points in an arbitrary compact mani-

fold. Interesting cases include orthogonal groups (as in [40]), but we are looking

for a standard approach for the general case. General manifolds lack a standard
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embedding into some Euclidean space, so we cannot directly use the energies de-

fined above in those cases. Still, we could take the definition of the logarithmic

energy or the Riesz s–energy and just change Euclidean distance by Rieman-

nian distance. This is something feasible, but if we do so, the resulting function

will not be everywhere smooth, since the Riemannian distance function is not

everywhere smooth in compact manifolds. A more natural approach would be

to take an intrinsic smooth kernel K(x, y) and use it to define an intrinsic dis-

crete energy with the formula
∑
i 6=j K(xi, xj). In this article we will study the

role of the Green function G of a compact manifold as a measure of the well–

distribution of a set of points. The (discrete) Green energy of a set of N > 1

distinct points x1, ..., xN ∈M is given by

EG(x1, ..., xN ) =
∑
i 6=j

G(xi, xj).

This definition leads in fact to well–distributed points in the sense that minimal

Green energy points converge weak∗ to the uniform probability measure on the

manifold:

Theorem 1.1 (Main). Let M be a compact Riemannian manifold of dimen-

sion n > 1 and let G be its Green function. The unique probability measure

minimizing the continuous G–energy

IG[µ] =

∫
x,y∈M

G(x, y)dµ(x)dµ(x)

is the uniform measure λ onM. Moreover, for each N > 1, let ω∗N = {x1, ..., xN}

be a set of minimizers for the Green energy EG. Then

1

N

∑
x∈ω∗N

δx
∗
⇀ λ.

The proof of Theorem 1.1 reduces, using the arguments in [41], to the proof

that a certain integral inequality holds for every finite signed measure (see De-

finition 3.2). It is fairly easy to check this inequality for C∞ multiples of the

Riemannian volume form by using the properties of the Green function. The

core of this note consists of the proof of this inequality in the general case.
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Afer uploading this manuscript to arXiv, we received a communication from

Stefan Steinerberger pointing out that in the absolutely continuous C∞ case

the inequality in Definition 3.2 holds, not only for the Green kernel, but also for

the heat kernel (see [42]), so one might try to extend the same result to general

measures using the heat kernel instead of the Green kernel. This is, however,

not our main interest.

The Green function of a general Riemannian manifold is usually very hard

or almost impossible to compute, but there is a class of manifolds in which the

Green function can be computed by solving a simple ODE: the class of locally

harmonic manifolds. In the Appendix at the end of this article we work out some

examples of Green functions for this class of manifolds. Most of the material

there is probably known, but it is hard to find it in the literature, so we include

it for completeness.

Theorem 1.1 states that minimizing configurations converge to the uniform

measure, but it says nothing about the speed of convergence. The Green energy

is somehow similar to the Riesz s–energy on the sphere Sn for s = n−2. In a se-

ries of papers by Wagner, Saff, Kuijlaars, Rakhmanov, Zhou and Brauchart (see

[43, 24, 25, 44]) it was shown that the minimum Riesz s–energy on the sphere

is bounded as cN1+s/n ≤ minEs(x1, ..., xN ) ≤ CN1+s/n for some positive con-

stants c, C. Hence, one might expect the difference between the minimal discrete

energy and the energy of the uniform distribution to be of order N−2/n (after

dividing by N2). One possible generalization of the Riesz s–energy to general

compact manifolds might be the discrete energy associated to the fundamental

solution to some other differential operator such as the fractional Laplacian.

Part of this work was developed while the third author was staying at ICERM

at Brown University for the Semester Program on Point Configurations in Ge-

ometry, Physics and Computer Science. We are grateful to the institution for

their support. We would also like to thank Doug Hardin and Ed Saff for the

helpful conversations we had and the relevant references they provided us with.

Lastly, we would like to thank the referees for their helpful comments and re-

commendations.

5



2. Green Function

2.1. Notation and conventions.

Through this article M = (M, g) will denote a C∞ compact Riemannian

manifold without boundary of dimension n > 1 with volume V = vol(M)

and volume form dvol. The (Riemannian) distance between any pair of points

x, y ∈ M will be denoted by d(x, y). For a point x ∈ M we will denote by

inj(x) the injectivity radius of x. The injectivity radius of M will be denoted

by inj(M). We will denote by B(x, r) = {y ∈ M : d(x, y) < r} the geodesic

ball of radius r and by S(x, r) = {y ∈ M : d(x, y) = r} the geodesic sphere of

radius r. We will follow the convention that the Riemannian Laplacian is given

by ∆ = −div∇.

2.2. The Green function in a compact manifold

We will start by recalling the existence of the Green function in a compact

manifold.

Theorem 2.1. [45, Theorem 4.13] Let M be an n–dimensional compact Rie-

mannian manifold. There exists a smooth function G defined on M×M minus

the diagonal with the following properties:

1. For every function ϕ ∈ C2(M),

ϕ(x) = V −1
∫
y∈M

ϕ(y)dvol(y) +

∫
y∈M

G(x, y)∆ϕ(y)dvol(y).

In other words,

∆yG(x, y) = δx(y)− V −1

in the sense of distributions.

2. There exists a constant k such that, for every x 6= y,

|G(x, y)| ≤ k(1 + | log r|) for n = 2,

|G(x, y)| ≤ kr2−n for n > 2,

‖∇yG(x, y)‖ ≤ kr1−n,

‖∇2
yG(x, y)‖ ≤ kr−n,
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with r = d(x, y).

3. There exists a constant A such that G(x, y) ≥ A.

4. The function x 7→
∫
y∈MG(x, y)dvol(y) is constant.

5. G(x, y) = G(y, x) for every x 6= y.

We call G the Green function for the Laplacian. The Green function is

uniquely defined by (1) up to an additive constant. Hence, in view of (4) in the

previous theorem, we may assume that
∫
G = 0.

Remark 2.2. One can think of the Green function as follows: suppose that

we place a source of infinite heat at a point x ∈ M and that M is cooling at

a constant rate V −1. Then y 7→ G(x, y) is a stationary solution to the heat

equation (∂t + ∆)u = δx − V −1.

Remark 2.3. From (1) in Theorem 2.1, if f :M→ R is a continuous function

with
∫
f = 0, then the function

u(x) =

∫
y∈M

G(x, y)f(y)dvol(y)

satisfies ∆u = f .

The following concept will also be useful.

Definition 2.4. Let M be a Riemannian manifold and let x ∈ M be a point.

The volume density ωx is a function whose local expression in normal coordi-

nates around x is

ωx(y) =

√
det gij(exp−1x (y)).

(See [46, 6.3] or [47] for a coordinate–free definition).

Proposition 2.5. The volume density satisfies the following properties:

1. ωx is smooth in any normal neighborhood around x.

2. ωx(x) = 1.

3. ωx(y) > 0 if d(x, y) < inj(x).

4. ωx(y) = 0 if and only if y is a conjugate point to x.
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5. ωx(y) = ωy(x).

Properties (1), (2) and (3) follow directly from the local expression of ωx

(for (2), recall that in normal coordinates around x, gij(0) = δij). Property (4)

follows from the definition of the volume density in terms of Jacobi fields (see

[46, 6.3]): ωx(y) = 0 when there is a non–zero Jacobi field vanishing at x and y.

Finally, (5) is a direct consequence of the invariance of ω under the canonical

geodesic involution (see Definition 2.6 and Lemma 2.7 below).

Definition 2.6. The canonical geodesic involution i on the tangent bundle

TM of M is defined as follows. Denote by Ω ⊂ TM the domain of definition

of the exponential map and by γv the geodesic γv(t) = expx(tv), t ∈ [0, 1], where

v ∈ TxM. Then i : Ω→ Ω is the map

i(v) = −γ̇v(1).

In other words, if v ∈ TxM and y = expx v, then i(v) is the unique vector

w ∈ TyM such that x = expy w.

Lemma 2.7. [46, Lemma 6.12] Let v ∈ TxM and y = expx v. Let us denote,

abusing of notation, ω(v) = ωx(y). Then ω(v) = ω(i(v)).

3. Proof of Theorem 1.1

Our aim is to prove that if ω∗N is a sequence of minimizers for the Green

energy, then the normalized counting measure 1
N

∑
x∈ω∗N

δx converges weak∗ to

the Riemannian (uniform) probability measure λ = V −1dvol. That is to say

that the ω∗N are asymptotically uniformly distributed. To this end, we will make

use of classical potential theory, taking [41] as a primary reference. Although in

[41] all the results are stated for an infinite compact subset of Rn, all the proofs

are valid for a Riemannian manifold of positive dimension.

3.1. Energies and equilibrium measures

LetM be a compact manifold. A kernel is a map K :M×M→ R∪{+∞}.

If K is symmetric and lower semicontinuous, we define the (discrete) K–energy
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of a multiset ωN = {x1, ..., xN} by

EK(x1, ..., xN ) =
∑
i 6=j

K(xi, xj).

We denote the minimum discrete energy by

EK(N) = min
ωN

EK(ωN ).

The limit

τK(M) = lim
N→∞

EK(N)

N2
,

(which might be infinite) always exists (see [41]) and is called the K–transfinite

diameter of M. If µ is some Borel probability measure supported on M, then

the K–potential of µ is the function defined by

UµK(x) =

∫
y∈M

K(x, y)dµ(y).

The (continuous) K–energy of µ is the value

IK [µ] = (µ⊗ µ)(K) =

∫
x,y∈M

K(x, y)dµ(x)dµ(y) =

∫
x∈M

UµK(x)dµ(x).

An equilibrium measure (if it exists) is a Borel probability measure µ∗ minimi-

zing the continuous K–energy. That is,

IK [µ∗] = inf
µ
IK [µ] =: WK(M),

where the infimum is taken among all Borel probability measures supported on

M. We call WK(M) the Wiener constant.

Remark 3.1. The definition of IK extends naturally to finite signed measures

ν by writing the Jordan–Hahn decomposition of ν ⊗ ν as

ν ⊗ ν = ν+ ⊗ ν+ + ν− ⊗ ν− − ν+ ⊗ ν− − ν− ⊗ ν+,

where ν = ν+ − ν− and ν+, ν− are mutually singular non–negative finite me-

asures, assuming that at least one of the sums (ν+ ⊗ ν+)(K) + (ν− ⊗ ν−)(K)

or (ν+ ⊗ ν−)(K) + (ν− ⊗ ν+)(K) is finite. Note that, since K is bounded from

below, |IK [ν]| <∞ implies that K is (ν ⊗ ν)–integrable.
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First we will be concerned about the existence and uniqueness of the equili-

brium measure. The existence of a measure µ∗ such that IK [µ∗] = WK(M) is

always guaranteed (see [41]). However, for uniqueness we need a bit more work.

Definition 3.2. A kernel K is called strictly conditionally positive definite if

for every signed finite Borel measure ν supported on M such that ν(M) = 0

and the quantity

IK [ν] :=

∫
x,y∈M

K(x, y)dν(x)dν(y)

is finite, we have IK [ν] ≥ 0 and IK [ν] = 0 if and only if ν ≡ 0.

Compare this definition to its discrete counterpart [48, Chapter 31].

Theorem 3.3. [41] Suppose that the kernel K is symmetric, lower semiconti-

nuous, strictly conditionally positive definite and that WK(M) <∞. If there is

some probability measure µ∗ for which the potential Uµ
∗

K (x) has a constant finite

value c, then µ∗ is the unique equilibrium measure and IK [µ∗] = WK(M) = c.

Assuming that there is a unique equilibrium measure µ∗, the following result

tells us that measures for near optimal point configurations converge weak∗ to

µ∗.

Theorem 3.4. [41] If K is lower semicontinuous and symmetric, then

τK(M) = WK(M).

Moreover, if {ωN}N is any sequence of configurations such that

lim
N→∞

EK(M)

N2
= τK(M),

then every weak∗ limit measure ν∗ of the normalized counting measures

ν(ωN ) =
1

N

∑
x∈ωN

δx

is an equilibrium measure for the continuous energy problem.

Remark 3.5. In particular, the second statement of Theorem 3.4 is valid for a

sequence {ω∗N}N of minimizers for the discrete problem.
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In the next sections we will prove that the kernel K(x, y) = G(x, y), where G

is the Green function, is strictly conditionally positive definite (see Proposition

3.14). One might be tempted to use the classical eigenfunction expansion for

the Green function

G(x, y) =
∑
i≥1

ψi(x)ψi(y)

λi
,

where the ψi are some orthonormal basis of eigenfunctions for the Laplace ope-

rator and the λi are the corresponding eigenvalues. Then one would simply

write ∫
x,y∈M

G(x, y)dν(x, y)
(∗)
=
∑
i≥1

∫
x,y∈M

ψi(x)ψi(y)

λi
dν(x, y)

=
∑
i≥1

(∫
x∈M ψi(x)dν(x)

)2
λi

≥ 0,

where dν(x, y) stands for dν(x)dν(y). However, the interchange of the sum and

the integral in (*) does not directly follow from the Dominated Convergence

Theorem and must be carefully justified. While this article was in the revision

process, we were pointed out by Ed Saff that in [49, Lemma 3.4.7] the author

presents a similar argument involving a representation of the Green function

using the heat kernel for the case of Riemann surfaces. His argument can likely

be extended to the general case we deal with in the present paper, although we

use a different approach.

3.2. Mollifiers in Riemannian manifolds

In Rn we can define the smooth function

ϕ(u) =

 Cne
− 1

1−‖u‖2 if ‖u‖ ≤ 1,

0 if ‖u‖ > 1,

where Cn is some constant making
∫
Rn ϕ = 1. For every ε > 0, the classical

mollifiers are ϕε(u) = ε−nϕ(u/ε). Each ϕε is smooth, non–negative, supported

on the Euclidean ball B(0, ε) and
∫
Rn ϕε = 1. Moreover,

ϕε
∗
⇀ δ0.
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That is, for every continuous function f : Rn → R we have that

lim
ε→0

∫
u∈Rn

ϕε(u)f(u)du = f(0).

In a Riemannian manifold, we have a sequence of functions playing a similar

role. Define

Hε(x, y) =
ϕε(exp−1x y)

ωx(y)
, 0 < ε < inj(x),

where ωx(y) is the volume density (as in Definition 2.4). We have to impose

ε < inj(x) because if d(x, y) = inj(x), then ωx(y) = 0 and also exp−1x y might

not be well–defined. IfM is compact, then 0 < inj(M) ≤ inj(x) for every point

x ∈ M, and hence we are allowed to just impose 0 < ε < inj(M). This will be

the case here, since all our manifolds are compact.

This definition of mollifiers on Riemannian manifolds is quite natural, but

we have not found any explicit construction in the literature. Thus we proceed

to prove some of the properties of the functions Hε.

Proposition 3.6. The functions Hε(x, y) have the following properties:

1. Hε(x, y) ≥ 0.

2. suppHε = {(x, y) ∈M×M : d(x, y) ≤ ε}.

3. H(x, y) = H(y, x).

4. For each x ∈M,
∫
y∈MHε(x, y)dvol(y) = 1.

5. For every finite signed Borel measure ν on M the function

νε(x) =

∫
y∈M

Hε(x, y)dν(y) (1)

is smooth.

6. For every continuous function f :M→ R and for every x ∈M,

lim
ε→0

∫
y∈M

f(y)Hε(x, y)dvol(y) = f(x).

Proof. (1) and (2) are immediate from the definition of Hε, since from Propo-

sition 2.5 ωx(y) > 0 if d(x, y) < inj(M).

Note that ϕε(u) depends only on ‖u‖ and

‖ exp−1x y‖ = d(x, y) = d(y, x) = ‖ exp−1y x‖,
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hence ϕε(exp−1x y) = ϕε(exp−1y x) and ωx(y) = ωy(x) from Proposition 2.5, so

(3) follows.

For (4) let us compute in normal coordinates around x:∫
y∈M

Hε(x, y)dvol(y) =

∫
B(0,ε)

ϕε(u)√
det gij(u)

√
det gij(u)du =

∫
u∈B(0,ε)

ϕε(u)du = 1.

We will prove (5) by induction. Pick some coordinate system (U, (x1, ..., xn))

and let x ∈ U be any point. For each index 1 ≤ i ≤ n, let γ : (a, b)→M be an

integral curve of the vector field ∂i with γ(0) = x and γ(a, b) ⊂ U , and consider

the function

h(t) =

∫
y∈M

Hε(γ(t), y)dν(y).

For every t ∈ (a, b) the function t 7→ Hε(γ(t), y) is smooth because Hε is smooth.

Writing the Jordan–Hahn decomposition of ν as ν = ν+ − ν−, where ν+ and

ν− are (non–negative) finite measures, and applying [50, Corollary 2.8.7], h is

differentiable and

h′(t) =

∫
y∈M

d

dt
Hε(γ(t), y)dν(y).

Hence,

∂iνε(x) =

∫
y∈M

∂iHε(x, y) dν(y),

and thus νε is C1. Now assume that νε is Ck and that

∂i1 · · · ∂ikνε(x) =

∫
∂i1 · · · ∂ikHε(x, y)dν(x)

for some indexes 1 ≤ i1, ..., ik ≤ n. If 1 ≤ i ≤ n is any index, since x 7→

∂i1 · · · ∂ikHε(x, y) is again a smooth function, then by the base case νε is Ck+1

and

∂i∂i1 · · · ∂ikνε(x) =

∫
y∈M

∂i∂i1 · · · ∂ikHε(x, y)dν(y).

Hence νε is C∞.

Finally, we prove (6). Let f be continuous and let x ∈ M be any point. If

we take normal coordinates in B(x, ε) for 0 < ε < inj(M), we get

fε(x) =

∫
y∈M

Hε(x, y)f(y)dvol(y)

=

∫
u∈B(0,ε)

ϕε(u)f(expx u)du→ f(expx 0) = f(x).
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3.3. Positive definiteness of the Green function

With the Riemannian mollifiers in hand, now we are able to prove that the

Green function is a strictly conditionally positive definite kernel.

Remark 3.7. In what follows we will make use of Fubini’s Theorem and Lebes-

gue’s Dominated Convergence Theorem for signed finite measures ν. Note that

every continuous function f :M→ R is ν-integrable, since

|ν|(|f |) =

∫
|f |dν+ +

∫
|f |dν−,

where ν+ and ν− are both finite (non–negative) measures and M is compact.

The same holds for ν⊗dvol = ν+⊗dvol−ν−⊗dvol and continuous f :M×M→

R.

Lemma 3.8. Let M be a compact manifold and let ν be a signed finite Borel

measure such that ν(M) = 0. The sequence {νε}ε given in (1) satisfies:

1. νε(M) = 0, i.e.,
∫
x∈M νε(x)dvol(x) = 0.

2. νε
∗
⇀ ν as ε→ 0.

Proof. For each 0 < ε < inj(M), νε(x) is smooth as seen in Proposition 3.6.

Then∫
x∈M

νε(x)dvol(x) =

∫
x∈M

∫
y∈M

Hε(x, y)dν(y)dvol(x)

=

∫
y∈M

(∫
x∈M

Hε(x, y)dvol(x)

)
dν(y) (Fubini)

=

∫
y∈M

dν(y) (by (4) in Proposition 3.6)

= 0.

This proves (1). Now let f :M→ R be a continuous function. Then∫
y∈M

f(y)νε(y)dvol(y) =

∫
y∈M

f(y)

∫
x∈M

Hε(x, y)dν(x)dvol(y)

=

∫
x∈M

(∫
y∈M

f(y)Hε(x, y)dvol(y)

)
dν(x) (Fubini)
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By (6) in Proposition 3.6,

lim
ε→0

∫
y∈M

f(y)Hε(x, y)dvol(y) = f(x).

Also, since f is continuous and M is compact, there is some constant C such

that ∣∣∣∣∫
y∈M

f(y)Hε(x, y)dvol(y)

∣∣∣∣ ≤ C ∫
y∈M

|Hε(x, y)|dvol(y) = C,

(from (1) and (4) in Proposition 3.6). The constant C is a ν–integrable function

and, by the Dominated Convergence Theorem,

lim
ε→0

∫
y∈M

f(y)νε(y)dvol(y) =

∫
x∈M

f(x)dν(x),

proving (2).

Lemma 3.9. There is a constant C > 0 such that, for every 0 < ε < inj(M)
4 ,

and for every pair of points y, z ∈M such that d(y, z) < 2ε, we have∫
x∈M

Hε(x, z) log d(x, y)−1dvol(x) ≤ C log d(z, y)−1 if n = 2,

∫
x∈M

Hε(x, z)

d(x, y)n−2
dvol(x) ≤ C

d(z, y)n−2
if n > 2.

Proof. We prove the case n > 2 (the case n = 2 is similar). Let 0 < ε < inj(M)
4 ,

and let y, z ∈M be a a pair of points with d(y, z) < 2ε. The function

(x, z) 7→ ωx(z)

is continuous and strictly positive if d(x, z) < inj(M), hence it is continuous

and strictly positive on the compact set{
(x, z) ∈M×M : d(x, z) ≤ 3

4
inj(M)

}
.

Therefore, there exist constants 0 < k ≤ K, not depending on ε, such that for

every p, q ∈ M with d(p, q) ≤ 3ε, we have 0 < k ≤ ωp(q) ≤ K. Since ϕε(u)

reaches a maximum at u = 0,

Hε(x, z) =
ϕε(exp−1z x)

ωz(x)
≤ 1

k
ϕε(0) =

Cn
ekεn

. (2)
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(Recall that Cn is the constant making
∫
Rn ϕ = 1). Then,∫

x∈M

Hε(x, z)

d(x, y)n−2
dvol(x) ≤ Cn

ekεn

∫
x∈B(z,ε)

1

d(x, y)n−2
dvol(x).

Since ε < inj(M)
3 , there are normal coordinates around y defined on B(y, 3ε).

Since d(y, z) < 2ε, if x ∈ B(z, ε) then by the triangle inequality d(x, y) < 3ε, so

B(y, 3ε) ⊃ B(z, ε). Now, taking normal coordinates on B(y, 3ε),∫
x∈B(z,ε)

1

d(x, y)n−2
dvol(x) ≤

∫
x∈B(y,3ε)

1

d(x, y)n−2
dvol(x)

=

∫
u∈B(3ε)

√
det gij(u)

‖u‖n−2
du

=

∫
u∈B(3ε)

ωy(expx u)

‖u‖n−2
du

≤ K
∫
u∈B(3ε)

1

‖u‖n−2
du

= K

∫ 3ε

0

∫
θ∈Sn−1(r)

1

rn−2
dθdr

= Kvol(Sn−1)

∫ 3ε

0

rdr

=
9Kvol(Sn−1)ε2

2
.

Conclude, recalling that d(y, z) < 2ε, that∫
x∈M

Hε(x, z)

d(x, y)n−2
dvol(x) ≤ 9CnKvol(Sn−1)

2ekεn−2
≤ 2n−3 · 9CnKvol(Sn−1)

ekd(y, z)n−2
.

The result follows by taking

C =
2n−3 · 9CnKvol(Sn−1)

ek
.

The previous lemma bounds the integral of Hε(x, z)d(x, y)2−n by a constant

times d(z, y)2−n whenever z is a point close to y. The next lemma bounds the

same integral by a constant times d(y, w)2−n when z is a point not too close to

y and w is any point close to y.
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Lemma 3.10. Let 0 < ε < inj(M) and let y, z, w ∈ M be points such that

d(y, w) ≤ ε and d(y, z) > 2ε. Then∫
x∈M

Hε(x, z) log(x, y)−1dvol(x) ≤ log d(y, w)−1 if n = 2,

∫
x∈M

Hε(x, z)

d(x, y)n−2
dvol(x) ≤ 1

d(y, w)n−2
if n > 2.

Proof. We prove the case n > 2 (the case n = 2 is similar). From the triangle

inequality, for any x ∈ B(z, ε) we have that d(x, y) ≥ d(y, w). Hence∫
x∈M

Hε(x, z)

d(x, y)n−2
dvol(x) ≤

∫
x∈M

Hε(x, z)

d(y, w)n−2
dvol(x) =

1

d(y, w)n−2
,

since
∫
Hε = 1.

Lemma 3.11. There exists a positive constant K such that, for every 0 < ε <

inj(M)
4 and for every z, w ∈M with z 6= w,∫

x,y∈M
Hε(x, z)Hε(y, w) log d(x, y)−1dvol(x)dvol(y) ≤ K log d(z, w)−1 if n = 2,

∫
x,y∈M

Hε(x, z)Hε(y, w)

d(x, y)n−2
dvol(x)dvol(y) ≤ K

d(z, w)n−2
if n > 2.

Proof. We prove the case n > 2 (the case n = 2 is similar). Let 0 < ε < inj(M)
4 ,

and let z, w ∈ M with z 6= w. From Fubini’s Theorem and lemmas 3.9 and

3.10, we have that∫
x,y∈M

Hε(x, z)Hε(y, w)

d(x, y)n−2
dvol(x, y) =

∫
y∈B(w,ε)

Hε(y, w)

(∫
x∈M

Hε(x, z)

d(x, y)n−2
dvol(x)

)
dvol(y)

=

∫
{y:d(y,z)≤2ε}∩B(w,ε)

Hε(y, w)

(∫
x∈M

Hε(x, z)

d(x, y)n−2
dvol(x)

)
dvol(y)

+

∫
{y:d(y,z)>2ε}∩B(w,ε)

Hε(y, w)

(∫
x∈M

Hε(x, z)

d(x, y)n−2
dvol(x)

)
dvol(y)

≤ C
∫
{y:d(y,z)≤2ε}

Hε(y, w)

d(y, z)n−2
dvol(y)

+

∫
{y:d(y,z)>2ε}

Hε(y, w)

d(y, w)n−2
dvol(y)
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If d(z, w) ≤ 2ε, applying Lemma 3.9 we get a bound for the first of the integrals

above:

C

∫
{y:d(y,z)≤2ε}

Hε(y, w)

d(y, z)n−2
dvol(y) ≤ C

∫
y∈M

Hε(y, w)

d(y, z)n−2
dvol(y) ≤ C2

d(z, w)n−2
,

and for the second one we have that∫
{y:d(y,z)>2ε}

Hε(y, w)

d(y, w)n−2
dvol(y) ≤

∫
y∈M

Hε(y, w)

d(y, w)n−2
dvol(y)

=

∫
u∈B(ε)

ϕε(u)

‖u‖n−2
du

≤ Cn
eεn

∫
u∈B(ε)

1

‖u‖n−2
du

=
Cnvol(Sn−1)

2eεn−2

≤ 2n−3Cnvol(Sn−1)

ed(z, w)n−2
.

Therefore, if d(z, w) ≤ 2ε, then∫
x,y∈M

Hε(x, z)Hε(y, w)

d(x, y)n−2
dvol(x)dvol(y) ≤ C2 + 2n−3Cnvol(Sn−1)e−1

d(z, w)n−2
.

Now assume that d(z, w) > 2ε. If Hε(x, z)Hε(y, w) 6= 0, from the triangle

inequality,

d(x, y) ≥ d(z, w)− d(z, x)− d(y, w) > 0,

hence∫
x,y∈M

Hε(x, z)Hε(y, w)

d(x, y)n−2
dvol(x, y) ≤

∫
x,y∈M

Hε(x, z)Hε(y, w)

(d(z, w)− d(z, x)− d(y, w))n−2
dvol(x, y).

Let us denote t = d(z, w). Taking normal coordinates around z and w, this last

integral equals

∫
u,v∈B(ε)

ϕε(u)ϕε(v)

(t− ‖u‖ − ‖v‖)n−2
dudv =

C2
n

ε2n

∫
u,v∈B(ε)

e
− 1

1−‖u‖
2

ε2 e
− 1

1−‖v‖
2

ε2

(t− ‖u‖ − ‖v‖)n−2
dudv

Taking polar coordinates, this equals

C2
nvol(Sn−1)2

ε2n

∫ ε

0

∫ ε

0

rn−1sn−1e
− 1

1− r2

ε2 e
− 1

1− s2

ε2

(t− r − s)n−2
drds
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Changing variables x = r/ε, y = s/ε, that is

C2
nvol(Sn−1)2

ε2n

∫ 1

0

∫ 1

0

(εx)n−1(εy)n−1e
− 1

1−x2 e
− 1

1−y2

(t− εx− εy)n−2
ε2dxdy

= C2
nvol(Sn−1)2

∫ 1

0

∫ 1

0

xn−1yn−1e
− 1

1−x2 e
− 1

1−y2

(t− εx− εy)n−2
dxdy

≤ C2
nvol(Sn−1)2

∫ 1

0

∫ 1

0

xn−1yn−1e
− 1

1−x2 e
− 1

1−y2(
t− t

2x−
t
2y
)n−2 dxdy (t > 2ε)

and this last integral equals K̃
tn−2 with

K̃ = C2
nvol(Sn−1)2

∫ 1

0

∫ 1

0

xn−1yn−1e
− 1

1−x2 e
− 1

1−y2

(1− x/2− y/2)n−2
dxdy.

Let us see that the integral in the right hand side converges. We have that∫ 1

0

∫ 1

0

xn−1yn−1e
− 1

1−x2 e
− 1

1−y2

(1− x/2− y/2)n−2
dxdy ≤

∫ 1

0

∫ 1

0

e
− 1

1−x2 e
− 1

1−y2

(1− x/2− 1/2)n−2
dxdy

= 2n−2
∫ 1

0

e
− 1

1−y2 dy

∫ 1

0

e
− 1

1−x2

(1− x)n−2
dx

=
2n−3

C1

∫ 1

0

e
− 1

1−x2

(1− x)n−2
dx

This integral converges because

lim
x→1−

e
− 1

1−x2

(1− x)n−2
= 0.

Finally, taking

K = max{K̃, C2 + 2n−3Cne
−1vol(Sn−1)}

the result follows.

Lemma 3.12. There exists constants C1, C2 > 0 such that, for every x 6= y,

log d(x, y)−1 ≤ C1G(x, y) + C2 if n = 2,

1

d(x, y)n−2
≤ C1G(x, y) + C2 if n > 2.
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Proof. The result follows from [51, Proposition 6.1].

Lemma 3.13. Let ν be a signed finite Borel measure such that ν(M) = 0 and

|IG[ν]| < ∞, and let {νε}ε be the sequence of smooth functions in Lemma 3.8.

Then

lim
ε→0

∫
x,y∈M

G(x, y)νε(x)νε(y)dvol(x)dvol(y) =

∫
x,y∈M

G(x, y)dν(x)dν(y).

Proof. Applying Fubini’s Theorem, we have that∫
x,y∈M

G(x, y)νε(x)νε(y)dvol(x)dvol(y)

=

∫
z,w∈M

(∫
x,y∈M

G(x, y)Hε(z, x)Hε(w, y)dvol(x)dvol(y)

)
dν(z)dν(w).

Let us denote

fε(z, w) =

∫
x,y∈M

G(x, y)Hε(z, x)Hε(w, y)dvol(x)dvol(y),

and let us see that we may apply the Dominated Convergence Theorem.

First, if z 6= w, choosing ε > 0 small enough the closed balls B(z, ε)

and B(w, ε) do not intersect. The integrand in fε(z, w) has support on F =

B(z, ε)×B(w, ε), and restricted to this closed set the function G is continuous.

By Tietze’s Extension Theorem, we may choose a function G̃, continuous con

M×M, such that G̃|F = G. By (6) in Proposition 3.6 and applying Fubini’s

theorem,

lim
ε→0

fε(z, w) = lim
ε→0

∫
x,y∈M

G̃(x, y)Hε(z, x)Hε(w, y)dvol(x)dvol(y)

= G̃(z, w) = G(z, w).

This proves that fε(z, w)→ G(z, w) pointwise almost everywhere on M×M.

Suppose that n > 2 (the proof for the case n = 2 is similar). From (2) in

Theorem 2.1, there exists a positive constant k such that, for every x, y ∈M,

|G(x, y)| ≤ k

d(x, y)n−2
.
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Hence,

|fε(z, w)| ≤
∫
x,y∈M

kHε(z, x)Hε(w, y)

d(x, y)n−2
dvol(x)dvol(y)

≤ C

d(z, w)n−2
(by Lemma 3.11)

≤ CC1G(z, w) + CC2, (by Lemma 3.12),

with all the constants independent from ε. Since G is ν ⊗ ν–integrable (see

Remark 3.1) and so are the constant functions, the result follows from the

Dominated Convergence Theorem.

Proposition 3.14. The kernel G is strictly conditionally positive definite.

Proof. Let ν be a signed finite Borel measure on M such that ν(M) = 0 and

IG[ν] is finite. Let {νε}ε with 0 < ε < inj(M)
4 be the sequence of smooth

functions from Lemma 3.8. For each ε, let ν̃ε be a zero mean function such that

∆ν̃ε = νε (which exists from Remark 2.3 and the fact that
∫
G(x, y)dvol(y) = 0).

Then, applying Fubini’s Theorem and (1) from Theorem 2.1,∫
x,y∈M

G(x, y)νε(x, y)dvol(x, y) =

∫
y∈M

(∫
x∈M

G(x, y)νε(x)dvol(x)

)
νε(y)dvol(y)

=

∫
y∈M

ν̃ε(y)∆ν̃ε(y)dvol(y)

=

∫
y∈M

‖∇ν̃ε(y)‖2dvol(y) ≥ 0,

where νε(x, y) stands for νε(x)νε(y) and we have used Green’s First Identity.

From Lemma 3.13,∫
x,y∈M

G(x, y)dν(x)dν(y) = lim
ε→0

∫
x,y∈M

G(x, y)νε(x)νε(y)dvol(x)dvol(y) ≥ 0.

Now assume that ∫
x,y∈M

G(x, y)dν(x)dν(y) = 0.
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Let u ∈ C2(M) be any zero mean function. Then,∣∣∣∣∫
y∈M

u(y)dν(y)

∣∣∣∣ =

∣∣∣∣ limε→0

∫
y∈M

u(y)νε(y)dvol(y)

∣∣∣∣
=

∣∣∣∣ limε→0

∫
y∈M

(∫
x∈M

G(x, y)∆u(x)dvol(x)

)
νε(y)dvol(y)

∣∣∣∣
=

∣∣∣∣ limε→0

∫
x∈M

∆u(x)

(∫
y∈M

G(x, y)νε(y)dvol(y)

)
dvol(x)

∣∣∣∣
=

∣∣∣∣ limε→0

∫
x∈M

∆u(x)ν̃ε(x)dvol(x)

∣∣∣∣
=

∣∣∣∣ limε→0

∫
x∈M

g(∇u(x),∇ν̃ε(x))dvol(x)

∣∣∣∣
≤
(∫

x∈M
‖∇u(x)‖2dvol(x)

)1/2

lim
ε→0

(∫
x∈M

‖∇ν̃ε(x)‖2dvol(x)

)1/2

,

where we have used Green’s First Identity again and g(∇u(x),∇ν̃ε(x)) is just

the pointwise scalar product of the gradients. Since

lim
ε→0

∫
x∈M

‖∇ν̃ε(x)‖2dvol(x) =

∫
x,y∈M

G(x, y)dν(x)dν(y) = 0,

we conclude that for every zero mean function u ∈ C2(M),∫
y∈M

u(y)dν(y) = 0,

and by adding a constant it is immediate to see that the zero mean hypotheses

is unnecessary. Now, let f :M→ R be a continuous function. SinceM is com-

pact, by a standard approximation argument we also have that
∫
y∈M f(y)dν(y) =

0. Hence, ν ≡ 0 and the result follows.

3.4. Proof of Theorem 1.1

We have shown in Proposition 3.14 that the kernel G is strictly conditionally

positive definite. Moreover, G is symmetric, lower semicontinuous and

WG(M) = inf
µ
IG[µ] ≤ V −2

∫
x,y∈M

G(x, y)dvol(x)dvol(y) = 0 <∞.

Since for the measure λ = V −1dvol the potential

UλG(x) = V −1
∫
y∈M

G(x, y)dvol(y)
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has a constant finite value (namely, 0), by Theorem 3.3 the normalized Rie-

mannian measure λ is the unique equilibrium measure for G and WG(M) = 0.

By Theorem 3.4, any convergent subsequence of 1
N

∑
x∈ω∗N

δx converges to λ.

Finally, the result follows from the Banach–Alaoglu Theorem.

4. Appendix: Locally Harmonic Manifolds

As we said before, computing the Green function of a general Riemannian

manifold is usually a hard task. However, if we restrict ourselves to the class of

locally harmonic manifolds, the computations are much easier. A manifold is

locally harmonic at a point x if every sufficiently small geodesic sphere around

x has constant mean curvature.

A more useful (yet equivalent) definition for our purposes uses the concept

of volume density (see Definition 2.4).

Definition 4.1. Let M be a Riemannian manifold and let x ∈ M be a point.

We will say that M is locally harmonic at x if there exists an ε > 0 such

that ωx is radially symmetric on B(x, ε). In other words, if there is a function

Ωx : [0, ε) → R such that ωx(y) = Ωx(d(x, y)) for every y ∈ B(x, ε). We will

say that M is locally harmonic if it is locally harmonic at x for every x ∈M.

The Euclidean space Rn is a simple example of a locally harmonic mani-

fold with Ωx(r) ≡ 1. The sphere Sn is also locally harmonic with Ωx(r) =

sinn−1 r/rn−1. Other examples of locally harmonic manifolds are the projective

spaces RPn, CPn, HPn and OP2.

Remark 4.2. Every locally harmonic manifold of dimension n > 2 is an Ein-

stein manifold (see [46, Chapter 6]). As a consequence of a theorem by DeTurck–

Kazdan [52, Theorem 5.2], the representation of the metric g in normal coor-

dinates is real analytic. Thus the volume density in normal coordinates is also

real analytic. Therefore, if ωx is radially symmetric on B(x, ε) for some ε > 0,

then it is also radially symmetric on B(x, inj(x)). In other words, we can take
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ε = inj(x). Moreover, if M is locally harmonic and d(x, y) < inj(M), then by

[46, Proposition 6.16], ωx and ωy are radially symmetric with the same function

Ω. This means that we can drop the subscript x in Ωx.

Recall ([45, 4.9]) that in Riemannian polar coordinates the Laplacian of a

radially symmetric function f(r) is given by

−∆f(r) = f ′′(r) +
n− 1

r
f ′(r) + f ′(r)∂r log

√
det gij(rθ),

thus ifM is locally harmonic, then the Laplacian of the distance function dx =

d(x, ·) in normal coordinates around x is

Lx(r) := ∆dx(y) = −n− 1

r
− Ω′(r)

Ω(r)
= − d

dr
log rn−1Ω(r), r = d(x, y). (3)

Remark 4.3. Since the right hand side of (3) does not depend on x, we can

drop the subscript x in Lx(r) and simply write L(r) as long as r < inj(x).

The connection between locally harmonic manifolds and the mean curvature

of the geodesic spheres being constant is now clarified in the next proposition.

If x, y ∈ M are two points with r = d(x, y) < inj(x), let us denote by σx,y

the shape operator of the geodesic sphere S(x, r) at the point y. That is,

σx,y(X) = −∇XN(y) for any vector field X tangent to S(x, r), where N = ∂r

is the unit outward normal vector field along S(x, r).

Proposition 4.4. Let x, y ∈M be two distinct points with r = d(x, y) < inj(x).

Then

∆dx(y) = trσx,y(y).

Proof. Let {E1, ..., En−1, N} be an orthonormal frame around y. Then

∆dx = −div∇dx = −tr∇N = −
n−1∑
i=1

g(∇Ei
N,Ei)− g(∇NN,N)

= trσx,y − g(∇NN,N).

But g(∇NN,N) = 1
2Ng(N,N) = 0. The result follows.
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Recall that the mean curvature of the geodesic sphere at y is defined as

1
n−1 trσx,y. Therefore, ifM is locally harmonic, then ∆dx is radially symmetric,

so trσx,y depends only on r = d(x, y) and hence the mean curvature is constant

along S(x, r).

We will prove one more result about ∆dx in a locally harmonic manifold.

Proposition 4.5. Let M be locally harmonic at x and 0 < r < inj(x). Let us

denote by vx(r) the volume of the geodesic sphere S(x, r). Then

−L(r) =
d

dr
log vx(r).

Proof. Let 0 < δ < r be any real number, and denote

A(x, δ, r) = {y ∈M : δ ≤ d(x, y) ≤ r}.

From the Divergence Theorem,

−
∫
y∈A(x,δ,r)

∆dx(y)dvol(y) =

∫
y∈S(x,r)

‖∇dx(y)‖2dSr(y)

−
∫
y∈S(x,δ)

‖∇dx(y)‖2dSδ(y)

= vx(r)− vx(δ),

since ‖∇dx(y)‖ ≡ 1 because dx is a distance function. Making δ → 0, we get on

one hand ∫
y∈B(x,r)

∆dx(y)dvol(y) = −vx(r).

On the other hand, taking Riemannian polar coordinates around x,∫
y∈B(x,r)

∆dx(y)dvol(y) =

∫ r

0

∫
y∈S(x,t)

∆dx(y)dSt(y)dt

=

∫ r

0

L(t)vx(t)dt.

Differentiating, we get

− d

dr
vx(r) = L(r)vx(r),

or

−L(r) =
d

dr
log vx(r).
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Remark 4.6. Since the left hand side in the equality of Proposition 4.5 does

not depend on the point x, we can drop the subscript x in vx(r) and simply write

v(r) as long as r < inj(x).

Further equivalent conditions to local harmonicity can be found in [46, Pro-

position 6.21].

A simple computation yields the formula for the Laplacian of the composition

of two functions M f→ R φ→ R:

∆(φ ◦ f) = −(φ′′ ◦ f)‖∇f‖2 + (φ′ ◦ f)∆f.

If f = dx and M is locally harmonic, then according to Theorem 2.1 we can

compute the Green function of M near x by solving the ODE

φ′′ − φ′L = V −1, 0 < r < inj(x). (4)

The integrating factor for this equation is

q(r) = e
∫
−L(r)dr Prop. 4.5

= elog v(r) = v(r).

Hence, the general solution is

φ′(r) =
V −1

∫
v(r)dr + C

v(r)
, 0 < r < inj(x). (5)

Now we would like to recover G from φ by setting G(x, y) = φ(d(x, y)). If

we write G in this form, then y 7→ G(x, y) is defined as far as d(x, y) < inj(x),

which is the distance from x to the closest point in its cut locus Cut(x). If there

is some point z further than inj(x) from x, then G(x, z) is not defined. If every

point in Cut(x) was at the same distance inj(x) from x, then we would be able

to extend φ(d(x, y)) to the remaining points of M by continuity. The perfect

candidates for recovering G in this fashion are Blaschke manifolds.

Definition 4.7. Let M be a compact Riemannian manifold. We will say that

M is a Blaschke manifold if inj(M) = diam(M).

Proposition 4.8. If M is a Blaschke manifold, then for every x ∈M and for

every y ∈ Cut(x), we have that d(x, y) = diam(M).
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Proof. Let x ∈M be any point and let y ∈ Cut(x). Then

inj(M) ≤ inj(x) ≤ d(x, y) ≤ diam(M),

and all these numbers are equal.

The following lemma provides sufficient conditions to extend the function φ

to a C2 function defined on M. The proof is standard and it can be found, for

example, in [47, Lemma 4.2.2].

Lemma 4.9. LetM be a Blaschke manifold of diameter D = diam(M) and let

f : (0, D]→ R be a continuous function which is C2 on (0, D). If limr→D− f
′(r) =

0, then the function F (x, y) = f(d(x, y)) is C2 on M×M minus the diagonal.

Theorem 4.10. Let M be a locally harmonic, Blaschke manifold. Then the

Green function of M is given by G(x, y) = φ(d(x, y)), where

φ′(r) = −
V −1

∫ inj(M)

r
v(t)dt

v(r)

and φ is a primitive of φ′ making
∫
φ(d(x, y)) = 0.

In order to prove Theorem 4.10, we will need some previous results. Let us

denote by D = diam(M) = inj(M) for M a Blaschke manifold.

Lemma 4.11. Let M be locally harmonic and Blaschke. Then

v(r) = vol(Sn−1)rn−1Ω(r), 0 < r < D.

Proof. Computing in normal coordinates,

v(r) =

∫
θ∈S(r)

Ω(r)dθ = vol(Sn−1)rn−1Ω(r).

Lemma 4.12. Let φ be as in Theorem 4.10. Then

1. limr→0 r
n−1φ′(r) = − 1

vol(Sn−1) .

2. limr→0 r
n−1φ(r) = 0.
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Proof. From Lemma 4.11,

lim
r→0

rn−1φ′(r) = lim
r→0

v(r)

vol(Sn−1)Ω(r)
φ′(r) = − lim

r→0

V −1
∫D
r
v(t)dt

vol(Sn−1)Ω(r)
= − 1

vol(Sn−1)
,

since Ω(0) = 1 and
∫D
0
v(t)dt = V . This proves (1).

Now, by L’Hôpital’s rule,

lim
r→0

rn−1φ(r) = lim
r→0

φ′(r)

−n−1rn

= − 1

n− 1
lim
r→0

r · rn−1φ′(r) = 0,

by (1).

Lemma 4.13. Let φ be as in Theorem 4.10. Then the function y 7→ φ(d(x, y))

is integrable.

Proof. Since M is Blaschke, computing in normal coordinates we have that∫
y∈M

|φ(d(x, y))|dvol(y) =

∫
y∈B(x,D)

|φ(d(x, y))|dvol(y)

=

∫ D

0

∫
θ∈Sn−1(r)

|φ(r)|Ω(r)dθdr

=

∫ D

0

vol(Sn−1)rn−1|φ(r)|Ω(r)dr,

which is finite because limr→0 r
n−1φ(r) = 0 from Lemma 4.12.

Proof of Theorem 4.10. We first check that φ′ can be extended continuously to

r = D. That is, that the limit limr→D− φ
′(r) exists. If limr→D− v(r) 6= 0,

then clearly limr→D− φ
′(r) = 0. Assume that limr→D− v(r) = 0. We can apply

L’Hôpital’s rule to compute

lim
r→D−

φ′(r) = lim
r→D−

V −1v(r)

v′(r)
= lim
r→D−

V −1
1

d
dr log v(r)

= 0,

since v(r) → 0, log v(r) → −∞ and then d
dr log v(r) → +∞. Thus, not

only limr→D− φ
′(r) exists, but also it equals 0. By Lemma 4.9, the function

F (x, y) = φ(d(x, y)) is C2 on M × M minus the diagonal. Being a solu-

tion of (4), ∆yF (x, y) = −V −1 if d(x, y) < D, but because it is C2 on M,

∆yF (x, y) = −V −1 on M×M minus the diagonal.
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Now let u ∈ C2(M) be any function. Let 0 < ε < inj(M) be any real

number and let us denote Bε = B(x, ε), Bcε = M \ B(x, ε) and Sε = S(x, ε).

Then ∫
y∈M

∆u(y)φ(d(x, y))dvol(y) =

∫
y∈Bε

∆u(y)φ(d(x, y))dvol(y)

+

∫
y∈Bc

ε

∆u(y)φ(d(x, y))dvol(y).

Let I1(ε) be the first integral on the right hand side of the equality above and

let I2(ε) be the second one. From Green’s Second Identity, since the outward

unit normal to Bcε is N = −∂r = −∇dx,

I2(ε) =

∫
y∈Sε

[−u(y)∂rφ(d(x, y)) + φ(d(x, y))∂ru(y)] dSε(y)

+

∫
y∈Bc

ε

u(y)∆yφ(d(x, y))dvol(y)

Again, let I3(ε) be the first integral on the right hand side and let I4(ε) be the

second one. Now, computing in normal coordinates,

I3(ε) = −φ′(ε)
∫
y∈Sε

u(y)dSε(y) + φ(ε)

∫
y∈Sε

∂ru(y)dSε(y)

= −φ′(ε)
∫
θ∈Sn−1(ε)

u(expx θ)Ω(ε)dθ + φ(ε)

∫
θ∈Sn−1(ε)

∂ru(expx θ)Ω(ε)dθ

= −φ′(ε)Ω(ε)

∫
θ∈Sn−1

εn−1u(expx εθ)dθ

+ φ(ε)Ω(ε)

∫
θ∈Sn−1

εn−1∂ru(expx εθ)dθ

= −φ′(ε)εn−1Ω(ε)

∫
θ∈Sn−1

u(expx εθ)dθ

+ φ(ε)εn−1Ω(ε)

∫
θ∈Sn−1

∂ru(expx εθ)dθ

Since Ω(0) = 1 and, from Lemma 4.12 we have

lim
ε→0
−φ′(ε)εn−1 =

1

vol(Sn−1)
, and lim

ε→0
φ(ε)εn−1 = 0,

we conclude that

lim
ε→0

I3(ε) = u(x).
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Since y 7→ φ(d(x, y)) is integrable by Lemma 4.13 and u bounded,

lim
ε→0

I1(ε) = 0.

Finally, if y ∈ Bcε, then ∆yφ(d(x, y)) = −V −1, so

lim
ε→0

I4(ε) = −V −1
∫
y∈M

u(y)dvol(y).

For every 0 < ε < inj(M) we have that∫
y∈M

∆u(y)φ(d(x, y))dvol(y) = I1(ε) + I3(ε) + I4(ε).

In particular, the integral on the left hand side equals

lim
ε→0

(I1(ε) + I3(ε) + I4(ε)) = u(x)− V −1
∫
y∈M

u(y)dvol(y).

But according to Theorem 2.1, this is exactly how the Green function acts on

C2 functions. Since the Green function is uniquely defined by this action up to

a constant and we assume that both φ(d(x, y)) and G(x, y) have zero integral,

necessarily φ(d(x, y)) = G(x, y).

Remark 4.14. In the proof of Theorem 4.10 we distinguished between the cases

lim
r→D−

v(r) = 0 and lim
r→D−

v(r) 6= 0.

An example of the first case is the sphere S2, where the geodesic spheres S(x, r)

collapse to a point when r → π−. The situation is different in the case of

RP2, for example. If we think of the half–sphere model of RP2, geodesic spheres

departing from the north pole grow in volume until they reach the equator, which

is the cut locus of the north pole, and then they go back again until they collapse

to the north pole. The reason for this is that the points in the cut locus in the

case of S2 are conjugate points (hence Ω(D) = 0), while these points are not

conjugate in RP2 (thus Ω(D) 6= 0).

4.1. Some examples

The Compact Rank One Symmetric Spaces (CROSS) are known to be ex-

amples of locally harmonic Blaschke manifolds (see [46, 6.18]). These spaces
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were classified by É. Cartan and they are the sphere Sn, the projective spaces

RPn, CPn and HPn, and the Cayley plane OP2. No other examples of locally

harmonic Blaschke manifolds are known. In fact, the Lichnerowicz Conjecture

[53] claims that the CROSS are the only Riemannian manifolds of this kind.

All we have to know in order to compute the Green function in the CROSS

is the corresponding volume density and then use Theorem 4.10, since, from

Lemma 4.11, v(r) = vol(Sn−1)rn−1Ω(r) and thus

φ′(r) = −
V −1

∫D
r
tn−1Ω(t)dt

rn−1Ω(r)
.

In [47, Proposition 3.3.1] these densities have been computed and the results

are shown in Figure 1 (we assume that the diameter of the projective spaces is

equal to π/2).

M rn−1Ω(r)

Sn sinn−1 r

RPn 2n−1 sinn−1 r

CPn 22n−1 sin2n−1 r cos r

HPn 24n−1 sin4n−1 r cos3 r

OP2 215 sin15 r cos7 r

Figure 1: Volume densities of the CROSS.

In particular, for M = S2, we have

φ′(r) = −
(4π)−1

∫ π
r

sin t dt

sin r
= −1 + cos(r)

4π sin r
,

and

φ(r) = − 1

2π
log sin

r

2
+ C

In terms of Euclidean distance,

G(x, y) =
1

2π
log ‖x− y‖−1 + C,

31



which is the same (up to rescaling) as the logarithmic kernel.

More generally, using the Gauss hypergeometric function and some classical

transformation formulas (see [54, 8.391 and 9.131]) one can get the expression

for the Green function of Sn in terms of the Euclidean distance: G(x, y) =

φ̂(‖x− y‖), where

φ̂(t) =
1

vol(Sn)

∫ 1

t2

4

B1−x
(
n
2 ,

n
2

)
(x− x2)n/2

dx+ C

=
2

nvol(Sn)

∫ 1

t2

4

2F1

(
1, n,

n

2
+ 1, 1− s

)
ds+ C.

We can also compute the Green function for the projective spaces (in terms

of the intrinsic distance). For instance, in the case of CP3 and CP4, we have

that G(x, y) = φ(d(x, y)), where

φ(r) =
1

24vol(CP3)

(
1

sin4 r
+

2

sin2 r
− 4 log sin r

)
+ C

for CP3 and

φ(r) =
1

96vol(CP4)

(
2

sin6 r
+

3

sin4 r
+

6

sin2 r
− 12 log sin r

)
+ C

for CP4.
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