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ABSTRACT

A hotspot traffic pattern of communications can be a common phe-
nomenon in HPC topologies that causes significant and lasting
network performance degradation. This performance deterioration
remains persistent over time, intensifying its impact even after the
cessation of the detrimental traffic injection into the network. To
understand its causes and effects, we analyze the network behavior
under different hotspot traffic scenarios and compare the perfor-
mance on various topologies. We examine both the performance
drop due to traffic flows with endpoint contention, and the recovery
process of the network after this phenomenon has occurred, if swift
action is taken to mitigate it.

Our results show that some topologies are more resilient to
hotspot traffic than others, both to reduce the performance drop
and/or to accelerate the recovery process. In particular, Flattened
Butterfly is more resilient to congestion and consistently demon-
strates a rapid recovery. The results of the analysis reinforce the
need for mechanisms with effective and expeditious action to re-
duce the magnitude and duration of the performance drop. Further-
more, they highlight behavioral differences between topologies that
can affect the effectiveness of mechanisms using congestion-based
metrics.
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1 INTRODUCTION

This paper analyzes the impact of endpoint congestion in several
network topologies through a hotspot traffic pattern. Different
network topologies have been defined with the aim of promoting
high scalability, enabling large system sizes, such as those em-
ployed in High-Performance Computing (HPC) systems listed in the
TOP500[1]. Such topologies include Megafly [9, 24], Dragonfly [7,
16], and Flattened Butterfly [12, 15]. Other classical networks that
have widespread use include Fat-tree [17, 22] and Tori [3, 6].

Fat-tree is a well-known indirect hierarchical topology that pro-
vides a high bisection bandwidth but incurs in significant cost to
scale to large sizes, when compared to other proposals. Megafly [9],
also known as Dragonfly+ [5, 20] is an indirect hierarchical topol-
ogy with all-to-all connectivity at the highest level and a Fat-tree
topology inside the lowest hierarchical level. Flattened Butterfly,
also known as HyperX [2] or Hamming Graphs, is a cost-efficient
direct topology for high-radix networks. Dragonfly is a hierarchical
direct topology that follows a two-level distribution, with all-to-all
connectivity within each level. This work focuses solely on lossless
networks, where packets are not dropped in the event of congestion
or contention. Lossy networks are sometimes employed in HPC,
but there is a significant emphasis on minimizing packet loss.

Lossless networks are prone to performance drops if links be-
come saturated, since packets cannot be dropped. When congestion
arises, it typically gives rise to Head-of-Line Blocking (HoLB) [14].
HoLB is prone to occur at the switch where the root of a congestion
tree is situated. In this scenario, a packet at the head of an input
queue becomes stuck while attempting to access the root, thereby
obstructing the packets queued behind it, even if they are seeking
other output ports within the same switch. This situation is referred
to as low-order HoLB [14]. Furthermore, there is the possibility of
experiencing high-order HoLB [13] when congestion spreads to
switches other than the one where it originated. In such cases, the
congestion tree branches may block non-congested packets, also af-
fecting flows not contributing to the congestion, severely degrading
the network performance. [18]

The focus of this work is analyzing the impact of network con-
gestion when the endpoint is stressed due to concurrent incoming
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traffic flows. One example of such behavior is hotspot traffic, where
an endpoint receives multiple concurrent streams from different
sources, limiting the maximum rate at which each stream can be
consumed. When those streams are not capped to ensure the ag-
gregated traffic load does not exceed the endpoint consumption
capabilities, hotspot traffic causes a high concentration of traffic
in a given network area (a hotspot). This can lead to an overall
performance degradation of the network, affecting streams from
other applications that do not exhibit this behavior.

Congestion trees are often used to model the propagation of
congestion in a network [11]. These trees can be used to identify the
source of congestion and to develop congestion control mechanisms
to alleviate the problem. The congestion tree grows as buffers fill up
through the switches when the switches run out of credits.

The paper examines the impact of hotspot traffic on network
performance in both stationary and transient scenarios. In the sta-
tionary scenario, we evaluate the natural performance degradation
of the network when no congestion management mechanism is
employed. In the transient scenario, we investigate the network
performance degradation and subsequent recovery, when possible,
in the event of a burst of hotspot traffic.

Section 2, delves into the phenomenon of endpoint congestion
and its repercussions on network performance. Section 3 details the
methodology for the analysis and experiments. Section 4 presents
the findings observed across both steady-state and transient sce-
narios. Lastly, Section 5 presents the conclusions of the study.

2 ENDPOINT CONGESTION PHENOMENON
AND IMPACT ON THE NETWORK

In this study, we assess the variation in the impact of endpoint con-
gestion on the overall network throughput for different topologies.

2.1 Hotspot Traffic Pattern

Hotspot traffic patterns are characterized by a high concentration
of traffic in a specific area of the network and can be commonly
observed in HPC networks [19]. These patterns can lead to conges-
tion and other performance issues, particularly at end nodes (i.e.,
endpoints). This pattern is considered particularly adverse because
the performance losses it generates can be significant if preventive
measures are not implemented.

This network scenario is prone to manifest during many-to-one
communication operations, where multiple servers send traffic to
a common destination server, leading to incast congestion. Fur-
thermore, the utilization of shared network resources, including
routers, buffers, virtual channels (VCs), and links, by different traffic
flows can contribute to network congestion. This is primarily due to
routes overlapping, whether minimal or not, between these flows.

2.2 Congestion Control Mechanisms

Congestion avoidance or mitigation can be achieved through con-
gestion control mechanisms. Existing congestion control mecha-
nisms in interconnects can be divided into two general approaches.
One is to throttle traffic injection at the sources that contribute to
congestion, and the other is to isolate the congested traffic in spe-
cially designated resources[8]. Other elements that can affect the
impact of congestion on the network include flow control, which
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regulates the flow of packets between nodes, and adaptative routing
algorithms that take congestion into account when selecting a path
for forwarding packets.

In this paper we focus on injection throttling, which is the only
suitable policy to tackle endpoint congestion in lossless networks.
This mechanism mitigates congestion backspreading into the net-
work and avoids exacerbating the problem, since it tries to ensure
that the network is not overwhelmed with traffic. For networks
employing non-minimal routing, however, confining traffic to a
region of consecutive nodes does not significantly alleviate degra-
dation. This is because the shortest paths of flows with congested
endpoints quickly become saturated, spreading overflow onto other
routes that will also experience a similar performance decline.

The theoretical limit applied to prevent packets from overflowing
into other routes depends on the contention factor at the endpoint
(the number of servers whose flows share the same destination).

2.3 Topologies Employed

The analysis of the phenomenon is covered for direct and indirect
networks. Direct networks are those in which the network switches
are directly connected to at least one compute node. For the anal-
ysis in this work, direct networks include the Dragonfly [16] and
Flattened Butterfly [15]. The study also assesses the behavior in
two indirect networks, the Megafly [9] and the Fat-tree [17], where
some network switches are solely connected to other switches and
not directly to endpoints.

The Flattened Butterfly [15], also known as HyperX [2], that has
been used is a fully symmetric direct topology in which all switches
have both compute nodes and other switches connected. It is a cost-
efficient architecture employed in high-radix networks, particularly
in data centers and supercomputers. The design incorporates con-
centrated high-radix routers and a globally load-balancing routing
algorithm to reduce the overall number of links or cables [15].

The Dragonfly is a hierarchical direct topology, where all its
switches have computing nodes and other switches connected.
This work employs the canonical Dragonfly, in which both intra-
group and inter-group connections are fully meshed, forming a
complete graph. The Megafly, also known as Dragonfly+ [5, 20],is a
hierarchical indirect topology characterized by high path diversity.

The Fat-tree network topology is a specialized architecture em-
ployed in data centers due to its scalability and efficiency. It repre-
sents a variant of the tree topology, featuring progressively higher
bandwidth as one moves towards the root of the tree. This de-
sign effectively minimizes bottlenecks, enabling high-performance
parallel and distributed computing. Notably, it operates as a non-
blocking network with a wide range of minimal paths, promoting
route separation and offering mitigation capabilities against net-
work congestion phenomena. The Fat-tree topology proves par-
ticularly well-suited for networks with varying amounts of data
transmitted between devices.

2.4 Impact of the Routing Mechanism

In most of the examined topologies, the implementation of non-
minimal adaptive routing proves essential to address adverse traf-
fic patterns. Non-minimal adaptive routing involves the selection
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Table 1: Description of the networks analyzed in this article.

Dimensions  Switch Diameter . # servers
Network . . # switches .
or height radix  (# hops) (endpoints)
Canonical Dragonfly 1 8 3 264 1056
Flattened Butterfly 3 21 3 216 1296
Fat-tree 2 16 4 320 1024
Megafly 1 12 3 444 1332

between one or more minimal paths and one or more longer non-
minimal paths. Choosing a non-minimal path can enhance the
bandwidth between endpoints, reducing the chance of hotspots
along the non-minimal path. However, it is crucial to note that this
approach may lead to performance degradation in cases where con-
gestion stems not from the network itself (in-network congestion)
but from the destination (endpoint congestion), because it allows
the congested traffic flows to spread into regions of the network
unaffected by the congested streams.

It should be noted that this type of routing does not apply to
Fat-tree networks. In such networks the diversity of minimal paths
favors the implementation of a policy for minimal routes when
communicating between servers, without any loss in performance.
Since it is a non-blocking network with high path diversity, there
is no need to resort to non-minimal routes unless a specific case of
adverse traffic requires it.

However, in Fat-tree networks, up/down routing is often em-
ployed. This method involves ascending through the levels of the
tree hierarchy until a common switch with the path to the desti-
nation is found. At that point, a descent begins to approach the
destination. The routing behavior is significantly impacted by the
policy that determines which of the available paths to take, given
the existence of multiple minimal paths.

Under endpoint congestion, the optimal strategy is to minimize
the overlap of routes between flows with endpoint congestion and
the rest of communications across the network.. Utilizing all possi-
ble routes enhances network performance for other scenarios as it
exploits the diversity of available paths.

Non-minimal adaptive source routing is employed in the other
topologies analyzed in this paper. Adaptive routing combines the
benefits of non-minimal routing with the flexibility to use non-
minimal routes based on the current state of the network. This
approach involves decision-making at the source switch, leveraging
network state information available at that node.

Since the work focuses on lossless networks, a deadlock avoid-
ance mechanism is required to prevent the network from stalling
if a cycle between packets can occur. All evaluations have been
conducted with a virtual channel-based deadlock avoidance mech-
anism, where cycles are broken by assigning different legs of the
network path to different resources (buffers) in the input ports of the
routers. This may result in certain topologies using more resources
than others, which could affect the observed behavior when traffic
flows with endpoint congestion are present.

3 SIMULATION METHODOLOGY

In order to ensure repeatability and achieve a fair yet comprehensive
comparison between different network topologies, a simulation-
based approach through synthetic traffic models has been employed
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for the analysis. This section introduces the simulation tool used
to conduct the experiments, outlines the characteristics of the em-
ployed topologies, details the routing strategies used, and provides
insights into the utilized workloads.

3.1 Network Simulator

The experiments are conducted using CAMINOS [4], a network
simulator written in the Rust language [23] that models at the
microarchitecture level of the router. CAMINOS is an event-driven
simulator that operates at the flit level. The results were generated
and presented using the same simulator. The simulator was used
both to run the experiments and to generate and present the results.
For all experiments, each data point comprises the results of three
separate simulations.

3.2 Analyzed Topologies

The evaluation was performed on four different topologies, as out-
lined in Section 2.3, each with around 1,000 compute nodes. This
network size was selected to achieve non-trivial results without
incurring significant delays in the experimentation phase. Table 1
presents the network information for each topology analyzed, while
Table 2 shows the parameters that are common to all simulated
topologies, including the router microarchitecture.

3.2.1 Flattened Butterfly. This analysis utilizes a balanced 3-D
Flattened Butterfly network with a side length of 6. Each switch in
the network features 21 ports, with 6 ports specifically designated
for server connections. The network has a diameter of 3, with
216 switches and a total of 1296 endpoints (i.e., servers) in this
configuration, and six virtual channels are employed.

3.2.2  Dragonfly. This system is made up of 33 groups of 8 switches
in each group. All 264 switches used in this setup have a radix of 8,
with 4 ports allocated for connecting servers and 4 for establishing
global links, facilitating inter-group communication. The network
accommodates a total of 1056 servers. With a diameter of 3, the
distribution and connection of global links follows the PalmTree
arrangement, as specified in [10], and four virtual channels are
employed.

3.2.3 Megafly. This configuration features 37 groups, each hous-
ing 12 radix-12 switches. Within each group, half of the switches are
designated as leaf-switches, while the remaining half serve as spine-
switches. The leaf-switches dedicate half of their links to connect
with servers, while the spine-switches allocate half of their links as
global ports for intergroup connections. The network exhibits a
diameter of 3, connecting a total of 1332 endpoints. The distribution
and connection of global links follows the PalmTree arrangement,
as detailed in [10], and two virtual channels are employed.

3.24 Fat-tree. This configuration utilizes a Fat-tree network with
a height of 2 and 3 levels of switches. It consists of 320 radix-16
switches. The lower level, known as the leaf, has 128 switches,
each connected to 8 servers, resulting in a total of 1024 servers or
endpoints. The diameter in this setup is 4, and two virtual channels
are employed.
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Table 2: Common parameters to the analysis performed.

Parameter Value(s) Units / Explaination

Router architecture Input-Output Queueing (I0Q) Router with queues (buffers) at the inputs and outputs.

Input VC size 256 Capacity of each virtual channel, in phits, at the router’s inputs.

Output VC size 256 Capacity of each virtual channel, in phits, at the router’s outputs.

Flit size 8 Credits required in the next router’s virtual port to begin the transmision.
Message size 8 The size in phits of the messages created by the servers.

Maximum packet size 8 Messages of greater length will be broken into several packets.

3.3 Routing

Adaptive source routing was used for all analyzed networks, except
for the Fat-tree topology where deterministic minimal routing,
specifically up/down routing, was utilized. Up/down routing is a well-
established algorithm known for its simplicity and effectiveness in
Fat-tree topologies.

In hierarchical topologies, such as Megafly, Dragonfly, and Flat-
tened Butterfly, a source adaptive routing mechanism has been
employed to address the limitations of minimal routing discussed
in Section 2. Specifically, we utilize a variant of the Universal Glob-
ally Adaptive Load-balance (UGAL) routing, as detailed by Kim et al.
in [16]. The weight function used in our implementation is based
on Arjun Singh’s research [21].

This function assesses the candidate queue occupancy (i.e., con-
sumed credits) and the estimated distance (i.e., hop count) to the
destination. The function uses the product of both values as the
metric for the misrouting decision, promoting efficient routing
decisions that ensure a fast delivery.

Switches measure their own credits (decrease in packets sent),
rather than relying on the occupancy reported by the neighboring
switch, to determine occupancy for the misrouting decision. This
occupancy metric is achieved by adding up all of the port’s buffers,
rather than just the virtual channel (VC) requested for the next
hop. Furthermore, to prevent switching between minimal and non-
minimal routes under low stress loads, a constant threshold is used.
This ensures that the comparison between occupancy levels remains
meaningful even under low queue occupancy.

Table 3: Maximum theoretical load accepted, under uniform
random traffic, for the four networks analyzed. Also shown
is the size (in servers) of the hotspot (HS) region.

Network Size (Zigirr:)gion Coﬁzgﬁiﬁﬁ)n Max acc. load
Canonical Dragonfly 105 71 5:5;155 88(7)?2
Flattened Butterfly 126 71 gg:;;l;) s 88(5)2(8)

Fat-tree 105 ;gg::;i 88(7)32

Megatly 133 e 0055
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3.4 Traffic Workload

A workload consists of traffic that follows a specific pattern (spatial)
and has a likelihood of generating (temporal) a packet on individual
servers. In this analysis, all scenarios use synthetic traffic generated
through a Bernoulli process with a uniform temporal distribution.

The Uniform Random (UR) traffic pattern is generally consid-
ered benign in most networks. This type of traffic distributes the
load randomly among all servers (i.e., computing nodes) in the net-
work. Each source server selects a destination randomly, following
a uniform distribution, which allows the load to balance itself natu-
rally. Therefore, when analyzing the impact of adverse patterns on
network performance, this pattern provides a good baseline.

The network has been partitioned into two regions or sets of
servers, allowing different flows to coexist in the network. On 90%
of the servers, UR traffic pattern is generated, while the remaining
10% will follow a Hotspot (HS) traffic pattern, referred to in Sec-
tion 2.1. The aim of this distribution is to analyze the performance
of the nodes that are generating homogeneous traffic, which ideally
should not be affected by the performance limits of the traffic flows
with endpoint congestion.

The two regions are disjoint, with each server only generating
and receiving a single type of traffic pattern. However, there may
be overlap in the resources shared in the routes of the packets
for both patterns, such as buffers, links, or routers ingresses and
egresses. The regions are interleaved instead of confining them
in contiguous servers to further stress the UR traffic flows and
represent a worst-case scenario for the analysis. This is usual on
the Dragonfly/Megafly for applications that do not fit in a group.

The pattern has been implemented in two configurations within
the HS region. In the first one, a server is randomly selected in a
single HS region to receive all the traffic, resulting in a single conges-
tion tree rooted at this designated server. The second configuration
is based on splitting the HS region into 7 subregions, designating
a destination in each of them. Therefore, there are 7 congestion
trees, each with its root in the designated node of each subregion.
In this second configuration, the proportion of congestion at the
destination node is 1/7 compared to the first.

The maximum theoretical accepted load of the HS destination(s)
is given by the number of servers that send them traffic. These
theoretical values have been calculated for both the case of a single
HS region and for 7 regions. The number depends on the factor,
which, for the indicated network sizes, is provided in Table 3. These
values have been used as a reference to select the loads applied in
HS traffic when nodes have a reduced injection rate.
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4 SIMULATION RESULTS

Section 4.1 performs a steady-state analysis using a traffic workload
that includes UR traffic load and a combination of HS + UR. Section
4.2 presents a transient analysis of traffic in two and three phases,
respectively, to evaluate network behavior when an adverse traffic
pattern, such as a HS, is introduced. The objective of this study is to
investigate whether network recovery can be achieved by limiting
node injection in the HS region. An analysis of the drop rate when
the traffic transitions from UR traffic to the combination of HS and
UR has been performed but is omitted due to space constraints.

4.1 Behavior in Stationary State

The network’s performance is evaluated under steady-state condi-
tions by sweeping the offered load from 0 to 1 phit per node and cycle
in increments of 0.1 phits/node/cycle for each analyzed topology.
After warming up for several cycles, the accepted load, also known
as throughput, is measured on the servers. These results are used
as a baseline.

4.1.1  Uniform Random. Figure 1 displays the performance of the
four topologies under uniform random traffic. Error bars are not
shown as the difference observed between seeds is negligible.

Both Flattened Butterfly (blue square) and Fat-tree (black star)
topologies achieve nearly the maximum theoretical performance,
with an accepted load of 0.98 and 0.97 phits/node/cycle, respec-
tively. Megafly (teal triangles) reaches an accepted load of 0.90
phits/node/cycle, slightly above the 0.82 of the Dragonfly network
(red circle). This may be because they have a greater diversity of
shortest paths, which improves performance when small hotspots
occur in the network. UR traffic is not completely homogeneous
when considering specific moments in time and regions, which can
lead to small contention phenomena.

—f3— Flattened Butterfly — - - - Fat-tree — A — Megafly ---O- - Dragonfly

6]
St

S e e
S N %

accepted load (phits/node/cycle)
o

=Y

Sd LA NRARRRARERARRNRARAR]

0.4 0.6 0.8

offered load (phits/node/cycle)

Figure 1: The accepted load (throughput) as a function of
the offered load, under UR traffic, for the four topologies
analyzed.

4.1.2  Uniform Random + Hotspot. Figure 2 shows the network
performance when the network is divided into the two disjoint
regions with UR and HS traffic patterns described in Section 3.4.
Results discriminate between applying the same traffic load to all
nodes in the network, and the use of injection throttling for the
nodes belonging to the HS region. The X-axis of the figures shows
the load injected (i.e., offered) by all nodes in the network when
the injection constraint is not applied.
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Figure 2: Results of the stationary analysis for the topologies.
The throughput is shown as a function of the offered load.

When this constraint is applied, the injected load of nodes in the
HS region is limited to values below the theoretical limits presented
in Table 3. The results of three different simulations are shown for
each value, with error bars excluded when the differences are not
significant.

The baseline performance of each topology is represented by a
black dashed line without markers. Dashed lines represent values
with no injection restriction, while solid lines represent values with
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this mechanism active. Red lines indicate that HS traffic corresponds
to a large single region, whereas blue lines refer the results for seven
HS regions.

Red triangles correspond to a single region injecting traffic at the
same rate as the UR traffic streams, while in the red circles the HS
stream is reduced below the theoretical maximum load indicated in
Table 3. Blue stars correspond to seven HS regions injecting traffic
at the same rate as the UR traffic streams, while in the blue squares
the HS streams are reduced below the theoretical maximum load
indicated in Table 3.

The network performance should ideally be marked by 90% of
the nodes that communicate following a UR traffic pattern, with 10%
emitting HS traffic. Where the HS traffic origin nodes exceed the
theoretical limit, the traffic overflows to non-minimal routes and
affects the performance of the entire network when non-minimal
adaptative routing is employed. However, this is not observed as
the load accepted by the network falls below the theoretical limits
shown in Table 3, showing performance degradation beyond the
upper bound imposed by the HS traffic flows. Therefore, there is
a need for a mechanism that 1) detects that congestion is being
generated in the network, and 2) acts precisely on the responsible
servers. An ideal mechanism would limit the load injected by the HS
region nodes, allowing the rest of the UR nodes to reach acceptable
values.

Figure 2 shows how 90% of theoretical maximum is achieved
when injection throttling is applied on HS flows, mitigating the
impact on other traffic in the network. As demonstrated by the
0.88 phits/node/cycle on the Flattened Butterfly, the 0.87 of the
Fat-tree, 0.81 of the Megafly, and 0.77 in the Dragonfly. In the case
of the Flattened Butterfly and Fat-tree networks, no significant
difference is observed in the performance under stationary traffic
between modeling a single large HS region and 7 smaller HS regions.
In the case of the Dragonfly and the Megafly at load above 0.8
phits/node/cycle, the throughput is slightly higher when the HS
traffic is modeled in a single region compared to 7, although it is
true that the differences fall within the error bars.

In theory, a single region has a lower theoretical limit than 7,
but there is a higher probability of route overlap when multiple HS
destinations are used. Therefore, a case that is initially less prob-
lematic can lead to a scenario with similar performance limitations,
as observed.

4.2 Performance Recovery Rate Analysis

This transient analysis examines the behavior of the network in
different phases when a traffic pattern with endpoint congestion
enters the network. More concretely, the scenario is structured in
3 phases: an initial phase to warm-up the network, a middle phase
with the combination of UR and HS traffic described in Section
4.1.2 that represents the appearance of adversarial traffic flows
in the network, and a third phase where the injection rate of the
HS streams is capped below the theoretical limit admitted by the
network.

The objective is to assess the network’s ability to recover when
injection is restricted at HS region nodes after a brief lapse of time.
The rationale for using this pattern is to induce the previously
mentioned phenomenon of congestion at the final node (endpoint
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congestion) thereby enabling to study its impact on network perfor-
mance, as well as constitute a reference point for the performance of
an optimal injection-throttling mechanism that aims to reduce con-
gestion, restricting the rates of problematic streams while leaving
unaffected the remaining communications in the network.

Prior to introducing the traffic pattern, the network undergoes an
initial warm-up phase of 20,000 simulation cycles. During this phase,
all servers inject UR traffic to ensure queue saturation throughout
the network’s servers and routers. Once the network is warmed up,
the second phase begins, during which 10% of the servers follow
a HS traffic pattern. In both phases, each server injects traffic at
its full capacity. The second phase intentionally varies the dura-
tion to explore the impact of different durations of the HS traffic
burst on network recovery. Experiments were conducted with burst
durations of 100, 500, and 1,000 simulation cycles.

After completing the second phase, the load injected by HS nodes
is restricted to a level below the theoretical limit that the destination
server can handle for all HS traffic, as described in Table 3.

After limiting the injection load of these nodes, the simulation
covers approximately 140,000 cycles to observe if the network
shows any signs of performance recovery. To analyze whether the
network could recover in cases where recovery was not achieved
for the theoretical limits, tests for lower load caps for HS streams
were performed; those tests are not presented here due to space
constraints.

Figure 3 shows the outcome when there is a single HS region
in the network. Figure 4 displays the results when the HS region
is divided into 7 small subregions, each with an equal number of
servers. In both scenarios, the selection of the HS common destina-
tion within the region is random and dependent on the seed.

Results for the 100-cycle HS bursts are represented with orange
dotted lines, the 500-cycle bursts with teal blue continuous lines,
and the 1000-cycle bursts with dashed red lines. No markers are
added to improve the readability of the figures.

4.2.1 Single hotspot region. Results for a single HS region show
a more or less pronounced but clear performance drop when the
middle phase with HS traffic burst at maximum load extends for
100 cycles. However, performance rebounds after less than 10,000
cycles for the Flattened Butterfly and Dragonfly topologies. In the
case of Megafly and Fat-tree, this recovery takes approximately
20,000 cycles to complete. Afterwards, the network stabilizes to the
values observed in the stationary analysis of Section 4.1. It should be
noted that while Flattened Butterfly and Dragonfly only suffer small
performance losses of 0.2 and 0.3 phits/node/cycle, respectively,
Fat-tree and Megafly experience much more pronounced losses in
accepted load. In fact, for Fat-tree and Megafly, the losses are so
significant that accepted load drops from a traffic load near the
maximum consumption rate of the nodes (1 phit/node/cycle) to
values close to 0 (Fat-tree) or 0.2 (Megafly). This suggests that the
traffic pattern has a greater impact on the performance of these
two networks.

With a burst duration of 500 cycles, only Megafly is able to
recover to the levels observed in the stationary analysis. Flattened
Butterfly remains 0.1 phit/node/cycle below this value. In the case of
Fat-tree, the maximum accepted load after the HS burst only reached
0.2 phit/node/cycle, after having peaked at 0.4. For Dragonfly, while
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Figure 4: Transient analysis results of the throughput for 7 regions of HS traffic in the 4 topologies analyzed, with different
lengths of the traffic burst. For Megafly, results are also split into separate graphs for the different burst length.
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a recovery in network performance is observed for some seeds,
there can be no assertion that this is the general case.

When analyzing the longest burst of 1,000 cycles of HS traffic, it
is evident that none of the networks are able to fully recover from
the adverse effects of this type of traffic. However, some networks
are able to partially recover their capacity. For instance, Flattened
Butterfly stabilizes around 0.6 phit/node/cycle (out of a target of 0.9),
Megafly around 0.7 (out of a target of 0.8), and Dragonfly around
0.5 (out of a target of 0.8). Fat-tree, on the other hand, maintains an
accepted load below 0.1 phit/node/cycle.

4.2.2  Seven hotspot regions. Results with seven HS regions differ
from those described in Section 4.2.1, as shown in Figure 4. The
Flattened Butterfly and Dragonfly networks can recover for any
duration of HS traffic burst below 20,000 cycles from the start of
this adverse traffic. The largest temporary drop in accepted load for
Flattened Butterfly is below 0.2 phits/node/cycle with the largest
burst (1,000 cycles). For Dragonfly, the accepted load drops from
0.8 phits/node/cycle to 0.4, even during the largest hotspot traffic
burst.

In the case of Fat-tree, it can be observed that splitting the HS
traffic in 7 regions allows the network to recover when the bursts
have a duration of 500 cycles or lower, whereas with a single HS re-
gion the network could only recover from a 100-cycle burst. For this
network, when the burst is 1,000 cycles, its performance stagnates
around 0.4/0.6 phits/node/cycle.

For Megafly, there is a high susceptibility to the specific HS
region configuration, which depends on the choice of seed for the
experiment. Depending on the experiment, maximum observed load
values differ significantly, with some cases showing no performance
drop whereas for other scenarios the drop in accepted load is severe
and persists for a significant amount of time. Figure 4 displays
the evolution of the accepted load with the simulation time for 3
different seeds.

5 CONCLUSIONS

This paper analyzes the network behavior in the presence of end-
point congestion, for a set of network topologies dimensioned to
comparable sizes. In this scenario, a congestion management mech-
anism is needed to reduce the performance loss caused by the
intersection of streams with endpoint congestion and other more
benign traffic patterns. These mechanisms typically throttle the
injection of hotspot streams to avoid performance losses on the
benign traffic flows.

This study assesses the appropriate level of action to be applied
to the hotspot flows to alleviate the network performance degrada-
tion. It also examines the optimal timing for implementing these
actions to mitigate the most severe performance drops or the dura-
tion of cycles during which significant performance degradation is
expected.

Although the contention factor at the endpoint determines a
theoretical limit to which each source node can inject HS traf-
fic, practical results have shown that these values also depend on
the topology used. For certain topologies, such as Megafly and
Dragonfly, the network may require a more restrictive limit on the
injected load in practice than the theoretical limit. This is due to
large cumulative loads flooding the network when bursts of this
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type of HS traffic are present. The phenomenon is exacerbated by
the non-minimal adaptive routing mechanism, which is unable to
distinguish between endpoint congestion and network congestion
and tries to alleviate the congestion exploiting non-minimal routes.
In other topologies, such as Flattened Butterfly and Fat-tree, the
network can handle higher loads than the theoretical limit due to
greater path diversity, which reduces the overlap between routes.

These results also serve as a baseline reference for the perfor-
mance of a congestion management mechanism in these topologies
with different speed reactions. Any implementation of such a mech-
anism must identify the particular network configuration to adapt
its behavior in order to maximize performance and properly identify
the scenario.
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