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Multi-Channel Factor Analysis: Identifiability and
Asymptotics
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Member, IEEE, Louis Scharf, Life Fellow, IEEE, and Haonan Wang

Abstract— Recent work by Ramı́rez et al. [2] has introduced
Multi-Channel Factor Analysis (MFA) as an extension of factor
analysis to multi-channel data that allows for latent factors
common to all channels as well as factors specific to each channel.
This paper validates the MFA covariance model and analyzes
the statistical properties of the MFA estimators. In particular, a
thorough investigation of model identifiability under varying latent
factor structures is conducted, and sufficient conditions for generic
global identifiability of MFA are obtained. The development of
these identifiability conditions enables asymptotic analysis of
estimators obtained by maximizing a Gaussian likelihood, which
are shown to be consistent and asymptotically normal even under
misspecification of the latent factor distribution.

Index Terms—Asymptotic normality, consistency, factor analysis
(FA), identifiability, multi-channel factor analysis (MFA)

I. INTRODUCTION

Factor analysis (FA) is a statistical technique for modeling
second-order structure within a collection of measurements.
The method explains an observed vector through an unobserved
systemic part (which is typically of scientific or engineering
interest) and an unobserved noise part. Classical or single-
channel factor analysis was originally developed within the
field of psychometrics by Spearman [3] as a method to identify
a small number of unobserved random factors which explain the
between-individual variation in psychometric scores. In signal
processing, FA and its extensions [4]–[6] are employed in the
uncalibrated setting where the noise variance is anisotropic
and unknown [7]–[9].

A recent extension to factor analysis by Ramı́rez et al. [2]
is of central interest to this paper. These authors developed
multi-channel factor analysis (MFA), which enables joint factor
analysis of observations collected from multiple channels. Many
problems and associated methods possess a natural channel
structure [10]–[13], such as grouping multi-sensor data by
sensor modality [14], [15]. In MFA, some factors, termed
common factors, may influence all channels. In addition to
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common factors, in MFA each channel may also possess distinct
factors influencing that channel alone. MFA then decomposes
the vector of observations into latent vectors that can be
described as a signal that influences all channels, within-channel
interference, and idiosyncratic noise. This decomposition is
of value, as detecting a weak signal that presents across all
channels in the presence of channel-specific interference and
noise is a goal in domains such as passive radar [16], [17],
speech recognition [18], [19], and astronomy [20], [21].

Previous work on MFA has provided an estimation pro-
cedure for the parameters of the model based on likelihood-
maximization under normality assumptions. However, for the
output of the procedure to be meaningful, it is crucial that
MFA be guaranteed to be identifiable using only what is known
a priori, namely the channel sizes and the dimensions of the
signal and interference subspaces. For single-channel factor
analysis, practitioners correctly assume identifiability whenever
the number of common factors is much smaller than the number
of observations [22]. However, for multi-channel factor analysis,
the channel sizes and desired number of common and distinct
factors may vary widely, and so the question of identifiability
becomes more challenging and less intuitive. In [2], the question
of identifiability is recognized and some necessary conditions
on the maximum number of common and distinct factors are
discussed. This paper extends that discussion by carefully
examining the two main sources of non-identifiability of MFA,
namely isolation of the idiosyncratic noise variances and
separation of signal and interference covariances.

The purpose of this paper is to give identifiability guarantees
requiring only the specification of the channel sizes and signal
and interference dimensionality. The asymptotic properties
of the MFA estimators are then derived, which provides the
previously-missing theoretical underpinnings for interpretation
of the MFA parameter estimates. This parallels the advancement
of single-channel FA as a statistical method as reviewed in
Section III. The main contributions of this paper to MFA are

1) Necessary and sufficient conditions for separation of
signal and interference covariances.

2) Sufficient conditions on the number of common and
distinct factors for generic global identifiability.

3) Proof of the asymptotic consistency and normality of
estimators derived from Algorithm 1 in [2].

The sufficient conditions for generic global identifiability of
the MFA covariance model ensure that, for reasonable numbers
of common and distinct factors, the decomposition of the
observation covariance into common, distinct, and idiosyncratic
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parts will be unique for almost all population covariance
matrices. With this identifiability result, parameter estimates
obtained by maximizing a Gaussian likelihood are shown to be
consistent and asymptotically normal, even in the case where
the true distribution of the latent vectors is non-normal.

A. Notation

Matrices and vectors are denoted with bold-faced symbols,
and scalars are denoted with light-face symbols. A real matrix
of size n×m is written as D ∈ Rn×m, and a column vector of
length n is written as d ∈ Rn. The zero matrix of dimension
m×n is 0m,n and the n×n identity matrix is In. A zero vector
of dimension n is written as 0n. When clear from context, the
subscripts may be dropped. The standard basis for Rn will
be written as {e1, . . . , en}. Matrix and vector transposes are
written as DT and dT respectively. The determinant of D is
written as detD, and the trace is written as trD. The (i, j)th
entry of a matrix D is [D]ij , and similarly for the ith entry
of a column vector. The matrix obtained by concatenating the
columns of B to the right of the columns of A is written as
[AB]. For row and column index sets α ⊂ {1, . . . , n} and β ⊂
{1, . . . ,m}, the submatrix D[α, β] contains the entries [D]ij
with (i, j) ∈ α×β. The non-negative part of a scalar expression
a ∈ R is (a)+ ≡ max{a, 0}. The normal distribution with
mean m and variance V is N (m,V).

The operator Diag−1 applied to a matrix yields the vector
containing the diagonal entries. The block-diagonal operator
blkdiag applied to a list of matrices yields the block-diagonal
matrix with the listed blocks. The vec operator vectorizes
a matrix by stacking the columns vertically, while vech,
applicable to square matrices, vectorizes by extracting only the
lower-triangular entries. Denote the spaces of n×n symmetric,
symmetric positive semidefinite, orthogonal, and diagonal
matrices as Sym(n), PSD(n), O(n) and Diag(n) respectively,
with Diag≥0(n) being PSD(n)∩Diag(n). For matrix A with
submatrix A11, the generalized Schur complement of A11

is A \A11. For symmetric matrices V,W of the same size
V ⪰ W indicates that V −W is positive semi-definite. For
vector subspaces A and B, the subspace intersection is A ∩ B
and the subspace sum and direct sum are respectively denoted
by A + B and A ⊕ B. For a linear map T, the image and
kernel subspaces are Im(T) and Ker(T).

II. MODEL

A. Description

An archetypal data collection scheme for which MFA is
applicable consists of multiple sensors or observation units,
each of which collects a vector of measurements. Often these
sensors are homogeneous (such as when all sensors measure
voltage), but MFA is also applicable to a heterogeneous
collection of sensors. The input from an individual sensor then
composes an individual channel of observation for some shared
signal which is measured by multiple sensors. This channel
structure is set by the design of the sensor array, and is known
in advance of data collection. The channels are numbered by
c = 1, . . . , C with nc scalar measurements in channel c.

For channel c, denote the vector of measurements within
that channel as xc. The generative model for xc is

xc = Acf +Bcgc + uc, (1)

where Acf is the signal in channel c, Bcgc is the channel-c
interference that lives within a low-dimensional subspace, and
uc is the measurement noise. The matrices Ac ∈ Rnc×r0 and
Bc ∈ Rnc×rc are the common and distinct factor loadings for
channel c. The number of common factors r0 ≤ n and distinct
factors r1, . . . , rC with rc ≤ nc determine the flexibility of
the model, as the common factor f is in Rr0 and the distinct
factor for channel c, gc, is in Rrc . The remaining portion of
each measurement in channel c which is not a result of the
influence of the latent factors is contributed by uc ∈ Rnc .

The above data collection scheme and related model (1) is
appropriate for several signal processing problems. In passive
radar [23], the observations are collected from two multi-sensor
arrays which make up the reference and surveillance channels.
The common signal f affects both channels as A1f and A2f
when a target is reflected by an opportunistic illuminator. As the
multi-sensor arrays are spatially separated, the interferences can
be modeled as the uncorrelated terms B1g1 and B2g2. Finally,
the measurements are contaminated by uncorrelated noises
whose variances are unknown in the absence of an accurate
calibration. Another possible application of (1) is cooperative
relaying in Time-Division Multiple Access (TDMA) systems
[24], where multiple relays each transmit a common signal to a
multi-antenna access point in sequential time slots c = 1, . . . , C.
The common signal presents in slot c as Acf and is subject
to interference Bcgc and measurement noise uc.

The all-channel observation vector is obtained by stacking
the channels as x ≡ [xT

1 · · ·xT
c ]

T. The first-order model for
the all-channel observations is

x = Af +Bg + u, (2)

where A and B are the all-channel loadings,

A ≡
[
AT

1 · · ·AT
C

]T
, B ≡ blkdiag(B1, . . . ,BC), (3)

with g ≡ [gT
1 · · ·gT

C ]
T and u ≡ [uT

1 · · ·uT
C ]

T. For clarity
of notation, let n ≡ [n1, . . . , nC ], and r ≡ [r0, r1, . . . , rC ].
The total number of observations is n ≡

∑C
c=1 nc and the

total number of distinct factors is r ≡
∑C

c=1 rc. Denote the
cumulative sum of the number of observations and distinct
factors as n<c ≡

∑c−1
k=1 nk and r<c ≡

∑c−1
k=1 rk, respectively.

For c = 1, r<1 and n<1 are set to 0. Similarly, define
n>c ≡ n−nc−n<c and r>c ≡ r−rc−r<c. Table I summarizes
the commonly used notation.

B. Covariance Specification

In (2), the factors f ,g and the errors u are unobserved
random quantities while the factor loadings A,B are fixed
unknown parameters. The latent factors are assumed to satisfy

E[f ] = 0r0 , E[ffT] ≡ Rff ,

E[gc] = 0rc , E[gcg
T
c ] ≡ Rgcgc

.
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Factors of different types are required to be uncorrelated,

E[fgT] = 0r0,r, E[gcg
T
c′ ] = 0rc,rc′ c ̸= c′.

The idiosyncratic errors u are assumed to satisfy

E[u] = 0n, E[ugT] = 0n,r,

E[ufT] = 0n,r0 , E[uuT] = Φ,

for some covariance matrix Φ ∈ Diag≥0(n). Under the above
specification, x has mean zero with covariance matrix

Rxx ≡ ARffA
T +BRggB

T +Φ,

= Rss +Rii +Φ,
(4)

where Rgg = blkdiag(Rg1g1 , . . . ,RgCgC
) and the signal

and interference covariances are Rss ≡ ARffA
T and Rii ≡

BRggB
T, respectively. The set R(n, r) ⊂ PSD(n) contains

all observation covariance matrices realizable by (4).

C. Parameterization of MFA Covariance Models

For given channel sizes n and factor numbers r, the genera-
tive model (2) for the all-channel observation x under MFA
determines a set of covariance matrices R(n, r) ⊂ PSD(n) by
(4). The set R(n, r) can be parameterized in three ways, namely
by the triple of structured components (Rss,Rii,Φ), by the
loading matrices A,B and noise variances Φ whose structures
are shown in Figure 1, or by a vector η which captures the
degrees of freedom in the (A,B,Φ) parameterization.

1) Parameterization by (Rss,Rii,Φ): In MFA, (4) shows
that the observation covariance Rxx is the sum of a low-rank
matrix Rss, a channel-structured block-diagonal matrix Rii

with low-rank blocks, and a non-negative diagonal matrix Φ.
Any triple (Rss,Rii,Φ) of appropriately structured n × n
matrices determines an element of R(n, r) by the second
line of (4). That is, if Rss ∈ PSD(n) has rank at most r0,
Rii ∈ PSD(n) is block-diagonal whose cth block is nc × nc
with rank at most rc, and Φ is in Diag≥0(n), then

Rxx(Rss,Rii,Φ) ≡ Rss +Rii +Φ (5)

is in R(n, r). This can be seen by taking Rff and Rgg to be
identity matrices and obtaining A and B from the Cholesky
factors of Rss and Rii respectively.

Recovering (Rss,Rii,Φ) from an estimate of Rxx is the
central goal of MFA, as decomposing Rxx into the three
summands will separate Rss, which controls the cross-channel
covariance, from Rii, which modifies the within-channel
covariance. Both covariance-controlling components are then
isolated from the idiosyncratic noise variance for individual
inputs. As the summands are separately interpretable and are
identifiable from Rxx, as will be shown in Section III, the
parameterization of R(n, r) in terms of (Rss,Rii,Φ) forms
the basis for interpreting the results of MFA.

2) Parameterization by (A,B,Φ): However, the rank con-
straints on Rss and Rii are inconvenient, as the set of such
matrices is not a vector space. It is typical in factor analysis
to parameterize in terms of the loading matrices A and B,
so that the rank constraints are automatically satisfied. This
increases the complexity of the parameterization map (as it is
quadratic rather than linear), but simplifies the domain.

Figure 1: Depiction of MFA covariance parameters (A,B,Φ)
for two channels. Triangles indicate constraints of AL and BL.

Table I: Table of commonly used notation and descriptions.

Quantity Description Quantity Description
C # of channels nc Chan-c size
r0 Common fac. num. rc Chan-c distinct fac. num.
n Total chan. size r Total distinct fac. num.

n ∈ NC Vector of chan. sizes r ∈ NC+1 Vector of fac. numbers
A ∈ Rn×r0 Common fac. loadings B ∈ Rn×r Distinct fac. loadings
A ⊂ Rn×r0 Set of As B ⊂ Rn×r Set of Bs
AL,BL LT top block subspaces A∗

L,B∗
L LT with positive diag.

Φ ∈ Rn×n Diag. noise cov. η ∈ RL (A,B,Φ) free params
Rss ∈ Rn×n Rank-r0 cov. Rii ∈ Rn×n Blkdiag interf. cov.

Rxx MFA observation cov. R(n, r) Set of Rxxs

The first line of (4) parameterizes R(n, r) in terms of
(A,B,Rff ,Rgg,Φ). However, without further information
about either the loading matrices A,B or the factor variances
Rff ,Rgg, it is clear that the pairs (A,Rff ) and (B,Rgg) are
non-identifiable from knowledge of x alone. As the factors are
unobserved, any change of basis on the factor spaces taking
(A, f) to (AT0,T

−1
0 f) and (Bc,gc) to (BcTc,T

−1
c gc) leaves

the observations unchanged. In the exploratory case where no
information beyond the channel structure and the factor space
dimensionality is assumed, the invariance of the observations
to linear transformations of the factor space is most easily
resolved by imposing that the factors be uncorrelated and
unit-scale, Rff = Ir0 and Rgcgc = Irc for all c = 1, . . . , C.

Under this assumption, R(n, r) can be parameterized as

Rxx(A,B,Φ) ≡ AAT +BBT +Φ. (6)

The set of common factor loadings A is A ≡ Rn×r0 , while the
set of distinct factor loadings is B ⊂ Rn×r containing those
B ∈ Rn×r which are block diagonal with cth block Bc ∈
Rnc×rc . The domain of Rxx(A,B,Φ) is A×B×Diag≥0(n).

3) Parameterization by η: The above parameteriza-
tion Rxx(A,B,Φ) by the loading matrices introduces
a rotation invariance, as Rxx(AQf ,BQg,Φ) equals
Rxx(A,B,Φ) for any orthogonal Qf and Qg, where Qg =
blkdiag(Qg,1, . . . ,Qg,C) with Qg,c ∈ Rrc×rc , c = 1, . . . , C.
For purposes of estimation and asymptotic analysis, it is desir-
able to eliminate this invariance by adding artificial restrictions
to A and B, in such a way that the realizable products AAT

and BBT are not restricted. Analogous restrictions which
remove rotation invariance in single-channel factor analysis
are well-known, and typically involve orthogonality of loading
matrix columns or imposition of structural zeros [25] [26].

Here, appropriate restrictions are imposed in the same fashion

This article has been accepted for publication in IEEE Transactions on Signal Processing. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TSP.2024.3427004

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: UNIVERSIDAD DE CANTABRIA. BIBLIOTECA UNIVERSITARIA. Downloaded on August 16,2024 at 09:21:33 UTC from IEEE Xplore.  Restrictions apply. 



4

as in [2]. Consider loading matrices A, B1, . . . ,BC which
have lower-triangular (LT) top blocks, A1 and B1,1, . . . ,BC,1,
of sizes r0 × r0 and rc × rc, c = 1, . . . , C respectively.
The remaining rows are unconstrained, and the remaining
submatrices are written as A2 and B1,2, . . . ,BC,2. Define
AL ⊂ A and BL ⊂ B as the subspaces of loading matrices
which satisfy their respective restrictions. Further, distinguish
A∗

L as the subset where, for each j = 1, . . . , r0, the main
diagonal element [A1]jj is either positive or the jth column
of A1 is zero. The set B∗

L is defined similarly.
The non-redundant degrees of freedom in (A,B,Φ) for

A ∈ AL and B ∈ BL compose the vector η ∈ RL as

η =
[
vech(A1)

T vec(A2)
T vech(B1,1)

T

vec(B1,2)
T . . . vec(BC,2)

T Diag−1(Φ)T
]T
,

(7)

where the dimension L is

L = nr0− 1
2r0(r0−1)+

∑C
c=1

[
ncrc− 1

2rc(rc−1)
]
+n. (8)

The subset of η so obtained is V ⊂ RL. The parameteri-
zation Rxx(η) of R(n, r) is obtained by inverting (7) for
(A(η),B(η),Φ(η)) and taking Rxx(A(η),B(η),Φ(η)).

III. IDENTIFIABILITY

1) Definition: For multi-channel factor analysis as defined in
Section II, we say that an observation covariance matrix Σxx ∈
R(n, r) is identified when it can be uniquely decomposed
into a sum of appropriately structured components. That is,
in the terms of Section II-C, Σxx is identified if there is
a unique triple (Rss,Rii,Φ) such that Rxx(Rss,Rii,Φ) =
Σxx. As the covariance matrices Rss,Rii, and Φ contain all
information in MFA about the statistical properties of the signal,
interference, and noise respectively, any inference must be
based on these covariances. However, if there exists a different
triple (R̃ss, R̃ii, Φ̃) of structured matrices which also sums to
Σxx, then any inference based on the individual values for the
summands must be suspect. As Σxx is not known, practical
application of MFA requires that the observation covariance
model (4) be guaranteed to be identified using only what
is specified a priori, namely the channel sizes and number
of common and distinct factors. If the channel sizes n and
factor numbers r permit such a guarantee, we say that MFA
is identifiable with those channel sizes and factor numbers.

In this definition, identifiability of MFA is a property of
the covariance matrix Σxx and refers to the uniqueness of the
second order decomposition (6), not uniqueness of the first
order generative model (1). As discussed in Section (II-C2),
the latent factors themselves are not uniquely identifiable even
in the noise-free case, as the bases for the common and distinct
factor spaces can be changed without altering the observations.
However, if the MFA covariance Σxx is identified in the above
sense and a preferred basis for the factor space is chosen, then
the uniqueness of the MFA decomposition allows for linear
MMSE estimation of the latent factors f and gc, c = 1, . . . , C
in that basis (see [2, Section IV.B] for a related experiment).

Identification of (Rss,Rii,Φ) from Σxx breaks into two
subproblems, namely isolation of the idiosyncratic variances
and separation of the signal and interference covariances.

Figure 2: Diagram indicating the relationships between the
conditions imposed on the channel sizes and factor numbers and
their implications for the different aspects of MFA identification.
Directions marked with asterisks were obtained in [2]. “LT”
refers to the lower-triangular structure in A∗

L and B∗
L

That is, the former subproblem refers to whether Σxx uniquely
determines (Rss +Rii,Φ) while the latter subproblem refers
to whether Rss +Rii uniquely determines (Rss,Rii).

In Section III-A, conditions on n and r which resolve the sub-
problems and ensure the identifiability of (Rss,Rii,Φ) from
Σxx are derived. The following Section III-B investigates the
identifiability and associated properties of the parameterization
Rxx(η) of R(n, r) in terms of η, which provides the required
technical foundation for the asymptotic analysis of Section IV.
The relationships between the conditions and results of this
section are summarized in Figure 2.

2) Generic, Global, and Local Identifiability: To establish
the channel sizes and factor numbers for which MFA is
identifiable, it is important to realize that certain degenerate
Σxx will never be identified. For example, choose A,B
such that the block matrix [A B] has some orthogonal rows
and all other rows being zero. The resulting Rss + Rii

will itself be diagonal and so the noise variances cannot be
isolated. Although the subset of R(n, r) containing the non-
identified MFA observation covariance models is not precisely
characterized, it is sufficient for practical applications to find
conditions on n and r which imply that such non-identified
covariance models are atypical. In addition, a distinction can
be made between local and global identifiability. A locally
identified triple (Rss,Rii,Φ) summing to Σxx is guaranteed
to be the unique such triple within some neighborhood, whereas
global identifiability extends this guarantee to the entire space.

These types of result are common in the identifiability litera-
ture; [22] and [27] establish local and global identifiability for
single-channel factor analysis in this generic sense, while [28]
examines generic identifiability in low-rank matrix completion.
Formally, we call a subset of a d-dimensional real vector space
null if its image under a linear isomorphism to Rd has Lebesgue
measure zero. A statement is generically true if it is true for
all elements excepting a null subset.

3) Connections to Previous Results in FA: The question
of identifiability in single-channel factor analysis was an
area of interest for many years. Based on an equation-
counting argument, Ledermann [29] provided a heuristic for
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the maximum number of factors (known as the Ledermann
bound). Anderson [25] set out a simple sufficient condition
for identifiability by requiring that the loading matrix contain
two disjoint full-rank submatrices after removal of a single
row, which will be generically satisfied when the number of
common factors is less than half the number of observations.
Later, Shapiro [22] demonstrated that the Ledermann bound
was generically sufficient for local identifiability, providing
a maximal number of common factors which approaches n
rather than n/2. Shapiro also conjectured that this identifiability
threshold also held for global identifiability, which was later
shown to be correct by Bekker and ten Berge [27].

In this paper, analogous results for multi-channel factor
analysis are obtained. The discussion on the identifiability
of MFA was opened by [2, Sec. III] and the importance
of the problem was recognized. In particular, the authors
provided the restrictions which remove rotation invariance
used in Proposition 3, and give necessary conditions on the
factor numbers by an equation-counting argument. The authors
conjectured that, as in single-channel FA, the threshold obtained
by counting knowns and unknowns should be sufficient for
identifiability, which here is Condition 4. With the addition of
conditions to ensure separability of the signal and interference
covariances, which was not treated in [2], this conjecture is
verified for local identifiability. For global identifiability, we
instead require the slightly stronger Condition 2.

4) Identifiability in Related Multi-Channel Methods: Just
as classical FA has deep connections with other multivariate
statistical methods such as Canonical Correlation Analysis
(CCA) [30], MFA can be related to other techniques for multi-
channel data analysis. In particular, CCA (both in classical two-
view form [31] and in the generalized multi-view form [32]) has
been successfully used to find latent structures shared across
multiple channels, which is also an objective of MFA. Other
multi-channel techniques such as Joint Independent Subspace
Analysis (JISA) [33], Shared Independent Component Analysis
(ShICA) [34] and Deep CCA [35] also enable discovery of
latent structures under differing assumptions on the relations
of the shared and unshared aspects to the multi-channel
observations. Useful identifiability results for Generalized CCA
[32], Deep CCA [36], JISA [37], and ShICA [34] have been
obtained through a variety of approaches.

However, the MFA-specific identifiability results obtained in
this paper are not direct consequences of previous results, and
differ in two ways. First, Proposition 2 for generic separability
of the signal and interference covariances does not require that
the number of factors r0 + rc affecting channel c be less than
the channel size, as Condition 1 allows for r0+rc to be greater
than nc for some channels. If r0 + rc > nc, then the latent
factors (f ,gc) cannot be uniquely determined from xc alone,
even in the noise-free (Φ = 0) case with Ac and Bc known.
Second, the presence of noise in the observations substantially
alters the identifiability problem, as unique isolation of the
noise variance Φ neither implies nor is implied by separability
of the signal and interference covariances.

A. Identifiability of Rxx(Rss,Rii,Φ)

1) Separation of Signal and Interference Covariances: The
first subproblem of MFA identifiability involves the noise-free
part of (6), namely the combined signal-and-interference covari-
ance Rss +Rii. To treat the first subproblem, it is convenient
to work with the loading parameterization Rxx(A,B,Φ), then
relate back to Rxx(Rss,Rii,Φ).

Define two equivalence relations on A× B by

(A,B) ∼1 (Ã, B̃) ⇐⇒ AAT +BBT = ÃÃT + B̃B̃T

(A,B) ∼2 (Ã, B̃) ⇐⇒ AAT = ÃÃT and BBT = B̃B̃T.

Under ∼1, two pairs of loading matrices are equivalent if
they correspond to the same sum Rss +Rii, while under ∼2,
two pairs are equivalent if they correspond to the same tuple
(Rss,Rii). It is clear that ∼2 is a finer relation than ∼1, and
by definition Rss +Rii can be uniquely separated into Rss

and Rii iff the ∼2-equivalence class associated with Rss+Rii

contains a single ∼1-equivalence class.
More can be said about the structure of these ∼1 and ∼2

equivalence classes. Application of a well-known result (see,
e.g., [38, Lemma 5.1]) shows that for pairs (A,B), (Ã, B̃) ∈
A× B with (A,B) ∼1 (Ã, B̃) we must have[

Ã B̃
]
=

[
A B

]
Q,

for some orthogonal matrix Q ∈ O(r0 + r). That is, any
two ∼1-equivalent pairs are such that the combined loading
matrices [A B] and [Ã B̃] represent the same map under
different orthonormal bases for the combined factor space of
both common and distinct factors. Similarly, if (A,B) ∼2

(Ã, B̃) then Ã = AQ00 for Q00 ∈ O(r0) and B̃c = B̃cQcc

with Qcc ∈ O(rc) for each c = 1, . . . , C. Partitioning Q as,

Q =


r0 r1 rC
Q00 Q01 . . . Q0C r0
Q10 Q11 . . . Q1C r1

...
...

...
QC0 QC1 . . . QCC rC

 (9)

then (A,B) ∼2 (Ã, B̃) iff [Ã B̃] can be obtained from [A B]
by right-multiplication by a block-diagonal Q.

One distinction between multi-channel FA and single-channel
FA with r0+r total factors is that not all products [A B]Q will
correspond to a valid pair of MFA loading matrices (Ã, B̃) ∈
A× B. This is due to the structural zeros of B. If Q is block
diagonal, the product [A B]Q will preserve the structural zeros
in B and correspond to a valid member of A× B. However,
the converse is not true without further restrictions on n and r,
as non-block-diagonal Q which preserve the structural zeros
in B can exist even in non-degenerate cases. A example of
this is given in the Supplementary Materials.

With the above equivalence relations ∼1 and ∼2, existence
of such a non-block-diagonal Q occurs exactly when Rss+Rii

cannot be uniquely separated. The following proposition gives
sufficient conditions on (A,B) so that all Q which preserve
the structural zeros of B are block-diagonal.

Proposition 1. For A ∈ A and B ∈ B, suppose that,
after possibly renumbering the channels, the submatrices
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M1, . . . ,MC of [A B] have Full Column Rank (FCR), where
Mc is

Mc =

[
A<c B<c

A>c 0

]
, M1 = [AT

2 . . . AT
C ]

T (10)

with A<c = [AT
1 . . .A

T
c−1]

T, A>c = [AT
c+1 . . .A

T
C ]

T and
B<c = blkdiag(B1, . . . ,Bc−1). Then any Q ∈ O(r0 + r)
such that [A B]Q = [Ã B̃] for some (Ã, B̃) ∈ A × B must
have Qij = 0 for all i ̸= j when partitioned as (9).

Proof: See Supplementary Materials for proof.
If the ∼1-equivalence class of Rss+Rii contains any (A,B)

which satisfy the condition of Proposition 1, then all elements
in the ∼1-equivalence class belong to the same ∼2-equivalence
class and so Rss +Rii can be uniquely separated. This can
be seen by letting (A,B) satisfy the above condition, so for
any (Ã, B̃) ∼2 (A,B) the pairs must in fact be related by a
block-diagonal orthogonal transformation. Hence, the ∼2 and
∼1 equivalence classes collapse by transitivity.

The following condition on n and r implies that the
hypothesis of Proposition 1 is generically satisfied on A×B, and
therefore Rss +Rii can be uniquely separated into (Rss,Rii).

Condition 1. The channel sizes n1, . . . , nC and factor numbers
r0, . . . , rC satisfy rc ≤ nc and

r0 + r<c ≤ n− nc, (11)

for all c = 1, . . . , C.

If r0 + rc ≤ nc for all channels, then Condition 1 is
satisfied for any ordering of the channels. This follows as
r0 ≤ minc=1,...,C{nc − rc} implies r0 ≤ (n1 − r1) +
. . . (nc−1 − rc−1) + nc+1 + . . . nC , and so (11) is satisfied
for all c = 1, . . . , C. Condition 1 depends on channel ordering,
but its use in the following proposition is not order dependent.

Proposition 2. (Generic Separability of Rss+Rii) If Condition
1 is satisfied for some permutation of the channel numbers,
then the subset of A× B which does not satisfy the condition
of Proposition 1 is null.

Proof: See Supplementary Materials for proof.
2) Isolation of Noise Variances: For single-channel FA

identifiability, the main criterion is ϕ defined for n, r, ρ ∈ N as

ϕ(n, r, ρ) =
r(r + 1)

2
− ρ(ρ+ 1)

2
− ρ(r − ρ)− n.

The threshold for global identifiability of single-channel FA
[27] is then ϕ(n, r, 2r − n) > 0. For MFA, the analogous
criterion function ψ(n, r,ρ) is

ψ(n, r,ρ) = n+ϕ(n, r0, ρ0)+

C∑
c=1

ϕ(nc, rc, ρc)+rc(r0−ρ0),

(12)
with non-negative integer vector ρ = [ρ0, ρ1, . . . , ρC ]. The
criterion ψ depends on all of the factor numbers r0, r1, . . . , rC
and not a function of the total number of factors alone.

Condition 2. The channel sizes n and factor numbers r satisfy
rc ≤ nc and r0 + r ≤ n. In addition, let ψ∗ be the smallest

criterion value over possible MFA reductions,

ψ∗ = min
(n′,r′,ρ)∈M

ψ(n′, r′,ρ) (13)

where M ⊂ N3C+2 contains all non-negative (n′, r′,ρ)
satisfying

n′c ≤ nc, c = 1, . . . , C,

r′c = (rc − (nc − n′c))+, c = 1, . . . , C,

r′0 = [r0 −
∑C

c=1(nc − n′c − rc)+]+,

ρc ≤ min{r′c, 2(r′0 + r′c)− n′c}, c = 1, . . . , C,

ρ0 = min{r0, 2r′0 +
∑C

c=1 2r
′
c − ρc − n′c},

(14)

and
∑C

c=1 n
′
c > 0. Either ψ∗ > 0 or M is empty.

Similarly to [27], (A,B,Φ) is said to have globally
identified noise variances if Rxx(A,B,Φ) = Rxx(Ã, B̃, Φ̃)
implies that Φ = Φ̃. The following theorem establishes that
Condition 2 is sufficient for (A,B,Φ) to generically have
globally identifiable noise variances and hence that the noise
variances can be uniquely isolated from AAT +BBT.

Theorem 1. (Separation of Φ) If Condition 2 is met, (A,B,Φ)
has globally identified noise variances except for a null subset
of A× B×Diag≥0(n).

Proof: See Appendix for proof.
If the channel sizes and factor numbers meet both Conditions

1 and 2, the results of this section imply that the observation
covariance can be uniquely decomposed into the signal,
interference, and noise covariances, except for a null set of
degenerate cases. Therefore, interpretation of the individual
components of MFA is well-founded.

Showing that Condition (2) is sufficient for the unique
isolation of the noise variances divides into two cases. The first
possibility considered is whether the observation covariance
Rss+Rii+Φ permits a second representation as R̃ss+R̃ii+Φ̃
with all noise variances [Φ̃]ii not equaling [Φ]ii, i = 1, . . . , n.
Such a second representation precludes unique isolation of the
noise variances, and implies that Rss+Rii differs by a diagonal
matrix from another noise-free MFA covariance with the same
factor numbers. This relationship between two noise-free MFA
covariances implies the existence of a symmetric matrix H
of size r0 + r with appropriate structural zeros and satisfying
both an overall rank constraint and rank constraints on the
main diagonal blocks, where the constraints are functions of
the channel sizes and common and distinct factor numbers.
As the overall and block rank constraints interact, the integer
vector ρ sets the ranks of the diagonal blocks of H, where
the possible values are given in Condition (2) for n′c = nc,
r′0 = r0 and r′c = rc for c = 1, . . . , C. The criterion ψ can
be seen (31) as the effective number of constraints imposed
on H minus the degrees of freedom in choosing the diagonal
difference matrix. If the criterion ψ is positive for all permitted
ρ, then all block ranks lead to an overdetermined problem, so
generically no such second representation exists.

In the second case, the noise variances have [Φ̃]ii = [Φ]ii
for i in some index set β. To resolve the second case, the fact
that the difference [Φ̃]ii − [Φ]ii = 0 for indices in β yields
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that the associated principal submatrices of Rss + Rii and
R̃ss+R̃ii are equal. Taking the generalized Schur complement
in Rss +Rii of this submatrix reduces the second case to the
first case with smaller channel sizes n′c and factor numbers r′0
and r′c for c = 1, . . . , C, where the possible reduced channel
sizes and factor numbers (for varying index sets β) are set
out in Condition 2. If ψ is positive for all possible reduced
n′, r′ and the associated possible block ranks ρ, then Φ can
be generically be isolated from Rss +Rii.

B. Identifiability of Rxx(η)

The previous section established conditions under which
the MFA decomposition of the observation covariance into the
signal, interference, and noise covariance matrices is identifiable
and thus interpretable. This section provides complementary
results for the identifiability of Rxx(η). These results are of
technical relevance for the analysis of Section IV as they allow
standard parameter estimation theory to be applied.

1) Unique Representative: In constructing the parameter-
ization of R(n, r) in terms of η, the first step is defining
the subset A∗

L × B∗
L of ∼2-equivalence class representatives.

The following proposition establishes that A∗
L ×B∗

L contains a
unique representative from each ∼2-equivalence class.

Proposition 3. (LT Uniqueness) For any (A,B) ∈ A×B there
is a unique (Ã, B̃) ∈ A∗

L × B∗
L such that (A,B) ∼2 (Ã, B̃).

Proof: See Supplementary Materials for proof.
This result parallels the use of LT restrictions to select

a unique representative loading matrix in single-channe FA.
However, for MFA, a previously unrecognized complication
occurs when Rss +Rii cannot be uniquely separated. In this
case, there exist multiple elements of A∗

L × B∗
L which are ∼1

equivalent, and so the LT restrictions do not select a unique
representative from each ∼1-equivalence class.

Proposition 4 applies a result for confirmatory factor analysis
[39] to give a necessary condition that the channel sizes and
factor numbers must satisfy so that the LT restriction will
distinguish a unique representative of the ∼1-equivalence class.
Condition 1 is sufficient for the same result.

Condition 3. The channel sizes n and the factor numbers r
satisfy

r0r +
∑C

c=1 rcr<c ≤
∑C

c=1(n− nc)rc. (15)

Proposition 4. If almost all (Ã, B̃) ∈ A∗
L×B∗

L are the unique
representative in A∗

L × B∗
L of their ∼1-equivalence class, then

Condition 3 is satisfied. Conversely, if Condition 1 is satisfied,
then almost all (Ã, B̃) are the unique representative in A∗

L×B∗
L

of their ∼1-equivalence class.

Proof: See Supplementary Materials for proof.
In connection to Rxx(η), if η, η̃ ∈ V are obtained by (7)

applied to (A,B,Φ0) and (Ã, B̃,Φ0) respectively, for (A,B)
and (Ã, B̃) in A∗

L × B∗
L, then Rxx(η) = Rxx(η̃) implies

η = η̃ except on a null subset of V . That is, if the noise
variances are known, then Condition 1, under which the signal
and interference covariances can generically be separated, also
yields that η is generically globally identifiable. The following
two subsections treat the typical case where Φ is unknown.

2) Local Identifiability: For fixed Σxx ∈ R(n, r), the
equation Rxx(η) = Σxx defines a quadratic system of
equations in the entries of η. As this system is nonlinear,
simply counting the number of knowns in Σxx and the number
of unknowns in η is not sufficient to determine whether a
solution is unique. However, linearization of the system by
considering the differential dRxx(η) allows investigation of
local identification. Here, local identification at η means that
there is a neighborhood of η on which Rxx(η) is an invertible
map. We say that MFA is generically locally identifiable with
channel sizes n and factor numbers r if almost all η ∈ V are
locally identified.

As Rxx(η) is a smooth map, local identification at η follows
by the inverse function theorem if dRxx(η) is injective. To
assess this, a key condition follows from the tabulation of
knowns and unknowns in MFA with channel sizes n and factor
numbers r, as discussed in [2, Sec. III].

Condition 4. The number of common factors r0 satisfies

r0 ≤ 1
2

(
2n+ 1−

√
8(n+D) + 1

)
, (16)

where
D =

∑C
c=1 ncrc −

1
2rc(rc − 1) (17)

and for each channel c = 1, . . . , C, the number of distinct
factors in that channel satisfies

rc ≤ 1
2

(
2nc + 1−

√
8nc + 1

)
. (18)

The following proposition, which was proven in [2], shows
that Condition 4 is necessary for dRxx to be injective.

Proposition 5. It is necessary that the channel sizes n and
factor numbers r satisfy Condition 4 for dRxx(η) to be
injective at any η ∈ V .

However, ensuring that dRxx(η) is generically injective is
more challenging, as it requires examining the differential itself
in addition to the dimensions of the domain and codomain.
The following theorem shows that, when combined with the
separability result of Proposition 2, Condition 4 is also sufficient
for local identifiability.

Theorem 2. (Local Identifiability) If the channel sizes n and
factor numbers r satisfy Conditions 1 and 4, then the differential
dRxx(η) is generically injective.

Proof: See Appendix for proof.
3) Global Identifiability: Although the local identifiability

result of Theorem 2 provides valuable information about the
behavior of Rxx(η) on small neighborhoods and will be needed
in Section IV, a stronger global identifiability result for Rxx(η)
is desired. The following proposition combines the results of
Section III-B1 with Proposition 2 and Theorem 1 to show that
Rxx(η) is an invertible map, excepting a null set of η.

Proposition 6. (Global Identifiability) If the channel sizes n
and factor numbers r satisfy Conditions 1 and 2, then there
exists a subset Ṽ ⊂ V such that Rxx(η) is injective on Ṽ
and V \ Ṽ is null.

Proof: See Supplementary Materials for proof.
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IV. ASYMPTOTICS

A. Estimation

Suppose T observation vectors x1, . . . ,xT are available
and are i.i.d. with covariance Σxx = Rxx(η̊). In this setting,
[2] presents an estimation procedure to obtain the value of
η which maximizes the likelihood of the observations under
the assumption that the latent factors and idiosyncratic errors
are jointly multivariate normal. Under those distributional
assumptions, the implied log density for x is

log f(x;η) =− 1

2
log detRxx(η)−

1

2
xTR−1

xx (η)x+K.

(19)
With this density, estimation of A,B,Φ from x1, . . .xT is
framed as the optimization problem

min
η∈V

log detRxx(η) + trR−1
xx (η)ST (20)

where ST is the sample covariance, ST = T−1
∑T

j=1 xjx
T
j ,

and the sample objective function ℓT is

ℓT (ST ;η) ≡ log detRxx(η) + trR−1
xx (η)ST . (21)

To avoid the Heywood cases [40], we will restrict attention
to (A,B,Φ) such that mini[Φ]ii ≥ ϵ for some fixed ϵ > 0.
This has the advantage of ensuring that the smallest eigenvalue
Rxx(A,B,Φ) is bounded away from zero. Letting V ′ ⊂ V
contain all η which satisfy this additional requirement, we
define the estimators ÂT , B̂T , Φ̂T as those obtained from the
minimizer of ℓT (ST ;η),

η̂T = argmin
η∈V ′

ℓT (ST ;η). (22)

The estimators for the MFA parameters, ÂT , B̂T , Φ̂T , are
obtained by inverting (7) for η̂T .

As the latent factors and idiosyncratic errors are not observed,
the assumption of joint multivariate normality can be difficult to
support. Therefore, the asymptotic results of Section IV-B are
obtained by treating (21) as a quasi-loglikelihood [41] objective
function to be optimized, rather than requiring that (19) be the
true likelihood. The results on the asymptotic consistency and
normality of the estimators do not require the joint normality of
the latent factors and errors. These results instead require only
mild moment assumptions, so the estimators are asymptotically
valid if the latent vectors are non-normal.

B. Asymptotic Properties

In this section it is primarily assumed that the observation
vectors x1, . . . ,xT are independent and identically distributed
with mean zero and MFA covariance model (6),

Var(x1) = Σxx ≡ Rxx(Å, B̊, Φ̊). (23)

The true values Å and B̊ ≡ blkdiag(B̊1, . . . B̊C) are such that
(Å, B̊) ∈ A∗

L × B∗
L and [Φ̊]ii > ϵ for all i = 1, . . . , n. The

vectorization (7) of (Å, B̊, Φ̊) is η̊ ∈ V ′. The higher moments
of x1 are not specified, and in particular the observations need
not be normally distributed. Theorem 3 also speaks to the
misspecified case where Σxx /∈ R(n, r).

The next theorem shows that identification of the true Σxx

is enough to ensure that the estimators are consistent for the
factor loading parameters A and B and the idiosyncratic noise
variance Φ. This follows from the fact that x has finite second
moment and the exclusion of singular covariance models in
the definition of the parameter space. The objective function
ℓT is then sufficiently well-behaved so that the maximizer η̂T

of ℓT converges to the maximizer of ℓ0 ≡ E[ℓT ], which is η̊.
Convergence of ÂT , B̂T , Φ̂T to Å, B̊, Φ̊ then follows.

Theorem 3. (Consistency) Suppose x1,x2, . . . are an i.i.d. se-
quence of random vectors with E[x1] = 0 and positive definite
Var(x1) ≡ Σxx. If there exists a unique R̊xx ∈ R(n, r) mini-
mizing DKL

(
N (0,Σxx)|| N (0, R̊xx)

)
with R̊xx = Rxx(η̊)

for η̊ ∈ V ′ in the interior of the globally identified set Ṽ defined
in Proposition 6, then ÂT , B̂T , Φ̂T converge in probability to
Å, B̊, Φ̊ respectively.

Proof: See Appendix for proof.
In particular, if the model is correctly specified with

Var(x1) = Rxx(η̊) for η̊ in the interior of the globally
identified set, then the estimators ÂT , B̂T , Φ̂T are consistent.

The following theorem shows that the estimators have a
limiting Gaussian distribution when the observation distribution
has a finite fourth moment. This is obtained from consistency
of the estimators and the nature of ℓT in a neighborhood of the
covariance Rxx(η̊). In particular, Theorem 2 is used to show
that the objective generically has a positive second differential,
and so the limiting covariance is positive definite. As the
limiting distribution is non-degenerate, η̂T − η̊ converges to
zero in probability at the standard parametric rate of T−1/2.

Theorem 4. (Asymptotic Normality) Assume the conditions of
Theorem 3 are satisfied with Σxx = Rxx(η̊). In addition, as-
sume that x1 satisfies E[||x1||4] <∞. Under these conditions,
the estimated parameters η̂T converges in distribution as

√
T (η̂T − η̊)

d→ N (0L,W) (24)

for positive-definite matrix W in the Appendix, (43).

Proof: See Appendix for proof.

V. EXPERIMENTS

A. Numeric Comparison of Conditions

In Section III, conditions on the channel sizes and factor
numbers and their implications for MFA identifiability are given.
To gain intuition for how varying channel sizes and factor
numbers affects the satisfaction of these conditions, Figure
3 depicts the illustrative case of three equal-size channels.
The figure compares Condition 3, which is necessary for
identifiability, to the hypotheses of Theorem 2 and Proposition
6 which are respectively sufficient for generic local and global
identifiability. To interpret Figure 3, examine channel size
n1 = 15 in the middle panel with rc = 5. In this case,
Proposition 5 implies that, for r0 > 25, the set of ∼2-
representatives A∗

L×B∗
L does not contain unique representatives

of almost all ∼1-equivalence classes, preventing the separation
of signal and interference. This is indicated by the circle
at n1 = 15 and r0 = 25. Further, 19 is the maximum r0
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Figure 3: Comparison of maximum common factor number r0
under three identifiability conditions, for varying channel sizes.
Channel structure depicted is three equally-sized channels, with
rc = 2, 5, 10 distinct factors for c = 1, 2, 3.

which guarantees local identifiability under Theorem 2 as
shown by the square at n1 = 15 and r0 = 19. Finally,
14 is the largest r0 which yields global identifiability under
Proposition 6, which is indicated by the triangle at n1 = 15
and r0 = 14. The maximum r0 for which generic global
and local identifiability can be respectively guaranteed under
Proposition 6 and Theorem 2 agree as channel size increases,
but the channel size for which the condition agree increases
as the distinct factor number increases. In addition, the gap
between Condition 3 (which is necessary for identifiability)
and Conditions 1 & 4 is constant in the shared channel size
and small relative to the total factor number r0 + r. Although
the results of this paper give only sufficient conditions for
local and global identifiability, the experiment in this section
demonstrates that these conditions are close to Condition 3
which is an upper-bound for MFA identifiability. For further
discussion and comparisons with unequal channels, see [1].

B. Asymptotic Behavior of Estimators

To verify the consistency of η̂T resulting from Theorem 3,
Figure 4 shows the Normalized Mean Square Error (NMSE)
||η̂T − η̊||2/||̊η||2 when the model is correctly specified and
the channel sizes and factor numbers satisfy Conditions 1
& 2. For each trial, non-zero entries of the true parameters
Å ∈ A∗

L, B̊ ∈ B∗
L and Φ̊ are independent N (0, 1) samples.

For entries constrained to be non-negative, the absolute value
is taken. Initial values for the estimation procedure of [2]
are independently obtained in the same fashion, and η̂T is
computed from T independent samples with covariance Σxx.

For C = 3 channels with nc = 8, Figure 3 shows that the
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Figure 4: Experimental validation of Theorem 3 for varying
common factor number r0, with C = 3 channels of size nc = 8
and rc = 2 distinct factors, c = 1, 2, 3. Points indicate average
NMSE from 1000 Monte Carlo trials at each setting.

largest r0 meeting Conditions 1 & 2 is r0 = 9 while the largest
r0 meeting Conditions 1 & 4 is r0 = 12. The decreasing
NMSE in Figure 4 for r0 = 9 verifies that the parameters
η can be consistently estimated when global identifiability is
guaranteed, while the non-decreasing NMSE for r0 = 12 shows
that local identifiability alone is insufficient for consistency.
The decreasing NMSE for intermediate cases 9 < r0 < 12
may indicate that MFA is globally identifiable for those factor
numbers, but this is not given by Proposition 6.

VI. DISCUSSION

This paper provides a set of theoretical results for multi-
channel factor analysis, which justify applying MFA to analyze
the second-order structure of multi-channel observations. Con-
ditions on the allowable number of common and distinct factors
which guarantee generic uniqueness of the decomposition
of the covariance into across-channel, within-channel, and
idiosyncratic components are set out in Section III. These
identifiability results ensure that conclusions drawn from
MFA are meaningful as long as the channel sizes and factor
numbers satisfy the appropriate conditions. Further, although
the estimation procedure proposed in [2] is obtained by
likelihood maximization under the assumption of normality
for the latent vectors, the results of Section IV demonstrate
that violation of this assumption does not affect the asymptotic
validity of the resulting estimators.

When introducing multi-channel factor analysis, [2] discusses
the broad potential applicability of the MFA model to diverse
problems in signal processing, statistics, and machine learning
where channel structure is a relevant feature. The promise of
this method comes from the utility of the decomposition of
the observation covariance into structured parts corresponding
to the latent signal, interference and noise, the uniqueness
of which can now be verified. The identifiability results
of this paper are obtained assuming that the signal and
interference dimensions are prespecified. Many applications of
interest would require estimating these dimensions from the
observations, which is a challenging order selection problem.
In single-channel FA, techniques such as maximization of
an information criterion [42], bi-cross-validation [43], or
eigenvalue analysis [44] can be used to estimate the number of
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common factors. Adapting these techniques for order selection
in MFA is an important direction for future work.
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APPENDIX
PROOFS OF THEOREMS 1− 4

For ease of notation, let A⊕B ⊂ Rn×(r0+r) be the subspace
of matrices which can be written as [A B] for some A ∈
A,B ∈ B. The spaces A⊕B and A×B are trivially isomorphic.
Further, let (A⊕ B)∗ contain all FCR elements of A⊕ B. As
long as r0 + r ≤ n and rc ≤ nc for each c, (A ⊕ B)∗ is an
open submanifold. The set AL ⊕ BL is defined similarly.

As many of the propositions proved here involve null sets,
we distinguish between null subsets of the unrestricted loadings
A×B and null subsets of the equivalence class representatives
A∗

L × B∗
L. A null subset of A × B need not correspond to a

null subset of representatives. For example, A∗
L × B∗

L is itself
null in A × B. Lemma 1 connects the two notions. Proofs
of the following lemmas can be found in the Supplementary
Materials for this paper.

Lemma 1. If C ⊂ A × B is a null set which is a union of
∼2-equivalence classes, then the set of representatives C̃ ⊂
A∗

L × B∗
L is null in AL × BL.

Lemma 2. Let H = [HT
1 HT

2 ]
T and Z = [ZT

1 ZT
2 ]

T be m× p
matrices with H1,Z1 ∈ Rp×p. If H1 is invertible, H1 and Z1

are LT, then HZT + ZHT = 0 implies Z = 0.

Lemma 3. (Maximal Rank Sub-Loadings) Let (A⊕B)∗∗ be the
subset of (A⊕ B)∗ containing FCR [A B] where, for all c =
1, . . . , C, the rank of all submatrices of the channel c loadings
[Ac Bc] are maximal. That is, if D is any s × t submatrix
of [Ac Bc], then rank(D) = min{s, t}. The complement A⊕
B \ (A⊕ B)∗∗ is null.

Proof of Theorem 1: Define B ⊂ A× B×Diag≥0(n) as
the subset where (A,B,Φ) does not have globally identified
noise variances. For any Φ′ ⪰ Φ, if (A,B,Φ) is in B then so
too is (A,B,Φ′) as Rxx(A,B,Φ) = Rxx(Ã, B̃, Φ̃) implies
Rxx(A,B,Φ+ [Φ′ −Φ]) = Rxx(Ã, B̃, Φ̃+ [Φ′ −Φ]) with
Φ′ ̸= Φ̃+[Φ′−Φ]. As the set of Φ′ greater than Φ has positive
Lebesgue measure in Diag(n), B is null in A×B×Diag≥0(n)
iff its projection onto A × B is null. That this projection is
null is shown in the remainder of the proof.

Let U ⊂ A⊕ B contain those [A B] such that there exists
some other [Ã B̃] and a diagonal φ = Φ− Φ̃ with

AAT +BBT +φ = ÃÃT + B̃B̃T, φ ̸= 0. (25)

If [A B] ∈ U for φ = Φ − Φ̃ ̸= 0, then (A,B,Φ) is in B,
and so showing U to be null will imply that B is null.

To show U is null under the conditions of Theorem 1, U
is partitioned into a number of cases. Let U∗ contain the
elements of U satisfying the maximal rank condition of Lemma
3, U∗ = (A⊕ B)∗∗ ∩ U . Next, note that U∗ can be written as
the finite union of U∗

β where β ⊂ {1, . . . , n} is a proper subset
of the possible indices. The subset Uβ is obtained by adding

the restriction that [φ]ii = 0 for all i ∈ β and [φ]jj ̸= 0 for
j ∈ βc to (25). The proof proceeds in two steps. In the first
step, β is the empty set and so φ is non-singular. Results from
differential geometry will imply that U∗

∅ is null. In the second
step, the diagonal of φ has zeros, which enables reduction to
the invertible case with smaller n and r.

Case 1: φ non-singular: In the primary case, β = ∅ and so
φ is non-singular. To eliminate the quantification over Ã and
B̃ in the definition of U , construct the block matrices

M =

 φ A B
AT −Ir0 0
BT 0 −Ir

 , Mc =

φc Ac Bc

AT
c −Ir0 0

BT
c 0 −Irc

 ,
for c = 1, . . . , C, where φc is the submatrix of φ in the
cth channel. Additivity of rank with respect to the Schur
complement implies

r0 + r + rank(ÃÃT + B̃B̃T) = n+ rank(H),

r0 + rc + rank(ÃcÃ
T
c + B̃cB̃

T
c ) = nc + rank(Hc),

(26)

for c = 1, . . . , C, where H is

H(A,B,φ) =

[
Ir0 +ATφ−1A ATφ−1B
BTφ−1AT Ir +BTφ−1B

]
, (27)

and similarly Hc is

Hc(Ac,Bc,φc) = Ir0+rc + [Ac Bc]
Tφ−1

c [Ac Bc].

Further, the block-diagonal structure of B yields that the lower-
right part of H is block-diagonal with blocks of size rc×rc, c =
1, . . . , C. The lower-right part of Hc equals the cth block of
the lower-right part of H. Combining the bounds

rank(ÃÃT + B̃B̃T) ≤ r0 + r,

rank(ÃcÃ
T
c + B̃cB̃

T
c ) ≤ min(nc, r0 + rc),

with (26) yields that

rank
(
H(A,B,φ)

)
≤ 2(r0 + r)− n,

rank(Irc +BT
cφ

−1
c Bc) ≤ min{rc, 2(r0 + rc)− nc},

(28)

for c = 1, . . . , C. To establish the second line of (28), we
combine (26) with the above bounds to yield that rank(Hc) ≤
min{r0+rc, 2(r0+rc)−nc}. As Irc+BT

cφ
−1
c Bc is the lower-

right block of Hc of size rc× rc, its rank is bounded above by
the minimum of the block size and rank of the whole matrix
as min{rc,min{r0 + rc, 2(r0 + rc) − nc)}. This expression
then equals the RHS of the second line of (28).

Therefore, showing that the set of [A B] where H(A,B,φ)
satisfies (28) for some invertible φ is null implies that U∗

∅
is null as well. If either 2(r0 + r) − n < 0 or there is a c
with 2(r0 + rc) − nc < 0, a bound in (28) is negative and
so U∅ is empty. For the remainder of this case, assume that
2(r0 + r) ≥ n and 2(r0 + rc) ≥ nc for all c.

For the codomain of H, let S ⊂ Sym(r0 + r) contain the
vector space of all symmetric matrices whose r × r lower-
right part is block-diagonal with blocks of sizes rc × rc for
c = 1, . . . , C, which has dimension

dimS = r0(r0+1)
2 + r0r +

∑C
c=1

rc(rc+1)
2 .
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Recall that both (A⊕B)∗∗, which contains [A B] satisfying the
maximal rank submatrix condition of Lemma 3, and the non-
singular diagonal matrices Diag∗(n) are open submanifolds of
their respective vector spaces. So, H is a smooth map from the
product manifold (A⊕B)∗∗ ×Diag∗(n) to S . The differential
dH of this map at (A,B,φ) is

dH = [A B]Tφ−1[dA dB] + [dA dB]Tφ−1[A B]

+ [A B]Tφ−1dφφ−1[A B].

The differential is surjective. To see this, consider the subspace
of tangent vectors (dA, dB,0) with [dA dB] = φ−1[A B]L,
for L ∈ R(r0+r)×(r0+r) lower-triangular and partitioned as
L = [L11 0;L12 L22], where L22 is block-diagonal with cth
block of size rc×rc. The space of such L has equal dimension
to S. It can be verified that φ−1[A B]L has structural zeros
in the appropriate places, and so is a valid choice for [dA dB].
On this subspace, dH is injective. Suppose that, for some L
with the above structure,

dH = 0 = [A B]Tφ−2[A B]L+ LT[A B]Tφ−2[A B].

The matrix [A B]Tφ−2[A B] is positive-definite as φ−2

is positive and [A B] is FCR. So, [A B]Tφ−2[A B] has
Cholesky-type decomposition UUT with U upper-triangular
and non-singular. This is obtained by taking the usual Cholesky
decomposition of the original matrix with the order of rows and
columns reversed. So, the above equation can be manipulated
to yield UTL(U−1)T = −U−1LTU and so UTL(U−1)T

is skew-symmetric. However, as the LHS is lower-triangular
while the right is upper-triangular, we must also have that
UTL(U−1)T diagonal. Diagonal skew-symmetric matrices
must be zero, and UTL(U−1)T implies L = 0 as U is
invertible. So, dH is injective on a subspace with the same
dimension as the codomain, and so dH is surjective. As
(A,B,φ) ∈ (A ⊕ B)∗∗ × Diag∗(n) was arbitrary, H is a
smooth submersion.

Next, we will show that the subset of S where the rank
conditions (28) are satisfied can be written as a union of
embedded submanifolds. For any index set α ⊂ {1, . . . , (r0 +
r)}, relate α to the block-structure of H by defining ρ0 ≡
|α∩{1, . . . , r0}| and ρc ≡ |α∩{(r<c+1), . . . , (r<c+rc)}| for
each c. Then for those α where ρ ≡ [ρ0, ρ1, . . . , ρC ] satisfies

ρ0 +
∑C

c=1 ρc ≤ 2(r0 + r)− n,

ρc ≤ 2(r0 + rc)− nc,
(29)

let Sα be the subset of S ∈ S where the principal submatrix
S[α, α] is non-singular and rank(S) = |α|. If H(A,B,φ)
satisfies (28), then H(A,B,φ) ∈ Sα for some α satisfying
(29). For S ∈ Sα, symmetry and invertibility of S[α, α]
implies the complementary submatrix, S[αc, αc], is a smooth
function of S[α, α] and S[α, αc]. This fact is equivalent to the
well-known matrix completion result that, for C ∈ Sym(n)
partitioned as C = [C11 C12; CT

12 C22] with C11 invertible
and rank(C11) = rank(C), we have C22 = C12C

−1
11 C

T
12.

For all S ∈ Sα, the submatrices S[α, α] and S[α, αc] inherit
structural zeros from S which are determined by α. Define
the vector space Wα ⊂ Sym(ρ0 + ρ) containing all symmetric
matrices with structural zeros in locations which match those

of S[α, α], and similarly let Yα ⊂ Rρ×(r0+r−ρ) be the vector
space containing all matrices with structural zeros matching
those of S[α, αc]. As I|α| is in Wα, the subset W∗

α containing
only non-singular matrices is the preimage of det−1

α (R \ {0})
and so is a non-empty open submanifold of the same dimension
as Wα. Here detα : Wα → R is the usual determinant with
domain restricted to Wα. The dimensions of these spaces are

dim(Wα) =
ρ0(ρ0+1)

2 + ρ0ρ+
∑C

c=1
ρc(ρc+1)

2 ,

dim(Yα) = ρ0(r0 + r − ρ0)− ρ0ρ+
∑C

c=1 ρc(rc − ρc).
(30)

Then there is the obvious embedding from the product manifold
W∗

α × Yα into S obtained by setting S[α, α] equal to the first
component, S[α, αc] and S[αc, α] to the second component and
its transpose respectively, then smoothly obtaining S[αc, αc] as
the unique low-rank matrix completion. So, Sα can be treated as
an embedded submanifold of dimension dim(Wα)+dim(Yα).

As Sα is an embedded submanifold, H is automatically
transverse for Sα by virtue of being a submersion. So, a
standard application of Sard’s Theorem (see, e.g., [45, Thm.
6.30]) ensures that H−1(Sα) is an embedded submanifold
of (A ⊕ B)∗∗ × Diag∗(n) with codimension equal to the
codimension of Sα in S, namely

codimSα = r0(r0+1)−ρ0(ρ0+1)
2 +

∑C
c=1

rc(rc+1)−ρc(ρc+1)
2

+ (r0 − ρ0)r − ρ0(r0 − ρ0)−
∑C

c=1 ρc(rc − ρc).

Let π be the projection map from (A ⊕ B)∗∗ × Diag∗(n) to
(A⊕ B)∗∗. Dimensional considerations [45, p 131] then imply
that π

(
H−1(Sα

)
) is null if

dim(A⊕ B)∗ + n− codimSα < dim(A⊕ B)∗. (31)

If the above inequality is satisfied for all α with ρ meeting
(29), then U∗

β is null for β = ∅. This follows as for any [A B]
in U∅, H(A,B,φ) is in Sα for some φ and some α satisfying
(29). Hence U∗

∅ is a subset of
⋃

α π
(
H−1(Sα

)
), and the latter

is a finite union of null sets.
Case 2: φ singular: We will show that Uβ with |β| > 0

is also null by reducing to the non-singular case with smaller
channel sizes and factor numbers. To do so, let jc ≡ |β ∩
{(r<c+1), . . . , (r<c+ rc)}| be the number of zeros in the cth
channel on the diagonal of φ and let the channels be numbered
such that j1 ≥ j2 ≥ · · · ≥ jC .

For the first channel, we can take φ = Diag(0j1 ,φ
′) without

loss of generality by permuting x1. Continuing to let A1 and
B1 be the common and distinct factor loadings for channel 1
respectively, define the submatrices A11 and B11 containing the
first j1 rows of A1 and B1 respectively. Similarly define Ã11

and B̃11 with respect to Ã1 and B̃1. The remaining submatrices
A12,B12 and Ã12, B̃12 contain the last n1−j1 rows of A1,B1

and Ã1, B̃1 respectively. Finally, let A′ = [AT
12 AT

2 . . . AC ]
T

and B′ = blkdiag(B12,B2, . . . ,BC) be the loadings after
exclusion of the top j1 rows, with Ã′ and B̃′ being similar.

With these definitions, the zeros of φ show that (25) implies

A11A
T
11 +B11B

T
11 = Ã11Ã

T
11 + B̃11B̃

T
11. (32)

As φ is diagonal, the off-diagonal blocks are also equal,
[A11 B11 0r>1

][A′ B′]T = [Ã11 B̃11 0r>1
][Ã′ B̃′]T. (33)
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Next, recall that the generalized Schur complement of
A11A

T
11 +B11B

T
11 in AAT +BBT is

A′A′ +B′B′ − [A′ B′]W[A′ B′]T, (34)

where W is defined as
W = [A11B11 0]T(A11A

T
11 +B11B

T
11)

−[A11B11 0],

with (·)− being the Moore-Penrose psuedo-inverse. As AAT+
BBT is positive semi-definite, the generalized Schur comple-
ment is uniquely defined [46, Ch. 6], and so (34) equals

[A′ B′]

[
P 0
0 Ir>1

][
A′T

B′T

]
, (35)

where P is the orthogonal projection onto Ker([A11 B11]),
which has dimension (r0 + r1 − j1)+ by maximal rank
submatrix condition. To represent P, note that dimKer(B11)
is r′1 ≡ (r1 − jc)+ as B11 is a j1 × r1 submatrix of [A1 B1].
Choosing v′

1, . . . ,v
′
r′1

as an orthogonal basis for Ker(B11),
the vectors vi = [0T

r0 vi]
T are also in Ker([A11 B11]). To

the list v1, . . . ,vr′1
, we can extend to an orthogonal basis of

Ker([A11 B11]) by adding w1, . . . ,wr′0
where

r′0 ≡ (r0 + r1 − j1)+ − (r1 − j1)+ = [r0 − (j1 − r1)+]+.

If W = [w1 . . . wr′0
] and V′ = [v′

1 . . . vr′1
], then if

D ≡
[ r′0 r0 − r′0 r′1 r1 − r′1
W0 0 0 0 r0
W1 0 V′ 0 r1

]
,

the projection P equals DDT, where W0 and W1 contain
the first r0 rows and the remaining r1 rows of W respectively.

So, the inner term in (35) factors into RRT where R =
[D 0; 0 Ir>1

]. As R has a block lower-triangular form, it can
be verified that [A′ B′]R continues to have the appropriate
channel structure. The generalized Schur complement can then
be represented as AoA

T
o +BoB

T
o where [Ao Bo] is obtained

from [A′ B′]R by dropping the zero columns.
Using this representation, we can take the lower (n− j1)×

(n − j1) block of (25) and subtract [A′ B′]W[A′ B′] from
both sides. By the equalities (32) and (33), this implies the
relation between the generalized Schur complements,

K \K11 = K̃ \ K̃11 +φ′

where K ≡ AAT+BBT and K11 ≡ A11A
T
11+B11B

T
11, and

K̃, K̃11 are defined similarly using Ã, B̃. As discussed above,
this implies there are Ao,Bo and Ão, B̃o such that

AoAoT +BoBoT = ÃÃoT + B̃oB̃oT +φ′.

In the case with jc = 0 for c > 1, The above procedure exhibits
a reduction from U∗

β into U ′∗
∅ where U ′ is the set of loadings

satisfying (25) for channel sizes n1−j1, n2, . . . , nC and factor
numbers r′0, r

′
1, r2, . . . , rC . As the orthogonal projection P

varies smoothly with [A11 B11], the matrix D can be chosen
to smoothly vary in [A11 B11] and so the reduction is smooth.

In other cases, the above procedure can be iterated to remove
jc zeros from φc each time, yielding a smooth reduction
from U∗

β to U ′∗
∅ . Showing U∗

β to be null reduces to showing
U ′∗
∅ to be null, where U ′ is the non-separable set (25) with

channel sizes n1 − j1, . . . , nC − jC and factor sizes r′0 =

(r0 −
∑C

c=1(jc − rc)+)+, r′c = (rc − jc)+ for c = 1, . . . , C.
Verification of Condition 2: To demonstrate that Condition

2 is sufficient to imply that U is null, first assume that M
as defined in (14) is non-empty. For U∗

∅ , if the subset of M
containing (n′, r′,ρ) with n′ = n, r′ = r is empty, then
(29) cannot be satisfied with ρ non-negative and so either
2(r0 + r) − n < 0 or there is a c with 2(r0 + rc) − nc < 0.
That is, H(A,B,φ) cannot satisfy (28) for any (A,B) and
so U∗

∅ is empty. If the aforementioned subset of M is non-
empty, then at least some non-negative ρ satisfying (29) is
possible. Then the dimension condition (31) is equivalent to
ψ(n, r,ρ) > 0 with ψ defined in (12). As a function of ρ0
alone, ψ is decreasing on [0, r0], so ψ being positive when
ρ0 is at its maximum feasible value implies ψ is positive for
all smaller values of ρ0. So, minρ ψ(n, r, ρ) > 0 ensures that
(31) is satisfied for all valid α. Therefore, U∗

∅ is null.
For any index set β with jc, c = 1, . . . , C zeros in the

cth channel on the diagonal of φ, taking n′c = nc − jc and
r′0, r

′
1, . . . r

′
C as in (14) effects the reduction of U∗

β to U ′∗
∅ as

discussed in the previous subsection. The above argument can
be applied to U ′∗

∅ , showing that ψ∗ > 0 implies U ′∗
∅ is null for

all possible reductions. Therefore, U∗
β is null for all β. The

remaining part of U is a subset of (A⊕B) \ (A⊕B)∗∗, which
is null by Lemma 3. So, U is a subset of the finite union of
the null sets U∗

∅ ,U
∗
β for all β, and (A⊕ B) \ (A⊕ B)∗∗.

Finally, if M is empty, then no feasible value for ρ exists
for any possible reduction and so U∗ is empty. Then U ⊂
A⊕ B \ (A⊕ B)∗∗ and so is null. As A⊕ B is isomorphic to
A× B, the result of Theorem 1 follows.

Proof of Theorem 2: First, note that dRxx(η) is equivalent
to dRxx(A,B,Φ) when (A,B,Φ) ∈ A∗

L ×B∗
L ×Diag≥0(n)

is obtained from η by inverting (7). For (dA, dB) ∈ AL ×BL

and dΦ ∈ Diag(n), the differential

dRxx = AdAT + dAAT +BdBT + dBBT + dΦ (36)

is a linear map in (dA, dB, dΦ) from a vector space of
dimension L as defined in (8) to a space of dimension
n(n+1)/2. Necessary conditions for injectivity can be obtained
by dimensionality considerations. First, the dimension of the
domain must be no greater than the codomain for the map to
be injective, so L ≤ n(n + 1)/2. The previous inequality is
equivalent to the condition

r0 ≤ 1

2

(
2n+ 1−

√
8(n+D) + 1

)
,

where D is defined in (17). Similarly, setting dA, dΦ and
dB2, . . . , dBC to zero (of the appropriate dimensions), the re-
stricted dRxx is a linear map from a vector space of dimension
n1r1 − r1(r1−1)

2 into the subspace of symmetric matrices with
only the top n1×n1 block being non-zero. Again, the dimension
of the restricted domain must be no greater than the codomain,
meaning n1r1−r1(r1−1)/2 ≤ n1(n1+1)/2. This is equivalent
to the condition r1 ≤ 1

2

(
2n1 + 1−

√
8n1 + 1

)
. The same

considerations for other blocks yield the conditions that, for
all c = 1, . . . , C, rc ≤ 1

2

(
2nc + 1−

√
8nc + 1

)
. Combined,

this is Condition 4 and so Proposition 5 is proven.
Next, we will show that the Condition 4 combined with the

separability Condition 1 is sufficient for dRxx to be generically

This article has been accepted for publication in IEEE Transactions on Signal Processing. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TSP.2024.3427004

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: UNIVERSIDAD DE CANTABRIA. BIBLIOTECA UNIVERSITARIA. Downloaded on August 16,2024 at 09:21:33 UTC from IEEE Xplore.  Restrictions apply. 



14

injective in (dA, dB, dΦ). Assume that the combined matrix
[A B] is FCR, which excludes a null subset of A∗

L ×B∗
L. The

proof proceeds in three steps: first showing that dA 7→ AdAT+
dAAT and dB 7→ BdBT+dBBT are separately injective, then
showing the sum of the two is generically injective, then finally
showing that the map (dA, dB, dΦ) 7→ dRxx is generically
injective and therefore dRxx(η) is generically injective.

Define the linear maps FA : AL → Sym(n) and FB :
BL → Sym(n) as FA(X) ≡ AXT + XAT and FB(Y) ≡
BYT +YBT. Similarly, FA,B : AL × BL → Sym(n) is

FA,B(X,Y) ≡ FA(X) + FB(Y)

= [A B][X Y]T + [X Y][A B]T.
(37)

For FA, an application of Lemma 2 implies that FA is
injective, as FA(X) = 0 implies X = 0 by the structure of
AL and the FCR assumption. Arguing channel-wise for FB,
FB is injective in a similar fashion.

Second, define the image subspaces as A ≡ Im(FA) and
B ≡ Im(FB). Injectivity of FA and FB implies

dim(A) = nr0 − r0(r0−1)
2

dim(B) =
∑C

c=1 ncrc −
rc(rc−1)

2 .

The sum map FA,B will be injective iff A ∩ B = {0},
as existence of (X,Y) with FA,B(X,Y) = 0 implies
that FA(X) = −FB(Y) and so FB(Y) is in A ∩ B. If
A ∩ B = {0}, then injectivity of FA and FB separately
implies (X,Y) = (0,0). The converse direction follows as if
G ∈ A ∩ B and G ̸= 0, then exist non-zero X and Y such
that FA(X) = G = FB(Y) and so FA,B(X,−Y) = 0.

To show A ∩ B = {0}, suppose FA,B(X,Y) = 0 and so

AXT +XAT = −BYT −YBT. (38)

Next, suppose there exists some v ∈ Rn with v ∈ Ker(AT)∩
Ker(BT) but at least one of XTv or YTv is non-zero. Then
applying the transformations in (38) to v, we obtain

AXTv = B(−Y)Tv.

The LHS is then in Im(A) and the RHS is in Im(B). As
Im(A) ∩ Im(B) = {0} is implied by the FCR assumption on
[A B], we must have that both AXTv and B(−Y)Tv are
zero. However, A and B both being full rank implies that
Ker(A) = {0} and Ker(B) = {0}. As at least one of XTv
and (−Y)Tv is non-zero by assumption, at least one of AXTv
and B(−Y)Tv is non-zero, yielding a contradiction. So, for
all v ∈ Ker(AT) ∩Ker(BT), XTv and YTv are zero.

Hence, we have that Ker(XT) ⊃ Ker(AT)∩Ker(BT) while
Ker(YT) ⊃ Ker(AT) ∩ Ker(BT), which is equivalent to
Im(X) ⊂ Im(A) ⊕ Im(B) and Im(Y) ⊂ Im(A) ⊕ Im(B).
So, all columns of [X Y] can be written as a linear com-
bination of the columns of [A B] and there exists some
W ∈ R(r0+r)×(r0+r) such that

[X Y] = [A B]W. (39)

Combining (39) and (37), FA,B(X,Y) = 0 can be written as
[A B](WT+W)[A B]T = 0. As [A B] is FCR, left and right
multiplying by ([A B]T[A B])−1[A B]T and its transpose
yields that (W +WT) = 0, so W is skew-symmetric.

However, Proposition 2 implies that W must be zero unless
(A,B) belong to a null subset of A∗

L ×B∗
L. To see this, recall

that the Cayley transform gives that there exists a Q ∈ O(r0+r)
such that W = (Q− I)(Q+ I)−1. So, (39) is equivalent to

[X Y] + [A B] =
(
[A B]− [X Y]

)
Q.

The above implies that (X+A,Y+B) ∼1 (A−X,B−Y),
where both pairs are in AL ×BL. Note that FA,B(X,Y) = 0
implies that FA,B(ϵX, ϵY) = 0 for any ϵ, meaning that
(A − X,B − Y) can be assumed to belong to an arbitrary
neighborhood of (A,B) in A∗

L × B∗
L. By the proof of

Proposition 2, the subset C̃ ⊂ A∗
L × B∗

L where the full rank
submatrix condition of Proposition 1 is not satisfied is closed
and null. Generically, (A,B) is in the complement A∗

L×B∗
L\C̃

and so (A−X,B−Y) also belongs to the complement for
small enough (X,Y) as [A B] is FCR. So, Proposition 1
applies to (A−X,B−Y), meaning that Q must be block-
diagonal and so (X +A,Y + B) ∼2 (A −X,B −Y). By
Proposition 3, the ∼2-representatives in A∗

L × B∗
L are unique,

hence (X,Y) = (0,0). Thus, FA,B is generically injective.

For the third step, we complete the proof by showing that

(A⊕ B) ∩Diag(n) = {0}, (40)

which is equivalent to showing that the differential (36) is
injective. To show (40), we examine the orthogonal complement(
(A⊕ B) ∩Diag(n)

)⊥
. Standard properties of the subspace

lattice show that
(
(A⊕ B) ∩Diag(n)

)⊥
equals (A⊥ ∩B⊥)∩

(A⊥ ∩B⊥ ∩Diag(n)⊥)⊥ ⊕Diag(n)⊥. As dim(Diag(n)⊥) is
n(n− 1)/2, it suffices to show

n = dim
(
(A⊥ ∩ B⊥) ∩ (A⊥ ∩ B⊥ ∩Diag(n)⊥)⊥

)
. (41)

Expanding B⊥ using that FB(Y) is channel-structured block-
diagonal, we see that any matrix with zeros in the block-
diagonal is within B⊥. Let Y be the subspace of such matrices,

Y = Span
(
{eieTj + eje

T
i : ∃ c s.t. i ≤ r<c + rc < j}

)
.

The structure of Y then implies Y ⊂ B⊥ and therefore B⊥ =
Y ⊕ (B⊥ ∩Y⊥). The subspace B⊥ ∩Y⊥ contains all channel-
structured block-diagonal matrices where for all c, the cth block
is orthogonal to all matrices of the form BcY

T
c +YcB

T
c . Hence,

the subspace B⊥ ∩ Y⊥ be can be written as W1 ⊕ · · · ⊕WC ,
where Wc ⊂ Sym(n) contains the matrices in B⊥∩Y⊥ whose
entries for blocks other than c are all zero.

The intersection A⊥ ∩B⊥ ∩Diag(n)⊥ equals A⊥ ∩ (W1 ⊕
· · ·⊕Wc⊕Y)∩Diag(n)⊥, which in turn equals A⊥∩(((W1⊕
· · ·⊕Wc)∩Diag(n)⊥)⊕Y) as Y ⊂ Diag(n)⊥. The subspace
(W1 ⊕ · · · ⊕ Wc) ∩ Diag(n)⊥ consists of all C ∈ B⊥ ∩ Y⊥

with zero diagonal. This space equals W̃1 ⊕ · · · ⊕ W̃C , where
W̃c is the subspace of all elements of Wc with zero diagonal.
So, dim(A⊥ ∩ B⊥ ∩Diag(n)⊥) is

dim(A)+
∑C

c=1 dim(W̃c)+dim(Y)−dim(A+
∑C

c=1 W̃c+Y).

The dimension of Wc can be written as

dim(W̃c) = dim(Wc) +
nc(nc−1)

2 − (nc(nc+1)
2 − Jc)

= dim(Wc)− (nc − Jc),
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where Jc is the dimension of the intersection between the
subspace of matrices in Sym(nc) that are realized as BcY

T
c +

YcB
T
c and the subspace of diagonal matrices. This will be

zero iff the individual channel is locally identifiable as a single
channel factor model, which will generically occur when (18)
is satisfied, as shown in [22, Thm. 3.2]. If the above is satisfied,
B ∩Diag(n) = {0}. From this, we obtain that

A⊥ + B⊥ = (A⊥ + B⊥) ∩ (A⊥ + (B⊥ ∩Diag(n)⊥))

⊕ (A⊥ + B⊥) ∩ (A ∩ (B ⊕Diag(n))).
(42)

However, the term A ∩ (B ⊕ Diag(n)) can be shown to be
{0} by the results from [47] for single-channel FA when (16)
is satisfied. In particular, if C ∈ A ∩ (B ⊕Diag(n)), then as
C ∈ A, [47, Lemma 2.1] implies that

vT
i Cvj = 0, 1 ≤ i ≤ j ≤ n− r0,

where v1, . . . ,vn−r0 ∈ Rn is a basis for Ker(AT). As the
structure of A does not restrict Ker(AT), all the above linear
constraints on C are generically independent. There are

(
n−r0

2

)
constraints, and C ∈ (B ⊕ Diag(n)) has dim(B ⊕ Diag(n))
degrees of freedom. Hence, A ∩ (B ⊕Diag(n)) is {0} iff

(n−r0)(n−r0+1)
2 ≥ dim(B) + dim(Diag(n)),

as the RHS is dim(B ⊕ Diag(n)). This is equivalent to the
condition (16), and therefore A∩ (B ⊕Diag(n)) = {0}. This
implies that the RHS of (42) equals (A⊥+(B⊥∩Diag(n)⊥)).
Finally, (41) can be expanded as,

dim
(
(A⊥ ∩ B⊥) ∩ (A⊥ ∩ B⊥ ∩Diag(n)⊥)⊥

)
= dim(A⊥) + dim(B⊥)− dim(A⊥ + B⊥)

− dim(A⊥ ∩ B⊥ ∩Diag(n)⊥)

= dim(A⊥) +
∑C

c=1 dim(Wc) + dim(Y)

− dim(A⊥ + B⊥)− dim(A⊥)−
∑C

c=1 dim(W̃c)

+ dim(A⊥ + (B⊥ ∩Diag(n)⊥)).

By the previous results, this simplifies to

n−
[
dim(A⊥+B⊥)− dim(A⊥+(B⊥ ∩Diag(n)⊥))

]
−
∑C

c=1 Jc,

which equals n iff all Jc = 0 and

dim(A⊥ + (B⊥ ∩Diag(n)⊥)) = dim(A⊥ + B⊥).

This occurs generically when the criteria in Proposition 2 are
satisfied, and so the differential dRxx will be injective at
almost all (A,B,Φ) ∈ A∗

L × B∗
L × Diag(n). This space is

isomorphic to V , so dRxx(η) is generically injective.

Proof of Theorem 3: Define the function ℓ0 over η ∈ V ,

ℓ0(η) ≡ E[ℓT (η)] = log detRxx(η) + trR−1
xx (η)Σxx

= 2DKL

(
N (0,Σxx)||N (0,Rxx(η))

)
+ log detΣxx.

By hypothesis, ℓ0 has a unique minimum over V ′ at η̊ as η̊
belongs to the globally identified set. Further, this minimum is
well-separated. To see this, first note that the sublevel sets of
ℓ0(η) are compact by the proof of [2, Thm. 1] with S = Σxx

and the fact that the map η 7→ (A,B,Φ) is continuous. Let
m = ℓ0(η̊), which is finite as Σxx and R̊xx are positive
definite and so yield a finite KL-divergence. For any h > 0

and all ϵ > 0, the closed set V ′ is partitioned into the three
sets Bϵ ∩ Lh, Bc

ϵ ∩ Lh and Lc
h, where

Bϵ = {η ∈ V ′ ; ||η − η̊|| < ϵ},
Lh = {η ∈ V ′ ; ℓ0(η) ≤ m+ h}.

The set Lh ∩ Bc
ϵ is the intersection of a closed set and a

compact set, so it is compact. Therefore, the infimum of the
continuous function ℓ0(η) over Lh ∩Bc

ϵ is achieved at some
η′. By the assumption of a unique minimum, ℓ0(η′) > m for
all ϵ > 0. Additionally, as h > 0, the infimum of ℓ0 over Lc

h

is strictly greater than m. Therefore, infη∈Bc
ϵ
ℓ(η) > ℓ(η̊) and

so η̊ is a well-separated minimum.

The deviation of ℓT from ℓ0 is controlled as,

sup
η∈V ′

|ℓT (η)− ℓ0(η)| = sup
η∈V ′

|trR−1
xx (η)(ST −Σxx)|

≤ sup
η∈V ′

||R−1
xx (η)||F ||ST −Σxx||F

≤ ϵ−1
√
n||ST −Σxx||F .

The third line follows from the definition of V ′, which imposes
that λmin(Rxx(η)) ≥ ϵ. As the second moment of x exists,
ST is consistent so ||ST −Σxx||F

p→ 0. So, ℓT (η) converges
uniformly in probability to the limiting function ℓ0(η). As η̂T

minimizes ℓT , standard results for M -estimators [48, p. 45]
imply that η̂T

p→ η̊, so (ÂT , B̂T , Φ̂T )
p→ (Å, B̊, Φ̊) as well.

Note that if Σxx ∈ R(n, r), then the minimizing R̊xx is Σxx,
which is the unique minimum by the Gibbs inequality.

Proof of Theorem 4: For any r > 0, define the set of η ∈
V ′ with ||Rxx(η)−Σxx||F < r and ||R−1

xx (η)−Σ−1
xx ||F < r.

As Rxx(η),R
−1
xx (η) are continuous and η̊ is in both sets, their

intersection is a non-empty open neighborhood of η̊. In this
neighborhood, the objective function ℓT (η) is Lipschitz, as for
any η1,η2 in the neighborhood with R1 ≡ Rxx(η1),R2 ≡
Rxx(η2), the difference |ℓT (η1)−ℓT (η2)| is bounded above,

|ℓT (η1)−ℓT (η2)| ≤ |log detR1R
−1
2 |+ |trST [R

−1
1 −R−1

2 ]|
≤ | trR1[R

−1
2 −R−1

1 ]|+ | trST [R
−1
2 −R−1

1 ]|
≤

(
||R1 −Σxx||F + ||Σxx||F + ||ST ||F

)
×

||R−1
1 ||F ||R−1

2 ||F ||R1 −R2||F
≤ m(r,Σxx,S)||R1 −R2||F ,

with m(r,Σxx,S) = (r + ||Σxx||F + ||S||F )(r + ||Σ−1
xx ||F )2.

Since by assumption E[||x1||4] < ∞, it is implied that
E[||ST ||2F ] < ∞ and therefore E[m(r,Σxx,S)

2] < ∞. As
||R||F is bounded within the neighborhood, it is similarly true
that the associated ||A||F , ||B||F are bounded. Therefore,

||R1 −R2||F ≤ 2||A1||F ||A1 −A2||F + ||Φ1 −Φ2||F
+ 2||B1||F ||B1 −B2||F

≤ C(r,Σxx)||η1 − η2||2
for some non-random C(r,Σxx). Hence, ℓT (η) is Lipschitz
within some neighborhood of η̊ with first differential

dℓT (η, dη) = tr(R−1
xx (η)dRxx(η, dη))

− tr(R−1
xx (η)dRxx(η, dη)R

−1
xx (η)ST ).

Both dRxx(η, dη) and R−1
xx (η) exist for all η ∈ V , so
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dℓT (η, dη) is well-defined. The second differential expands as

d2ℓT (η, dη) = 2 tr
(
[R−1

xx (η)dRxx(η, dη)]
2R−1

xx (η)ST

)
− tr

(
[R−1

xx (η)dRxx(η, dη)]
2
)
.

Taking expectation and evaluating at η̊, the above display equals
||Σ−1/2

xx dRxx(η̊, dη)Σ
−1/2
xx ||2F for dRxx as in (36), evaluated

at (Å, B̊, Φ̊) with tangent vector (dA, dB, dΦ). This norm is
zero only if dRxx(η̊, dη) is zero. However, as in the proof of
Theorem 3, identifiability of η̊ implies that dRxx is non-zero
for all non-zero (dA, dB, dΦ). Let V0 be the Hessian matrix
of ℓ0 at η̊. As the second differential is positive, the quadratic
form dηTV0dη is positive for all dη ̸= 0, so V0 is positive
definite. Standard results for M-estimators (e.g. [48, p. 53])
then imply that

√
T (η̂T − η̊)

d→ N (0,W), where

W = V−1
0 E

[∂ℓT (η̊)
∂η

∂ℓT (η̊)
T

∂η

]
V−1

0 . (43)
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