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Magnetic molecules that present a slow decay of their magnetization (molecular magnets) are very interesting both from a fun-
damental and applied points of view. While many approaches focus strongly in finding systems with strong magnetic anisotropy
giving rise to large spin-reversal barriers, less is known on the behavior of magnetic tunneling, which is a also fundamental com-
ponent of molecular magnet behavior. In this work we propose a model to describe both the spin-reversal barrier and magnetic
tunneling in Ni(II) trigonal bipyramidal complexes, that could be easily extended to other transition-metal systems. Based on this
model we show the criteria that lead to optimal complexes to find molecular magnet behavior. We test our proposal with multi-
reference configuration-interaction (MRCI) and ligand-field-density-functional-theory (LF-DFT) first-principles calculations ap-
plied over several families of mononuclear Ni(II) complexes. As a salient result we find that the complex [NiCl3(Hdabco)2]+

(dabco is 1,4-diazabicyclo[2.2.2]-octane) displays both a very large magnetic anisotropy energy, 524 cm−1, and a small tunneling
splitting, 0.2 cm−1, when compared to other systems containing the same metal, making it a very attractive potential molecular
magnet. These values are reached due to the choice of ligands that favor a complete destruction of the Jahn-Teller distortions
through the spin-orbit coupling and an unquenched orbital momentum.

1 Introduction

The creation of molecular-size devices displaying two (or
more) states with distinguishable properties (i.e.spin-up/spin-
down) at room temperature, and which are switchable under
an external perturbation will pave the way towards a myriad
applications in fields like high-density information storage1,2,
quantum-computation3 or molecular spintronics4. While sev-
eral classes of thesebistablesystems exist5,6, single molecule
magnets1,7–11 (SMM) where each state represents a different
magnetization that relaxes very slowly are, perhaps, the ones
that have attracted highest expectations for practical applica-
tion.

In the literature7 the slow relaxation present in SMMs is re-
lated to the existence of a high spin-reversal barrier,Ueff, that
separates the states with positive and negative values of the
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dinates of all the studied complexes optimized at B3LYP level. See DOI:
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sada, Universidad de Cantabria, Avenida de los Castros s/n, 39005 San-
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magnetic moments,Ms, with respect to the axis of magnetiza-
tion (z). In other words, magnetic anisotropy manifests itself
through an energy barrier that must be overcome to switch the
magnetization from parallel to anti-parallel alignment. In axial
systems, this barrier is determined by the spin-Hamiltonian:

Ĥ = DŜ2
z (1)

whereD is the axial Zero-Field-Splitting (ZFS) parameter, and
Ŝ2

z the projection operator of the total spin along the z-axis.
From Eq. 1 we see that whenD is negative, the spin-reversal
barrier isUeff = |D|M2

max, whereMmax is maximum projection
of the magnetic moment of the system alongz axis. While
this solution seems to indicate that the optimal strategy to en-
hance the barrier in SMMs is increasingMmax by, for exam-
ple, creation of polynuclear coordination clusters12 with large
magnetic moment, experimental results13–16supported by the-
oretical modeling17,18 indicate that the nature of the magnetic
anisotropy is local19,20 and that any increase inMmax is usu-
ally compensated by a corresponding decrease in|D|.

New approaches have arose to circumvent this difficulty
like, for example, the use of molecules containing a single
magnetic rare-earth complex10,11,13,21–24where the high spin-
orbit coupling of the lanthanide/actinide ion provides the sys-
tem with a large magnetic anisotropy and SMM behavior. This
interest in single-ion-magnets (SIM) has been lately been re-
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inforced due to the recent discovery of transition-metal com-
plexes15,18,25–31belonging to this family. In these cases the
moderate spin-orbit coupling can be put to good use if sym-
metry considerations allows it to act at first order. Typicalex-
amples involve Co(II) or Fe(II)15,25,30,31complexes but other
examples, like the recent discovery of a Fe(I) complex with
the highestUeff found so far in a transition-metal SIM (226
cm−1) are also known. Moreover, theoretical predictions have
worked out many other possibilities that could lead to large,
negativeD values and, possibly, SIM behavior32.

From the perspective of this work, Ni(II) trigonal-
bipyramidal (TBP) complexes are very interesting. While, so
far, no Ni(II) SIM has been discovered, a recent theoretical-
experimental work29 shows that complexes of this kind can
display large magnetic anisotropies with|D| values of 120-180
cm−1. The factors making this value much smaller than the
spin-orbit constant of the isolated Ni(II) ion (ζ = 675 cm−1

according to Ref.33) is theoretically well understood29. Both
covalency with the ligands, and the partial quenching of the
spin-orbit coupling due to its competition with the Jahn-Teller
(JT) distortions reduce|D| from its ideal, ionic value. How-
ever, the understanding of other magnitudes, like therhom-
bic ZFS splitting constant,E, is much less developed. This
is somewhat surprising, as this parameter controls (in integer
spin systems) the magnetic tunneling splitting34 and blocking
temperature, both quantities being crucial to know whethera
high-|D| transition metal complex will be a SIM and up to
which temperature. Since these properties essentially deter-
mine whether any of these interesting molecules could find
application in real-life problems we have developed a simple
model to describe it and find the main chemical factors influ-
encing its value (see Section 2). The relatively simple nature
of the ground state of Ni(II)-TBP complexes (from the point
of view of the number of states involved to create a realis-
tic theory) and the interest in finding a SIM containing this
ion makes these systems an ideal starting place to develop
this model. In Section 4 we test the model againstab initio
calculations and show that [NiCl3(Xdabco)2]+ (dabco is 1,4-
diazabicyclo[2.2.2]-octane) ions, existing in crystal form,35,36

not only display a huge magnetic anisotropy withUeff = 524
cm−1 but also present a tunneling rate which is, at least, an
order of magnitude smaller than the interesting complexes re-
cently reported by Ruamps et al.29. Even though no Ni(II)
SIM has been found, the properties of this complex make it
susceptible to sustain a magnetization over time under the in-
fluence of a small magnetic field. If experimentally confirmed
this complex would be the first of its kind.

2 Theory

In this section we will study the conditions leading to
large magnetic anisotropy in Ni(II) trigonal-bipyramidalcom-

plexes, and the factors determining the stability of the spin
states in them. In particular, we will focus on the case where
the transition metal ion is coordinated to three equivalentlig-
ands in the plane and axial ligands differ from them. From the
theoretical point of view this gives rise to two main cases37

belonging to different point groups. We will initially focus
onD3h complexes with a horizontal symmetry plane, and will
consider at a later step the effects of lowering the symmetryto
D3, C3v or C3.

We will start describing the electronic structure of TBP
Ni(II) complexes. A basic orbital scheme is shown in Fig.
1 whereNi(3d) levels are populated with 8 electrons. These
complexes can be high (S=1) or low (S=0) spin, depending
on the strength of ligands which control the separation of the
a′1(dz2) orbital from thee′(dx2−y2,dxy) one. We will exclu-
sively focus on the high-spin complexes that appear with lig-
ands like Cl or F, since the low-spin ones are not magnetic. In
the former case, the ground state term is3E′ (see Fig. 1).
While the high-magnetic anisotropy of TBP-Ni(II) systems
is essentially a consequence of the degenerate nature of the
ground state (see for example29) other properties, like mag-
netic tunneling, can only be recovered when excited states are
considered. In all the Ni(II) complexes that we have studied
using ab initio calculations (see Section 4) there is a group
of low-lying excited states (usually within 0.7eV) separated
from the rest (usually present at energies higher than 1eV).
Our first-principles calculations indicate that many features of
the spin-stability can be understood taking into account these
lower states, and neglecting the effect of the higher ones.
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Fig. 1 (Color online) In the upper part the electronic configurations
associated to aD3h TBP d8 configuration are shown, as well as the
excitations from theS= 1 ground state. In the lower part we show
the excited states spanned by each configuration classified in low
and high-lying excited states. Magnetic properties are most
influenced by the lower excited states. The braces around the1A′

1
state indicate that this state can be at low (ground) or high energy
depending on the ligand field strength.
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2.1 The Jahn-Teller effect in TBP complexes

As indicated above the ground state of these systems is3E′,
which contains six multiplets, due to both orbital and spin de-
generacy. As it is well known, orbitally degenerate systems
are subject to the Jahn-Teller effect that favors a symmetry-
lowering distortion of the system.38 As a consequence of this
motion, the degenerate levels split and the system becomes
more stable.

In the case of TBP complexes, symmetry considerations in-
dicate that onlye′ vibrations can vibronically couple to the
ground3E′ state. For a basic NiX5 D3h complex there are
3 normal modes that belong to this irrep. Internal coordinates
that describe the distortions of a TBP molecule, are depicted in
Fig. 2. It is noteworthy to point out that, while all the modes
reduce symmetry toC2v, the problem is still more complex
than, for example theE⊗eone in octahedral systems where a
single mode is JT active. For Ni(II) TBP complexes, as the de-
generate orbitals (dx2−y2 anddxy), expand over the equatorial
plane, the most important distortion is described by the angle
α controlling the distortion of the equilateral triangle formed
by equatorial ligands into an obtuse or acute one. The second
motion in importance is given byβ , the bending of the axial
ligands. These two distortions chemically portray the trans-
formation of the TBP complex into a square pyramidal one,
following a Berry pseudorotation39. It is important to note
that the distortions described byα and β are strongly cou-
pled. While in most simple triangular molecules the distortion
that makesα smaller than 120◦ is favored due to anharmonic
ligand-ligand interactions40, in TBP systems this motion al-
lows the axial ligands to relax into the plane favoringβ to be
smaller than 180◦, which in turn pushes the equatorial ligands
toward smallerα values. As we will see in Section 4, this
mechanism can be used to reduce the global JT distortion, and
enhance the complex magnetic anisotropy by choosing bulky
ligands that cannot fit in between the equatorial ligands.

As vibronic coupling interactions conserve spin38, the JT
effect in the six-state3sz

E′
α (sz is the spin projection andα =

x2 − y2,xy the occupiede′ orbital) problem can be reduced
to 3 equivalent 2-by-2E⊗ e matrices. In order to take into
account the spin-orbit coupling in the next step it is betterto
use Longuet-Higgins’s complex-valued wavefunctions37,41:

∣

∣

3
sz

E′
+

〉

=
1√
2

(∣

∣

∣

3
sz

Ex2−y2

〉

+ i
∣

∣

3
sz

Exy
〉

)

(2)

∣

∣

3
sz

E′
−
〉

=
1√
2

(∣

∣

∣

3
sz

Ex2−y2

〉

− i
∣

∣

3
sz

Exy
〉

)

(3)

as the resulting states, when only considering metal orbitals,
have well-defined, unquenched orbital angular momentum
(E′

± → L = ±2). Defining the complex vibrational modes
Q± = Qx± iQy, whereQx andQy are the two components of

Fig. 2 (Color online) Scheme representing the three Jahn-Teller
distortions for a simple NiX5 TBP complex and the internal
coordinatesα , β andτ that are employed to describe them.

ane′ mode and using Eqs. 2 and 3 we can obtain the linear JT
coupling matrix for each spin as:

HJT(sz) =
1
2

K
(

|Q+|2+ |Q−|2
)

+

(

0 −vE′Q+

−vE′Q− 0

)

(4)

whereK is the force constant of the system along the mode
Q and vE′ is the linear JT constant for the groundE′ state.
Diagonalization of the above matrix yields a splitting of the

orbital states which is linear withρ =
√

Q2
++Q2

− but these
solutions retain a triple degeneracy due to the spin. Before
obtaining these analytical solutions, we will first introduce the
effect of the spin-orbit coupling.

2.2 Spin-orbit coupling in the 3E′ term

The spin-orbit operator inD3h symmetry spans thea′2(lz) and
e′′(lx, ly) irreps. This means that only the component trans-
forming like a′2 can couple the states within the3E′ term.
As this operator conserves the projection of the spin (sz)
the results can still be represented by 2-by-2 matrices as we
employed in the previous section. In particular, evaluating
the Jahn-Teller and spin-orbit operators using the3

sz
E′
± states

yields

H(sz) =
1
2

Kρ2+

(

−szξ −ve′Q+

−ve′Q− szξ

)

(5)

whereξ =
〈

3
+1Ex2−y2

∣

∣

∣
ĤSO

∣

∣

3
+1Exy

〉

. Using Eq. 5 we observe

that when the distortions are zero the spin-orbit coupling stabi-
lizes the states according to the projection of their total angular
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momentum as the orbital moment is unquenched. However, it
is important to note that in TBP systems angular momentum
is not conserved and should be taken as an effective quantity.
Thus, Eq. 5 leads to three groups of two degenerate states
(Fig. 3) where those with|Jz| = |Lz+Sz| = 3 (3+1E′

+, 3
−1E′

−)
are lowest, followed by those with|Jz| = 2 (30E′

+, 3
0E′

−) and
|Jz|= 1 (3+1E′

−, 3
−1E′

+). From this scheme, we see that the spin-
reversal barrier at the high-symmetry configuration is simply
ξ that coincides with Ni(II) spin-orbit coupling constant when
covalency is fully neglected. While in systems with orbital
degenerate states the usual spin-Hamiltonians are not valid28

experimentally the value ofξ is usually assigned to the ZFS
parameter, D.

However, when the system is allowed to distort, the JT
terms in Eq. 5 become non-zero, mixing states with different
values of the projection of the angular momentum,Jz, quench-
ing the spin-orbit coupling. In a similar way, the states at
the high-symmetry configuration withsz 6= 0 are no longer or-
bitally degenerate (Eq. 5) and the JT is reduced due to Ham’s
effect and transformed into a pseudo JT effect38. On the other
hand forsz= 0 states orbital degeneracy is retained and the JT
effect keeps its full strength. As a consequence, when a dis-
tortion takes place thesz = 0 states come closer to those with
sz = ±1 reducing the spin-reversal barrier and recovering the
initial spin degeneracy corresponding with a triplet. Numeri-
cally this can be deducted from the solutions of Eq. 5:

E±(sz 6= 0) =
1
2

Kρ2±
√

v2
E′ρ2+ξ 2 (6)

E±(sz = 0) =
1
2

Kρ2±vE′ρ (7)

In order to obtain a maximum value of the reversal barrier
the distortion due to the JT effect must be fully destroyed. Ex-
panding Eq. 6 to the second order inρ we get:

E− ≈−ξ +
1
2

(

K− v2
E′

ξ

)

ρ2+ ... (8)

In Eq. 8 we observe that the energy is quadratic with the dis-
tortion and that the high-symmetryD3h configuration is stable
if K > v2

E′/ξ which is equivalent toξ > 2EJT in the linear vi-
bronic coupling approximation. If this condition is fulfilled
the system will have aD3h minimum and the value of the
spin-reversal barrier will be equal toξ which in D3h Ni(II)
complexes has a value close to the spin-orbit constant of the
metal ion.

At this point it is important to note that the Hamiltonian
given by Eq. 5 (essentially the same used in Refs.29) does
not connect the states with differentsz and, as a consequence,
predicts magnetic tunneling to be zero, not allowing the decay
of the total magnetization of a system. In order to produce a

Fig. 3 (Color online) Diagram illustrating the splitting of the
ground3E′ state and the lowest excited3E′′ state due to the
spin-orbit coupling. On the right-side of the figure we show the
double group labels (in normal group notation, see text) for various
initial structures of the TBP Ni(II) complex and the model’s main
parameters (vE′ , ξ , ∆ andδ , see text).

realistic model for these phenomena it is necessary to include
the coupling of3E′ with excited states.

2.3 Magnetic tunneling

In order to proceed further, it is instructive to use double group
symmetry. As the spin of Ni(II) is an integer, the use of dou-
ble groups does not require to introduce irreps with new char-
acters, allowing us to employ the labels of the normal point
group, which facilitates following the coupling to vibrations
and, at a later stage, understanding the effect of lowering the
complex symmetry. In Fig. 3 we show the splitting of3E′ state
according to the double group labels. We see that the picture
given in the previous section largely remains; the|Jz| = 1,2
states remain degenerate by symmetry but the ground|Jz|= 3
state is separated intoA′′

1 andA′′
2. Our main objective, char-

acterizing magnetic tunneling, is clearly related to this split-
ting. By similarity with the tunneling wavefunctions of a vi-
brational double well these states can be written as even and
odd functions with respect to the magnetization:

∣

∣A′′
1

〉

=
1√
2

(∣

∣

3
+1E′

+

〉

+
∣

∣

3
−1E′

−
〉)

(9)

∣

∣A′′
2

〉

=
1√
2

(∣

∣

3
+1E′

+

〉

−
∣

∣

3
−1E′

−
〉)

(10)

However, using this transformation does not lead to any
change in the energies obtained in the previous section as the
splitting of these levels comes from interaction with excited
terms. We consider here two kinds of interactions, one is di-
rect, increasing the energy separation ofA′′

1 or A′′
2 at theD3h

high-symmetry configuration and another via JT vibrations.
It can be easily checked that none of the low-energy excited
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states shown in Fig. 1 can be directly coupled to the two tun-
neling functions via spin-orbit interactions, thus, and aswill
be confirmed byab initio calculations, the initial gap between
these levels, that we will denoteE0, is very small. On the
other hand, these wavefunctions, are connected throughe′ vi-
brations to the|Jz| = 1 states. While in the previous section
we found that this coupling does not produce a splitting in the
ground state, consideration of the spin-orbit interactionwith
states coming from the3E′′ term (see Fig. 3) changes this
situation. Using perturbation theory it can be shown (see Sup-
porting information†) that the mixing of|Jz| = 1 states with
thesz = 0 components of3E′′ through spin-orbit interactions
and JT distortions leads to a splitting,E, of A′′

1 andA′′
2 states

equal to:

E ≈ E0+
δ 2v2

e′

ξ 2 (∆+ξ +ve′′ρ)
ρ2 (11)

wherevE′′ is the JT constant of the3E′′ state,∆ is the en-
ergy of the lowest3E′′ term with respect to the3E′ one and

δ =
〈

3
+1E′

x2−y2

∣

∣

∣
Ĥso
∣

∣

3
0E′′

xz

〉

(see Fig. 3). Eq. 11 can be inter-

preted as the value of therhombic magnetic anisotropy (E)
with the distortion,ρ , close to the high-symmetry configura-
tion. From the point of SIM design this geometry is the most
interesting point of the energy landscape as the spin-reversal
barrier is maximum and tunneling is minimum. Looking at
Eq. 11 we see thatE is not zero atD3h, which is another
indication that the usual spin Hamiltonians are not valid to
describe orbitally degenerate states28. Another contribution
to tunneling at the high-symmetry geometry comes from the
vibrational fluctuations existing even at T=0K (spin-phonon
coupling). If the minimum occurs at the high-symmetry con-
figuration vibrations have a force constant given by Eq. 8,
KT = K − |ve′ |2/ξ > 0. To take into account the disper-
sion of the vibrational wavefunctions and calculate the spin-
phonon contribution to tunneling we evaluate Eq. 11 with a
bi-dimensionale′ harmonic oscillator function of frequency
ω =

√

KT/M and average for temperature obtaining:

E(T)≈ E0+
δ 2v2

e′

2ξ 2 (∆+ξ )
√

KTM
(1+2〈n(T)〉) (12)

where〈n(T)〉 is the average vibrational quantum at tempera-
tureT. Armed with this equation it is possible to discuss how
to optimize the spin stability in Ni(II) TBP complexes by a
careful choice of ligands.

The first thing we note is that for systems with a localD3h

symmetryδ/ξ is approximately constant and equal to 1/2
so this ratio cannot be used to modulate the value of tun-
neling. Of the remaining factors, we note that a selection
of relatively strong ligands would increase all ofvE′ , ∆ and
ξ . While these parameters compete to, respectively, increase

(vE′) and decrease (∆, ξ ) tunneling, ourab initio calculations
indicate thatvE′ is the dominant one. Thus, weaker ligands
should be selected to reduce tunneling, taking into account
that smaller values ofvE′ , due to enhanced metal-ligand cova-
lency, will also favor that the minimum configuration displays
high-symmetry. Finally, Eq. 12 shows that highKT andM
values favor localization of the vibrational wavefunctionand
a reduction of tunneling. Thus, SIM behavior for Ni(II) com-
plexes should be expected only when using massive, bulky
and/or rigid ligands that do no allow the system to distort.
However, we should mention here a main caveat about using
massiveligands. While they may be useful to achieve SIM
behavior they also reduce the vibrational frequencies increas-
ing the temperature-dependent term in Eq. 12. Thus, from the
point of the blocking temperature only one solution seems fea-
sible, the use of light and very rigid ligands that help to obtain
SIM behavior and retain it to moderate temperatures.

While the theory above was developed forD3h molecules,
in practice many systems have lower symmetry. For instance,
Ruamps et al.29 report high-magnetic anisotropy in Ni(II)
complexes that have an initialC3 symmetry before taking into
account any JT distortion. Symmetry has important conse-
quences on this model as, for example, in some groups (D3h,
D3) the spin-up and spin-down wavefunctions are equivalent
and the tunneling functions given by Eqs. 9 and 10 are well-
defined. In other groups (C3v, C3) the up and down directions
are no longer equivalent and one of the spin-functions is lower
in energy. This is particularly important inC3 symmetry where
both |Jz|= 3 functions have the same symmetry label (Fig. 3)
and interact directly with one another. In this situation a rela-
tively large tunneling gap is opened, favoring a quick magneti-
zation decay. Reduction of symmetry also relaxes some of the
symmetry constraints used in the construction of the model.
However,ab initio calculations show that in cases where the
local symmetry is close toD3h, like in complexes (IV) and (V)
below, these rules are still valid.

3 Computational details

The treatment of degeneracy and spin-orbit coupling in quan-
tum mechanical systems is not straightforward and specially
dedicated procedures are required.27 In particular, no pertur-
bational approaches like, i.e. Pederson-Khanna,42 can be used
since the excitation energies are too small for these techniques
to provide reliable results. In our case we use two methods of
a different nature that allow us to cross-check our findings and
that yield good agreement with available experimental data.
The first is a modification of Density Functional Theory (DFT)
to describe the multiplet levels in transition metal complexes,
denominated ligand-field-DFT (LF-DFT) and developed by
Daul et al.43 which has been proved to be reasonably accurate
for the calculation of magnetic properties44,45. It allows ob-

1–11 | 5

Page 5 of 11 Chemical Science

C
h

em
ic

al
 S

ci
en

ce
 A

cc
ep

te
d

 M
an

u
sc

ri
p

t

View Article Online
DOI: 10.1039/C3SC52984C

http://dx.doi.org/10.1039/c3sc52984c


taining the Racah’s and ligand field parameters describing the
excited states of a complex by calculating the energies of all
the microstates of adn configuration by means of constrained
DFT . We used an implementation of this method that relies on
the Amsterdam Density Functional (ADF) program46 and em-
ployed a high-quality triple-ζ with polarization basis set. Cal-
culations with this method were carried out at B3LYP level.
Use of other functionals, e.g. at LDA and GGA level, pro-
vides qualitatively the same results. Details about LF-DFT
procedure, as well as tabulation of all the non-empiricallyde-
termined parameters for herein studied systems, can be found
in ESI †(Section S2, Table S1),

The second method we employed is multi-reference
configuration interaction (MRCI) as implemented in the
Molpro package47. While usually complete-active-space-
self-consistent-function (CASSCF) is considered a standard
method to obtain magnetic properties in SIMs (see i.e. Ref.27)
it is well known that inclusion of dynamic correlation is re-
quired to predict with accuracy the position of excited states, a
feature of importance in the theory shown above. For that rea-
son it is usual to correct CASSCF energies with perturbation
energy using either the CASPT2 or NEVPT2 approaches31.
However, these approaches do not correct the usual overesti-
mation of ionicity in CASSCF calculations when evaluating,
for example, the spin-orbit constant. These problems can be
overcome with the use of MRCI.

In our CASSCF calculations we obtain all singlet and triplet
terms (see Fig. 1) that come out of Ni(II)d8 configuration,
by employing an active space containing the five orbitals with
mainly Ni(3d) character and the 8 electrons that occupy them.
Due to calculation size restrictions we cannot correlate all
electrons using MRCI and we consider excitations only from
Ni(3d) orbitals and the ligands’ 2p (or 3p) ones. In order to
represent the wavefunction we employed a large VTZ basis
sets. Tests carried out with other basis sets are in good agree-
ment with those shown below.

Geometry optimization of Ni(II) complexes was carried
out at the B3LYP level to obtain the structure of the high-
symmetry configuration (belonging toD3h, D3 or C3 point
groups), the minimum-energy structure characterizing each of
the three equivalent JT minima and the transition-state sepa-
rating them. Geometry optimizations carried out at LDA or
GGA level lead to similar structures (Tables S3 and S4 in
ESI†). Due to the very demanding nature of the MRCI method
it was not possible to carry out optimization at this level so
we performed single-point calculations at all the stationary
points found with DFT and obtained the intrinsic distortion
path (IDP) connecting these points48.

In MRCI spin-orbit coupling was introduced by evaluating
the full spin-orbit operator using the MRCI wavefunctions of
states coming from thed8 configuration and then diagonal-
izing the resulting matrix to find the final total energies. In
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Fig. 4 (Color online) Scheme showing the complexes simulated in
this work and the notation employed for them.

LF-DFT, spin-orbit coupling constant, used to obtain the spin-
reversal barriers and the magnetic tunneling, was deduced
from the least square fit of the energy splitting of the spinors,
obtained by the relativistic Zero Order Regular Approxima-
tion (ZORA) spin-orbit DFT calculations, to the one-electron
ligand field model (Table S1 in ESI†).

4 Results

In order to check the model presented in Section 2 we
carried out calculations for several NiX3Y2 complexes, in-
cluding some recently shown to display a strong magnetic
anisotropy29 (see Fig. 4). As the nature of the ground state
of TBP Ni(II) systems is very sensitive to the nature of lig-
ands, care must be taken in their choice to obtain a high-spin
molecule. In order to probe the effect of equatorial ligand
strength, we decided to use X=F– and Cl– , because stronger
ones, like CN– or CO, lead to low-spin solutions. Similarly,
axial ligands can be used to explore the effect of allowing the
system to have the maximumD3h symmetry with ligands like
ammonia (I), or breaking it along a vertical plane using wa-
ter (II), or an horizontal one like in [Ni(Me6tren)Cl] (Me6tren
is tris(2-dimethylaminoethyl)amine, III). Finally and with the
objective of studying the effect of having bulky axial ligands
over the interaction between theα and β angles (Fig. 2),
we employed as axial ligands 1,4-diazabicyclo[2.2.2]-octane
(dabco) (IV) as the structure35,36,49and optical spectrum50 of
its Ni(II) complex with Cl– equatorial ligands have been ex-
perimentally well characterized. Finally we checked the effect
of long-range substitution in (IV) by replacing the terminal H
in the cation [NiX3(Hdabco)2] + by methyl (Me) groups (V).
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Table 1Main results for the complexes studied in this work (see Fig. 4) for the high-symmetry and minimum configurations. The structure of
the system is defined by its point group (PG), equatorial (R(Xa),R(Xb)) and axial (R(Y) ligand distances. Values for complex (V) are not given
as they are, essentially, the same as those of (IV). For full results please see Supporting information (Table S2 in ESI†). Distances are given in
Å, angles in degrees and energies in cm−1.

System PG R(Xa) R(Xb) R(Y) α β EJT DLF DMRCI ELF EMRCI

(I)-F [NiF3(NH3)2] – D3h 1.998 1.998 2.111 120.0 180.0 — 553 536 0.0 0.1
C2v 1.982 2.001 2.102 101.0 172.4 837 48 56 7.1 10.1

(I)-Cl [NiCl 3(NH3)2] – D3h 2.438 2.438 2.087 120.0 180.0 — 505 504 0.0 0.1
C2v 2.414 2.481 2.070 106.8 172.3 733 83 133 8.9 7.0

(II)-F [NiF3(H2O)2] – C2v 1.937 1.947 2.146 130.3 175.4 — 55 77 12.0 22.5
C2v 1.944 1.945 2.124 100.6 167.9 — 18 32 7.4 15.3

(II)-Cl [NiCl 3(H2O)2] – C2v 2.371 2.365 2.134 126.2 178.5 — 205 183 2.4 8.1
C2v 2.350 2.382 2.114 105.7 167.7 — 41 67 9.8 10.6

(III) [Ni(Me 6tren)Cl]+ C3 2.223 2.223 2.187/2.254 120.0 180.0 — 429 528 13.2 5.4
C1 2.154 2.244/2.275 2.168/2.268 113.5 176.3 711 146 116 8.0 2.3

(IV)-F [NiF3(Hdabco)2] + D3 1.943 1.943 2.145 120.0 180.0 — 548 510 0.0 0.2
C2 1.932 1.943 2.148 112.1 179.2 726 128 132 0.7 1.8

(IV)-Cl [NiCl 3(Hdabco)2] + D3 2.337 2.337 2.281 120.0 180.0 — 498 524 0.0 0.2
C2 2.354 2.334 2.266 116.0 179.9 253 218 292 0.3 0.5

4.1 Comparison with experiment

The main results from our calculations are presented in Ta-
ble 1 (see Supporting information for more details). Let us
first establish their validity by comparison with availableex-
perimental data. Crystal X-ray diffraction experiments exist
for complexes (III)29, (IV) 35,49 and (V)36 with Cl– ligands
(denoted (IV)-Cl and (V)-Cl). For complex (III), our high-
symmetry calculations show good agreement both in distances
and angles with X-ray diffraction data. We have to mention
here, that in this complex, Ruamps et al.29 report the existence
of a dynamic JT effect38,51,52and predict the structure of the
low-symmetry configuration using DFT calculations, and this
result is also in agreement with ours. In the case of the dabco
ligand [(IV)-Cl and (V)-Cl] we find that different works report
slightly different structures. In some35,36 the equatorial trian-
gle is slightly distorted (α 6= 120◦) due to the low-symmetry
packing of complexes inside the crystal. Using a different
synthetic route Petrusenko et al.49 could form chains with the
complexes whose equatorial ligands show perfect equilateral
triangle geometries. Our gas-phase results both for (IV) and
(V) show a close agreement with experimental Ni-ligand dis-
tances, with errors of only 1-3pm. Before taking into account
the spin-orbit coupling, DFT optimizations lead to an errorof
≈ 4◦ in the angleα that measures, to a large degree, the JT
distortion of the complex. Experimentally this distortionis
essentially non-existent49 with small deviations only appear-
ing due to packing forces in Refs.35,36. However, when the
spin-orbit coupling is taken into account (see below and the
theory section) the JT effect existing in the3E′ term is strongly
quenched destroying the distortion in complexes (IV) and (V)

and leading to full agreement with experimental results.

Another important aspect that our calculations must cap-
ture is the ordering and spacing between the states. In order
to test our methods we can compare the simulated transitions
with the optical spectra of (IV-Cl) by Vallarino et al.50 and
of (III) by Ciampolini and Nardi.53 In high-spin TBP Ni(II)
complexes, experimentally the observed bands correspond to
the transitions to the3E′′,3A′

2,
3E′′,3A′

2 excited multiplets (in
D3h assignment). We find that the MRCI (LF-DFT) transitions
in (IV)-Cl are at 4968 (5743), 13664 (8169), 18778 (14228),
20368 (15474) cm−1 which reasonably agree with the ex-
perimental values50 of 5500, 10700, 17700, 20400 cm−1.
For the case of (III), MRCI (LF-DFT) transitions are 7275
(7139), 10667 (10675), 14655 (14036), 17503 (18236) and
21750 (19047) cm−1, compared to the experimentally53 ob-
served 7100, 10900, 14900, 20600, 23500 cm−1. We, thus see
that our method provides reliable results both for structural
properties and term position. More importantly, however, is
how it performs with respect to the calculation of magnetic
anisotropy. While multirreference wavefunctionab initio
methods like MRCI have already proved that they can provide
semi-quantitative agreement with the experiment,19,26,27,29,31

LF-DFT has just shown its ability to predict theD values of
some transition metal systems43–45. In Table 1 we see that LF-
DFT and MRCI calculations lead to comparable results for all
studied molecules providing both the same qualitative trends.
Moreover, our estimated value of the axial ZFS for complex
(III), 116-146 cm−1, is in good consonance with both the the-
oretical (100-200 cm−1) and experimental (120-180 cm−1) D
values reported in the recent work by Ruamps et al.29. Addi-
tionally, while the LF-DFT is clearly overestimating the value
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of the rhombic ZFS parameter,E, in (III), when compared to
experiment (E = 1.6 cm−1), our MRCI calculations (E = 2.3
cm−1) come quite close to the EPR value. All this data show
the adequacy of our simulations to understand the problem of
anisotropy barriers and magnetic tunneling.

4.2 Structural effects of the ligands

Both the structural and magnetic properties of TBP-Ni(II)
complexes are strongly dependent on the ligands. While both
sets of properties are strongly correlated we will first discuss
the effect of the ligands on the JT distortion and all magnetic
properties will be studied in the next section.

Due to the somewhat restricted selection of ligands that
yield a high-spin TBP Ni(II) complex we have obtained the
equilibrium geometries of these systems for equatorial F– and
Cl – ions. In Table 1 we see that the substitution F–→ Cl–

always brings a significant reduction of the JT distortion, as
measured by the angleα and the JT energy. This decrease is
particularly dramatic in [NiX3(Hdabco)2] + where the JT en-
ergy goes from 726 cm−1 to 253 cm−1 upon the change in
equatorial coordination. We find two main causes for this be-
havior: (a) the reduction in linear vibronic constant (vE′) as
covalency increases in Ni−Cl bonds when compared to the
Ni−F ones and (b) the increase of the force-constant asso-
ciated to the larger size of chlorine ions, leading to stronger
in-plane ligand-ligand repulsions due to the bending nature of
the mode. Since high-magnetic anisotropy and SIM behavior
require small distortions, it seems clear that large equatorial
ligands are a requirement to obtain these properties in Ni(II)
complexes. Test calculations employing Br– ions as equato-
rial ligands indicate that a small extra reduction in the distor-
tion can be achieved using these larger ions.

Let us now explore the effect of axial ligands. The choice
of these ligands can strongly alter the symmetry of the system,
as for example, in complexes (I), (IV) and (V) the ammonia,
Me6tren, Hdabco and Me−dabco ligands allow, in first in-
stance, retaining a third-order axis while H2O-containing (II)
does not. As a consequence, we see in Table 1 that complexes
(II) are the ones yielding the highest bending angles,α andβ ,
with the consequence that the spin-reversal barrier is the low-
est for these systems. In fact, the correlation between large
α andβ angles is seen over all the molecules shown in Ta-
ble 1. Obviously when water is used as a ligand the intrinsic
reduction of symmetry helps distorting the equatorial ligand
triangle. However, in all other cases axial ligand size seems
to be crucial to explain this effect. This can be observed com-
paring complex (I) with complexes (IV) and (V). While in the
first case the small size of ammonia allows it to introduce it-
self closer to the equatorial ligands, increasingβ and as a con-
sequenceα, the bulky dabco ligands of (IV) and (V) simply
cannot fit andβ is very close to 180◦. Since the axial ligands

do not favor the equatorial distortion we find that the latteris
strongly diminished both in (IV) and (V) when compared to
(I). Thus, a main requirement for potential SIM molecules in
TBP Ni(II) complexes is that axial ligands must be as large as
possible. Another possible strategy to restrict the equatorial
ligand’s movement is the use of tetradentate ligands like the
one employed in complex (III) where we observe that the dis-
tortion (α = 113.5◦) is sensibly smaller than, for example, the
one in complex (I). However, and as we will see in the next
section the initialC3 symmetry in this complex and the signif-
icant off-center movement of the Ni(II) ion with respect to the
equatorial N3 plane leads to weakened magnetic properties.

4.3 Magnetic properties

In this section we are mainly interested in discussing the two
ZFS parameters obtained from the calculation,D andE due
to their relationship, respectively, with the spin-reversal bar-
rier and tunneling splitting. Observing the values of|D| in
Table 1 we find that the maximum value is always obtained
for the high-symmetry configuration and how Jahn-Teller dis-
tortions quickly reduce its value. In particular, we see that the
larger the value ofα at the minimum, the smaller the value
of |D| which makes complexes with small ligands (like F– or
ammonia) or ligands that break the symmetry (like water) to
lose much of their interest as candidates to become SIMs. On
the other hand complexes with large ligands like (III), (IV)or
(V) present smaller distortions and their magnetic anisotropy
is large, even in the distorted state. Thus, in order to achieve
the maximum possible spin-reversal barrier the distortionhas
to be fully destroyed by the spin orbit coupling which, accord-
ing to Eq. 8, only happens when 2EJT < ξ . Sinceξ coin-
cides with|D| at the high-symmetry configuration, from the
values in Table 1 we see that only complexes (IV)-Cl and (V)-
Cl can fullfil this condition. In order to quantify this statement
we have plotted in Fig. 5 the MRCI energy surface connect-
ing the high-symmetry configuration with the global minimum
and the Jahn-Teller transition state for [NiCl3(Hdabco)2] + and
[NiF3(NH3)2] – when the spin-orbit coupling is taken into ac-
count. We see that while the minimum corresponds with a dis-
torted configuration in the second case, in the first it occursfor
α = 120◦, in agreement with experimental results49. Thus, at
difference with complex (III) where Ruamps et al.29 showed
that the crystal third-order axis appeared due to the dynamic
nature of the JT distortion, in (IV)-Cl calculations predict that
the minimum energy structure is, indeed, the high-symmetry
one. Thus, the maximum value of the spin-reversal barrier,U ,
is achieved for complexes (IV) and (V) with equatorial chlo-
ride ligands reaching a value close to 500 cm−1, which is the
largest one reported for a transition metal, including the recent
record54 found in linear Fe+ complexes,U = 226 cm−1.

However, SIMs are not just characterized by a high mag-
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netic anisotropy measured by,D, but also displaybistabil-
ity which can be achieved only when the tunneling splitting
is small enough. In Table 1 we show the static part of tun-
neling, which can be associated to the experimental rhombic
ZFS parameter,E, both for the high-symmetry configuration
and the minimum and this variation can give an estimation of
the spin-phonon coupling. According to Eq. 11 minimiza-
tion of this quantity requires high∆ andξ values and small
vibronic constantsvE′ andvE′′ . While larger∆ values are fa-
vored with stronger ligands this effect is compensated by the
magnification of the linear vibronic constants and may lead,
in the case of very strong ligands, to low-spin complexes that
destroy magnetism. Thus, the best way to minimize the tun-
neling transition probability is by reducing the distortion to a
minimum and increasing the force constant along the JT vi-
bration modes as much as possible. This conclusion is sup-
ported by the results in Table 1:E is larger in complexes con-
taining F– when compared to those with Cl– as they present
more significant distortions. This can also be appreciated in
Fig. 6, where the change ofE along the distortion is shown
for [NiCl3(Hdabco)2] + and [NiF3(NH3)2] – . We find that, in
agreement with the perturbational model (Eq. 11), the increase
of E around the high-symmetry configuration is quadratic and,
numerically, the model performs well over this range until the
closeness to one of the quickly descendingsz = 0 states (see
in Fig. 5) produces a quick change in tendency. Moreover,
even for small distortion the reduced vibronic coupling con-
stant of complex (IV) makes the increase inE slower than
that in (I). Thus, we see that control of the geometry is the
key to achieve small tunneling values and that can be imple-
mented using either bulky ligands like in complexes (IV) and
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Fig. 5 (Color online) Energy surface cross-section calculated at the
MRCI level along the intrinsic distortion path48 going from theD3 (
[NiCl3(Hdabco)2] +), (a) /D3h ([NiF3(NH3)2] –), ( b)
high-symmetry configuration to theC2v/C2 minima and transition
states. The doubly degenerate|Ms|= 1 states are shown by dashed
blue lines while theMs = 0 ones are represented with solid red and
green lines.

(V) or employing hard multidentate ligands like in (III). How-
ever, it is important to note that in these systems the value of
E at the high-symmetry configuration is small but non-zero
at difference of what one would expect when employing the
usual spin-Hamiltonian for an axial system (Eq. 1), or LF
theory (see Table 1) due to a lack of a detailed description
of the influence of the ligands on the metal orbitals. In sys-
tems where the high-symmetry configuration isD3h (like (I))
or where the symmetry of the metal and first-neighbors isD3h

(like (IV) and (V)) the initial tunneling splitting is very small
(E0 ≈ 0.1− 0.2cm−1). On the other hand this value in (III)
is much larger (E0 ≈ 5cm−1) as inC3 symmetry the two tun-
neling functions belong to the same irrep (Fig. 3) and their
direct interaction opens a gap between them. Thus, we find
that small tunneling values require both small distortionsand
an initial symmetry which is close toD3h. These results sup-
port that [NiCl3(Hdabco)2] + and its variants are very inter-
esting candidates for SIM behavior. On one hand the Jahn-
Teller distortion is fully quenched giving rise to a very high
magnetic anisotropy, D≈ 500cm−1 which, to our knowledge,
is the largest predicted for a transition-metal complex. Fur-
thermore, comparison of the tunneling of this system at the
minimum-energy position (when including the effect of spin-
orbit coupling) shows that it is an order of magnitude smaller
(E = 0.2cm−1) than in any other complex contained in Ta-
ble 1. Thus, our calculations predict that magnetic states in
complexes (IV)-Cl or (V)-Cl are much more stable than in (I)
or (III). However, the tunneling frequency characterizingthe
timescale in which a spin can be observed as stable by mag-
netic measurements is still too high (of the order of 1GHz) to
yield SIM behavior. On the other hand, and due to the sub-
stantial reduction of tunneling splitting in these systems, the
magnetic dynamics in these complexes can be strongly per-
turbed by external magnetic fields15,25of reasonable intensity
(≈ 0.1T). As a consequence, these molecules are excellent
candidates to find slow magnetic relaxation in a Ni(II) com-
plex for the first time, albeit under a constant magnetic field.

Finally, we would like to remark that the strong cou-
pling of geometry and magnetic anisotropy can also be
used to externally manipulate the spin. In TBP systems
like[NiCl3(Hdabco)2]+ a JT distortion induces an in-plane
electric dipole that can couple with electric fields in this direc-
tion. Thus, application of an electric field will strongly favor
JT-type distortions that have a very low-frequency (as shown
in Fig. 5) that could be used to enhance the tunneling rate
allowing to alter the spin orientation in devices.

5 Conclusions

In this work we have shown that controlling the geometry
of a transition metal complex presenting an orbital degener-
ate state can lead to a complete destruction of the Jahn-Teller
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distortion by the spin-orbit coupling. The main consequence
of this fact is that the system will display a very large mag-
netic anisotropy creating a high barrier between the two states
with largest spin projection, a fundamental step in the ratio-
nal design of single-ion magnets. Moreover, and for the first
time, we give an expression containing the main chemical in-
gredients participating in the magnetic tunneling that controls
whether a particular system displays SIM behavior and its
blocking temperature. As a salient feature these models show
that higher blocking temperatures could be achieved with very
rigid but light ligands. These models have been corroborated
by using state-of-the-art computational methods, showingthat
the [NiCl3(Hdabco)2]+ cation has a value ofD =−524 cm−1

which is large enough to prevent the thermal transition be-
tween the states on both sides of the barrier even at room
temperature and a tunneling splitting rate which is, at least,
an order of magnitude smaller than similar molecules with a
high-magnetic anisotropy and is, as a consequence, an excel-
lent candidate to be the first Ni(II) SIM. Furthermore, the fact
that geometry, dipole moment and magnetic anisotropy are
strongly connected allows to design methods to manipulate
the barrier using external means like mechanical or electric
perturbations opening new venues of research in the properites
of these interesting complexes.
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