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A B S T R A C T   

In this study we assessed logistic regression and machine learning models to explore their performance in pre
dicting evacuation decisions and to provide readers with insights into the accuracy of these methods. We tested 
seven machine learning algorithms, including classification and regression tree, Naïve Bayes, K-nearest neigh
bours, support vector machine, random forest, extreme gradient boosting, and artificial neural network. We used 
data collected from 1,807 participants through web-based experiments to train and calibrate these models. The 
performance of each model was evaluated by area under the curve, accuracy, recall, specificity, precision, and 
F1-score. The results indicate that logistic regression had the highest area under the curve value (0.831), whereas 
extreme gradient boosting outperformed other machine learning models in terms of accuracy (0.780), specificity 
(0.810) and precision (0.820). K-nearest neighbours model had the greater recall (0.859) and artificial neural 
network the highest F1-score (0.785). The models identified that being with a close person was the most 
influential factor in the response to a fire alarm.   

1. Introduction 

Understanding decision making of people during an emergency is a 
main concern in safety science (Kuligowski, 2009; Kuligowski, 2011; 
Proulx, 2001; Wood, 1972). The “stay” or “go” decision of individuals is 
a crucial aspect of the pre-evacuation phase, especially when traditional 
warning signals such as alarm bells, horns, or sirens are used. These 
warning systems usually fail to create an immediate response (Proulx, 
2001; Wood, 1972) as they only inform occupants about the potential 
danger without providing any further information of the emergency. 
Consequently, people may either ignore the warning and carry on with 
their activities or seek additional information (Proulx, 2001; Wood, 
1972), resulting in a delayed response that can increase the risk to life 
safety (Fritz and Marks, 1954; Kuligowski, 2009). 

To address this, researchers have focused on improving communi
cation systems for warning individuals (D’Orazio et al., 2016; Ferraro 
and Settino, 2019; Kuligowski, 2011; Lin et al., 2023), evaluating the 
decision-making during pre-movement phase to support fire safety 
assessment (Liu and Lo, 2011; Lovreglio et al., 2015; Viswanathan and 
Lees, 2014) and analysing wayfinding behaviour (Lin et al., 2019; Vilar 
et al., 2018). 

Enhancing our knowledge of the factors that influence human 
behaviour during emergencies is critical (Santos and Aguirre, 2004), and 
therefore, the analysis of these factors should be considered in evacua
tion studies and plans to avoid biased analysis (Song and Lovreglio, 
2021). Previous research has already begun to analyse the impact of 
factors on human behaviour during building fires. Studies have exam
ined the physical context, including the environment (Kinateder et al., 
2018; Richardson et al., 2018; Cubukcu, 2003), and cues (Yamada and 
Akizuki, 2016; Fu et al., 2018; Saunders, 2001). Social influences such as 
the presence or absence of others (Fu et al., 2018; Song and Lovreglio, 
2021; Lovreglio et al., 2015) have also been explored. Demographics 
such as age, education or gender have also been studied (Jeon et al., 
2014; Song and Lovreglio, 2021; Saunders, 2001). 

Furthermore, a significant body of literature has investigated 
decision-making in the context of wildfires. Kuligowski (2021) reviewed 
research and data collection on evacuation decision-making and 
behaviour during wildfires. Additionally, Kuligowski et al., 2022 con
ducted an online survey to measure pre-event and event factors influ
encing risk perception and evacuation decisions using linear and logistic 
regression models. McCaffrey et al., 2018 used the PADM model (Lindell 
and Perry, 2012) and surveyed wildfire survivors to identify factors 
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affecting evacuation decisions. They found that personal thoughts of 
actions efficacy, cues and risk attitudes were critical factors in deter
mining responses. McLennan et al., 2012 analysed the reasons behind 
staying or evacuating in the face of wildfire threats through field in
terviews with survivors. They obtained that individuals who chose to 
stay did so to defend their properties, while those who recognized the 
intensity of the threat opted to evacuate. In a subsequent study, 
McLennan et al., 2019 examined evacuation policies, the behaviour of 
residents and factors influencing their actions. Toledo et al., 2018 pro
vided data on the activities conducted by residents in a wildfire area, 
focusing on evacuation travel patterns and their association with 
household type, initial location and destination. Similarly, Wong et al., 
2022 explored factors such as evacuation orders and transportation re
sponses. However, there is still a lack of clarity regarding how people 
respond to building fires and the influence of multiple factors need to be 
analysed together. 

Modelling has emerged as a promising approach for developing 
predictive pre-movement methods for use by evacuation models. These 
methods encompass traditional modelling based on assumptions (Kuli
gowski and Mileti, 2009; Reneke, 2013; Sherman et al., 2011), as well as 
new data-driven approaches that employ algorithms to generate in
sights, predictions, and decision-making models. By identifying pat
terns, correlations, and causal relationships, data-driven approaches can 
inform decision-making and provide more accurate predictions than 
traditional methods. The advantages of data-driven in evacuation 
modelling include the ability to handle complex nonlinear relationships. 

Currently, machine learning algorithms and statistical modelling 
techniques are being used to analyse data and identify patterns and re
lationships. Lo and Zhang, 2009 proposed an artificial neural network 
for predicting pre-evacuation actions, such as fight the fire, inform 
others, collect belongings, escape or seek for information, in domestic 
building fires. Thakur et al., 2022 used logistic regression to investigate 
factors influencing immediate or delayed evacuation behaviour under a 
volcanic threat. The results indicated that demographics, destination, 
transport or household characteristics influenced decision-making. Xu 
et al., 2023 processed data from evacuation in wildfires using seven 
machine learning models compared to logistic regression. They used 
survey data from the Kincade Fire and founded that previous safety 
perception was a key factor in the binary decision of evacuate or stay. 
Zhu et al., 2023 trained machine learning and discrete choice models to 
understand directional choice evacuation decisions, emphasizing the 
importance of building size and familiarity for evacuation models. 
Lechner et al., 2019 used nested logistic regression to explore reasons 
behind households’ decisions to stay in their houses instead of evacuate 
during a volcano eruption. They considered factors such as risk 
perception, preparedness, past experience, future intentions and 
household characteristics. Zhao et al., 2020 used random forest and 
machine learning interpretation tools to analyse unannounced evacua
tion drills in a cinema theatre, discovering the influence of surrounding 
behaviour, decision-maker location and group size on pre-evacuation 
decisions. Sun et al., 2023 proposed machine learning logistic regres
sion approach to predict the decisions of households during hurricanes, 
revealing nonlinear patterns in demographic variables and the signifi
cance of household size after univariate threshold detection. 

We plan to apply the methodology of previous machine learning 
(ML) and logistic regression (LR) studies to explore the factors that in
fluence behaviour during fire alarm scenarios. The main contributions of 
this study are: 1) assessing the performance of LR and ML in predicting 
evacuation decisions during fire alarms in buildings, 2) identifying the 
influence of determinants of such decisions, 3) providing new data and 
insights into evacuation decision-making in building fires derived from a 
new approach using online experiments. 

This study describes the development of a web-based simulation of 
conventional fire alarm scenarios that participants can remotely engage 
in without the need for laboratory settings. The experiment comprised 
six trials, each featuring a unique combination of physical and social 

factors, along with a post-questionnaire to gather individual character
istics. The evacuation decisions of 1,807 participants were recorded and 
analysed. To model the impact of various factors on decision-making, LR 
and ML techniques were employed. The purpose of this study was to: 1) 
explore the performance of LR and ML models in predicting evacuation 
decisions, 2) provide insights on their accuracy, and 3) identify influ
ential factors in the response to a fire alarm in buildings. 

2. Method 

Web-based experiments were carried out to gather data on self- 
protective decision-making of individuals in building fire alarm sce
narios. This research method was used due to its advantages: 1) the 
ability to easily access a diverse population of participants, including 
those who are typically inaccessible; 2) bringing the experiment to the 
participant, rather than requiring them to come to a specific location; 3) 
the potential for high statistical power by allowing access to large 
samples; and 4) the ability to emulate complex threats or stimuli in a 
virtual environment without risking harm to the participants. The ex
periments involve six trials and a questionnaire. The performance of 
machine learning (ML) and logistic regression (LR) predictive models 
was then assessed. 

2.1. Data collection and procedure 

Participants. Individuals were recruited via a survey company with 
the requirement of being representative of the Spanish population in 
terms of gender and age. Participants were given a monetary incentive 
for their participation managed by the survey company. A total of 1,807 
naïve participants, 51 % of females and 49 % of males aged between 18 
and 76 years (mean = 47.88, standard deviation = 16.13), were 
included in the study. 

Design. The scope of the data collection was to investigate the in
fluence of external and internal factors on the decisions of individuals 
during fire alarms in buildings. The study considered physical context 
and social influence as external factors. The physical context included 
open area (an indoor diaphanous environment such as a building hall) or 
room (an enclosed environment by walls such as a room of a building) 
options. The social influence could be alone, with people around evac
uating or with people around remaining in the area. The personal in
formation (such as sociodemographic characteristics) of participants 
was considered as internal factors. The dependent variable was the bi
nary self-protective decision made by individuals between evacuate or 
stay. One of the main challenges in designing the experiment was to 
create a realistic environment. To achieve this, the physical context 
presented in the videos was based on a real building at the University of 
Cantabria. The 3D environment was created using the Pyrosim software 
(Pyrosim User Manual, 2022). Importing this file in the Pathfinder 
software (Pathfinder – Technical Reference, 2022) we added virtual 
people to the environment. The participants were presented with a 
subjective perspective and the option to choose between a generic male 
or female avatar, using the capabilities of the software. In addition, 
different 3D models of people were placed throughout the environment, 
walking or standing, to accomplish more realism. The social influence 
stimulus was implemented by having five virtual persons (virtual con
federates) who either evacuate or stay when the fire alarm goes off. The 
sound used in the online study was the actual fire alarm of the building. 

The experiment was pilot-tested allowing us the possibility to know 
whether the designed trials and the questionnaire fulfilled the purpose 
of the study. The pilot involved 41 individuals (24 females and 17 males, 
mean age = 41.9 years) who performed two out of the six trials. The 
social influence in the pilot involved people around the participants 
evacuating and staying in the same trial at the same time. This condition 
limited the ability to determine which actions of these virtual confed
erates influenced the participant decision. Hence, we modified the 
design to divide the virtual people actions into two trials (one where 
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confederates evacuate and one where confederates stay in place). We 
also included an additional question to extend the analysis of familiar 
social influence in evacuation decision making. After completing the 
trial, and prior to the questionnaire, participants were asked to think 
about a close person (such as a relative or friend). Participants then 
decided again, this time imagining that they were in the fire alarm sit
uation with that person. The final questionnaire contained 21 items 
divided into three blocks 1) sociodemographic factors, 2) experiment 
feeling factors, and 3) personal experience factors. Table 1 shows each 
question along with the corresponding response options. 

Procedure. The experiment was conducted using the online Psy
Toolkit platform (Stoet, 2010; Stoet, 2017). This open-source platform 
was selected due to its flexibility, user-friendly interface, cost-effective, 
a wide range of features (e.g. randomization, counterbalancing, 
response time measurement, and data storage) for conducting our online 
study. Participants watched a pre-recorded video following their own 
avatar through the virtual building. They had no control over their 

movement, and there was no interactivity with the environment. After 
the fire alarm of the trial, participants made their decision by selecting 
one of the two options (evacuate or stay) presented on a screen. 

A survey company distributed the experiment in May 2022. The 
experiment was designed to be accessible on both laptops and mobile 
phones, with a preference for laptop use due to the larger display. The 
participants were recommended to use headphones for a better experi
ence/perception. 773 participants (42.78 %) reported using their own 
laptop, while 1,034 participants (57.22 %) reported using their own 
mobile phone to conduct the experiment. The order in which partici
pants went through the screens of the experiment is presented below. 
Screen 2 (sound test) and screen 8 (write down) were used to check that 
questionnaire was not filled out by bots. 

Screen 1) General information screen and consent, 
Screen 2) Sound test (participants selected a sound to check the 

audio and their concentration), 
Screen 3) Screen with the experiment structure (trial + question

naire) and mandatory confirmation of having read it, 
Screen 4) Situational context explanation (participants were situated 

in a health centre to pick up medical results), 
Screen 5) Trial (3D video and alarm sounding), 
Screen 6) Decision-making between evacuate or stay within a 10-sec

ond time limit (decisions after that time were also recorded), 
Screen 7) Decision-making between evacuate or stay with a close 

person. 
Screen 8) Participants write down a close person they have thought 

of (e.g. father/mother, grandfather/grandmother, brother/sister, 
partner). 

Screen 9) Questionnaire: 21 items, 7 screens 
The online experiment method can be checked through the following 

link: https://youtu.be/oZvLkJH7_a4. 
Experimental conditions. Six trials were designed combining physical 

and social conditions (see Table 2). The physical context could be 
defined as the location the participant is when the fire alarm sounds. In 
trials 1, 3 and 5 participants were initially located in Open area whereas 
in trials 2, 4 and 6 they were located in Room. The social influence refers 
to the virtual confederates the participant could see (staying or evacu
ating) after the fire alarm sounded. Note that in trials 1 and 2 the 
participant was alone (Individual), in trials 3 and 4 the participant could 
see confederates evacuating (Group Go) after the alarm and in trials 5 
and 6 the participant could see the confederates remaining in the area 
(Group Stay). The participants were randomly assigned to one of the six 
trials. Each participant only performed one trial to avoid learning be
haviours. At least 300 individuals took part in each trial (in total 1,807 
participants). 

Ecological validity. The nature of web-based experiments presents 
challenges in terms of accurately presenting stimuli and virtual envi
ronments. Ecological validity, which refers to the degree findings from 
experiments hold true in real-life situations, is crucial for virtual studies 
(Nilsson and Kinateder, 2015). It should be noted that participants took 
part in three consecutive trials: fire alarm, explosion and shootings. This 
paper focuses on the first one. Note that the responses of the post- 
questionnaire of Experiment Feeling Factors (see Table 1) are an over
all answer for all scenarios. In this study, the navigation solution and the 
3D features of the online format were assessed with the realism question. 

Table 1 
Questions included in the questionnaire.  

Item Item Question Scale or Response Options 

Sociodemographic Factors 
Age Indicate your age: [18 – 90] 
Weight Indicate your weight in Kg: [40 – 140] 
Height Indicate your height in cm: [140 – 200] 
Gender What gender do you identify 

with? 
Female; Male; Non-binary; 
Other 

Education level Select your completed 
education level: 

Primary Education; Secondary 
Education; Vocational Training; 
High School; University 

Occupation Select your work situation: Employed; Unemployed; Self- 
employed; Student; Retired 

Income Select the monthly income 
range of your family unit: 

<1000€; 1000-1999€; 2000- 
2999€; >3000€ 

Residence Where do you live? In a village (less than 5000 
inhabitants); In a small city 
(from 5000 to 50,000 
inhabitants); In a large city 
(more than 50,000 inhabitants) 

Politic Which political ideology is 
more in line with your ideas? 

Left; Centre; Right; I am 
apolitical 

Religion Are you a religious person? Yes; No 
People care Are you responsible for the 

care of any individuals? 
Yes, minors; Yes, elderly; Yes, 
dependents; No, I do not have 

Sport How often do you do exercise 
or play a sport? 

Never; Between 1 and 3 times 
per week; More than 3 times per 
week 

Fitness Compared to people your age, 
what is your fitness level? 

Below average; On average; 
Above average 

Movement Can you walk/move fast? No, I can’t; I can with some 
limitations; Yes, I can 

Experiment Feeling Factors 
Realism Rate the realism you perceived 

in the videos (0 very low, 10 
very high): 

[0 – 10] 

Stress Rate the stress you felt during 
the experiment (0 very low, 10 
very high): 

[0 – 10] 

Survival 
probability 

How likely are you to survive 
with the decisions you have 
made? (0 very low, 10 very 
high): 

[0 – 10] 

Personal Experience Factors 
Previous drill Have you participated in an 

evacuation drill before? 
Yes; No 

Previous fire 
alarm 

Have you been involved in the 
situation in the experiment? 

Yes; No 

Previous 
training 

Have you previously received 
safety and/or self-protection 
training? 

Yes; No 

Previous First 
Responder 
(FR) 

Do you work or have you 
worked as a firefighter, police 
officer, sanitary, civil 
protective, etc.? 

Yes; No  

Table 2 
Characteristics of each trial.  

Trial N Participants Physical condition Social condition 

1 301 Open area Individual 
2 301 Room Individual 
3 300 Open area Group Go 
4 304 Room Group Go 
5 300 Open area Group Stay 
6 301 Room Group Stay  
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Therefore, participants were asked to rank their perceived realism of the 
videos. Here, we aimed to explore the impressions of participants 
regarding the graphics showing in the video, in terms of the 3D envi
ronment, 3D social influence and the auditory and visual cues. The other 
two questions included in the same block allowed participants to esti
mate their stress levels during the experiment and their perceived sur
vival probability based on the decision made. We used these answers to 
assess the feelings of participants after the experiment. A 10-point Likert 
scale was used for these questions. 

Ethics. The experimental protocol was approved by the Ethical 
Committee of the University of Cantabria (Ref. 14–06-2022.000062.CE. 
PI). The survey company had their own requirements for the fulfilment 
of the experiment. Participants provided informed consent by clicking 
the agreement section before taking part in the web-based experiment. 
The experiment was anonymous, and the privacy policy regarding the 
individual’s posted information was clearly stated (including their per
sonal information, data protection, and withdrawal rights). 

2.2. Statistical analysis 

All statistical analysis was conducted using RStudio software 
(version 4.2.0). The dependent variable was the decision made (evac
uate or stay) by participants after each trial. The independent variables 
included the physical and social conditions, as well as responses from 
the post-questionnaire. All data were registered in an Excel spreadsheet. 
The datasets are available by contacting the corresponding author. 

Data preparation. Upon reviewing the variables, we processed the 
data by defining new variables and addressing issues such as missing 
values and outliers. BMI was calculated using the height and weight of 
participants. The non-binary gender option was selected by only 0.17 % 
of individuals (3 out of 1,807), which was not a representative sample. 
Therefore, gender analysis focused on male–female. The overall fitness 
level of participants was determined combining the responses to sport, 
fitness and movement items to create a new variable called “fitness 
level”. The 3-point individual scale of each item was ordinal categorized 
with value of 1, 2 or 3. Then, the new variable was generated by sum
ming the scores of each individual scale. Composite scores were then 
categorized in seven categories as follows: very low (3), low (4), low- 
medium (5), medium (6), medium–high (7), high (8), and very high 
(9). The question related to whether participants have someone to care 
for, was recorded into binary (yes/no) to make the models easier to fit 
and interpret. 

Explanatory variables selection. The data was categorized, except for 
the age variable that remains continuous. A total of 18 candidate 
explanatory variables were considered in this study (see Table 4). We 
confirmed no correlation between independent variables through an 
analysis excluding weight, height, sport, fitness and movement vari
ables, used to obtain BMI and fitness level derived variables included in 
the dataset. The analysis was conducted using the rcorr function from the 
Hmisc package in RStudio. We ensured that the correlation threshold 
was below 0.8, as suggested in reference (Midi et al., 2010). A pre
liminary simple association was carried out to investigate which vari
ables were correlated with the evacuation decision using one-way 
ANOVA test (F-value). 

Fit the model. Following a supervised learning approach, we used 
logistic regression (LR) and seven machine learning (ML) algorithms to 
predict the probability of participants deciding to evacuate or to stay 
during the building fire alarm scenario and then we explored their 
performance. The overview of each model is below: 

- LR: Logistic regression (Berkson, 1944) is a technique to make 
qualitative predictions. In this study, binary logistic regression was used 
to estimate the probability of a binary dependent outcome Y (either 
evacuate Y = 1 or stay Y = 0) based on a set of independent variables Xs. 
The logit link function was used, which combines the probability p of the 
event of interest P(Y = 1) with a linear combination of the independent 
variables. LR uses the odds ratio (Eq. (1) to represent the probability of 

the event occurring (p) to the probability of the event not occurring (1- 
p). The coefficients b0 and bi are the estimated parameters for the 
intercept and the independent variables Xs, respectively. The odds ratio 
can be turn into probability p using an exponential function (Eq. (2). 

logit(p) = ln
(

p
1 − p

)

= b0 + b1*X1 + b2*X2 + ...+ bn*Xn (1)  

p =
eb0+b1*X1+b2*X2+...+bn*Xn

1 + eb0+b1*X1+b2*X2+...+bn*Xn
(2) 

- CART: The Classification And Regression Tree (CART) model, 
proposed by Breiman (1984), is a variation of the decision tree algorithm 
that can handle both classification (as used here) and regression tasks. 
This predictive classification algorithm builds decision trees to predict a 
categorical outcome using numeric and categorical inputs. The trees 
consist of nodes, starting with a root node at the top that takes the 
training set, which are split into sub-nodes by considering a threshold 
value of an attribute. The procedure in this study, automatically tests 
different complexity parameter (cp) values, selects the optimal cp that 
maximizes cross-validation performance, and fits the final best CART 
model. Each path from the root to a leaf represents a decision rule. 

- NB: Naïve Bayes (NB) is an algorithm constructed using Bayes’ 
theorem with the naïve assumption of conditional independence be
tween every pair of features (Zhang, 2004). To make a prediction, NB 
calculates P(data|class) for each input variable separately and multiplies 
the results together. NB works well as a classifier for large datasets. 

- KNN: K-Nearest Neighbour (KNN) is an algorithm based on a de
cision rule that assigns the classification of the nearest point of a set of 
previously classified points to an unclassified sample point (Cover and 
Hart, 1967). This classification algorithm locates some fixed number of 
nearest neighbours’ points from the training set and uses them to 
determine the class of the test set. 

- SVM: The Support Vector Machine (SVM) model is a binary clas
sifier algorithm that constructs a hyperplane, or set of hyperplanes, 
based on labelled training data (Cortes and Vapnik, 1995). The hyper
plane with the largest distance to the nearest training data points 
(functional margin) achieves good separation. For a multi-class classi
fication problem, the one-against-one approach is used. 

- RF: The Random Forest (RF) is an extension of the bagging algo
rithm, where several classifiers are created from different bootstrap 
samples of the training dataset, and is a widely applied ensemble 
method (Breiman, 2001). RF trains/fits several trees using a random 
subset of all variables at each split point to reduce the variance between 
correlated trees. This algorithm uses averaging to improve predictive 
accuracy and control overfitting. 

- XGBoost: the extreme gradient boosting tree algorithm (XGBoost) is 
a scalable end-to-end tree boosting system (Chen and Guestrin, 2016), 
where each tree is studied from the prior one and impacts the following 
trees to improve model performance. Each new tree fits the error rate of 
the last prediction tree, up to a certain number of trees when the sum of 
the sample score is required to predict the score for each sample. The 
final prediction value is the sum of the scores for a sample in different 
trees. 

- ANN: Artificial Neural Network (ANN), first proposed by McCulloch 
and Pitts (1943), analyses data through a network of decision functions 
and nodes. The nodes are organized into layers, and each one sends 
information to the next layer via edges with numeric weights. An acti
vation function determines whether a neuron is activated based on the 
sum of the connected edges meeting a set threshold. The weights 
assigned to each edge are unique, preventing the nodes from producing 
the same solution. Supervised learning is used to reduce the cost value 
until the model’s prediction matches the correct output. Back- 
propagation is a process of training the neural network that rolls in 
reverse from the output layer on the right to the input layer on the left, 
incrementally tweaking the network’s weights until the lowest possible 
cost value is obtained. 
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The calculation included all 18 explanatory variables (see Table 4). 
The dataset was randomly split into a training set (80 % of data) and a 
testing set (20 % of data). The training set was used to fit the models, and 
the testing set was employed to assess their performance. The binomial 
LR model was calculated using the glm function from the stats package in 
RStudio. The significance level was set at p-values < 0.05. The ML al
gorithms were implemented using the framework of the caret package in 
RStudio (Kuhn, 2008). This package provides a uniform interface for 
model functions and standardizes common tasks, such as parameter 
tuning and variable importance, through the function train. To prevent 
overfitting, a 5-fold cross-validation procedure during the optimization 
of hyperparameters shown in Table 3 was applied. Pre-processing 
technique involving centering and scaling (specifically a min–max 
scaler) was applied to scale the data within the interval between zero 
and one. For models with a time-consuming training period (NB, KNN, 
SVM, ANN), the tuneGrid parameter code to compute a range of potential 
tuning values was employed (see Table 3). In order to assess the per
formance of the models, we select the optimal classification model based 
on the largest values of the AUC, accuracy, recall, specificity, precision 
and F1-score metrics. 

Model validation. The performance of the models was mainly assessed 
by quantifying the area under the receiver operating curve (AUC), which 
measures the ability of a binary classifier to differentiate between clas
ses. A value closer to 1 for the AUC indicated better model performance 
(note that an AUC value of 0.5 represents random guessing). Addition
ally, other metrics such as accuracy, recall, specificity, precision and F1- 
score were calculated for each model, as they are important metrics. 
Accuracy represents the percentage of correctly predicted classes among 
all classes. Recall measures the percentage of correctly predicted posi
tive instances among all actual positive instances. Specificity calculates 
how often the model predicts non-events from the overall non-events. 
Precision denotes the percentage of correctly predicted positive values 
among all predicted positive values. F1-score considers both recall and 
precision through the Eq. (3). The best performing ML model was 
highlighted and contrasted with the binary LR model. 

F1 − score =
2*Precision*Recall
Precision + Recall

(3)  

3. Results 

Ecological validity was initially assessed to certify the nature and 3D 
elements of the web-based experiments through the realism perceived 
by participants in terms of the virtual graphics. The mean score and 
standard deviation obtained was 5.05 ± 2.33. 

The feelings of participants during the experiment were evaluated as 

the stress perceived during the trial, as well as their survival probability 
based on the decision they made. The mean score and standard deviation 
of each item were: stress (4.60 ± 2.49) and survival probability (6.67 ±
1.82). 

Table 4 presents the variables analysed in the study, including the 
profiles of participants, along with the scale ranges, percentages and 
ANOVA test results (F-value), indicating their association with the 
dependent variable. The results suggest that several factors, as physical 
and social conditions, being with a close person, age, education level, 
occupation, having people to care for, and previous drill experience, 
may impact evacuation decisions. 

Table 5 displays the optimal hyperparameters that were finally 
selected by caret to optimize each metric during the model fitting pro
cess. The ability of models for predicting the evacuation decision (the 
predicted class was evacuate) was measured through the performances in 
Table 6 (confusion matrix results with a threshold of 0.5 for each model) 
and the AUC values can be compared in Fig. 1. LR and SVM achieved the 
highest AUC (classification performance) on the testing set, with values 
of 0.831 and 0.777, respectively. In terms of accuracy, XGBoost had the 
highest accuracy rate, correctly predicting 78.0 % of cases, followed by 
ANN (77.3 %) and SVM and CART (77.2 %) models. KNN obtained the 
highest recall value with 0.859, followed by RF with 0.829. XGBoost had 
the highest specificity and precision but lower F1-score and AUC 
compared to ANN. ANN achieved the best F1-score result and CART the 
second one. There is no consensus on the best metric to evaluate and 
select a machine learning method. Hence, we regarded the best model 
for each metric: LR for AUC (0.831), XGBoost for accuracy (0.780), 
specificity (0.810) and precision (0.820), KNN for recall (0.859) and 
ANN for F1-score (0.785). 

Based on previous results, we contrasted XGBoost and LR. Fig. 2 il
lustrates the top 10 important variables generated by each model using 
the varImp function from the caret package in R. The results for the 
XGBoost model are the result of averaging the importance of the vari
ables by optimizing each metric. Variables that were important for 
predicting the evacuation decision in both models included close person, 
social influence, physical context, age, occupation, and previous drill and 
previous fire alarm. Importantly, only considering the close person vari
able, we founded that 79 % of those participants who were without a 
close person decided to stay; meanwhile 70 % of participants who were 
with a close person decided to evacuate. However, considering all the 
significant variables the percentage of individuals deciding to stay was 
54 %. 

The results of the LR are included in Table 7. Eight factors are sta
tistically significant (p-values < 0.05). In terms of odds ratio, we found 
that the presence of a close person increases people likelihood of start 
evacuation by 961.46 %. Being in a room and see others evacuating 

Table 3 
Characteristics of each model.  

ML Model Caret function method (documentation) train tuning Hyperparameters Potential tuning values 

CART “rpart” (Therneau and Atkinson., 2022) Complexity parameter (cp) (0 to 0.1, by 0.01) 
NB “nb” (Roever et al., 2023) Laplace Correction (fL) (1 to 10, by 1) 

Distribution Type (usekernel)  
Bandwidth Adjustment (adjust)  

KNN “knn” (Ripley and Venables, 2023a) #Neighbors (k) (1,5,9,13,17,21,41,61,81, 101,151,201,251,301,351, 
401,451) 

SVM “svmRadialCost” (Karatzoglou et al., 2023) Cost (C) (0.0625,0.125,0.25,0.5,1, 2,4,8,16) 
RF “rf” (Breiman et al., 2022) #Randomly Selected Predictors (mtry) (2,19,36) 
XGBoost “xgbTree” (Chen et al., 2023; Wickham, 

2022) 
#Boosting Iterations (nrounds) (50,100,150) 
Max Tree Depth (max_depth) (1,2,3) 
Shrinkage (eta) (0.3,0.4) 
Minimum Loss Reduction (gamma) 0 
Subsample Ratio of Columns (colsample_bytree) (0.6,0.8) 
Minimum Sum of Instance Weight 
(min_child_weight) 

1 

Subsample Percentage (subsample) (0.5,0.75,1) 
ANN “nnet” (Ripley and Venables, 2023b) #Hidden Units (size) (1 to 10, by 1) 

Weight Decay (decay) (0.2 to 1, by 0.2)  
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increase the decision to evacuate by 55.68 % and 89.11 % respectively. 
Having people to care for increases the decision to evacuate by 23.03 %, as 
well as have previous experience in evacuation drills (23.37 %). 
Nevertheless, seeing others staying reduce the likelihood of evacuation by 
25.11 %. Also, age is a determinant factor in evacuation decision with 
retired participants being less willing to evacuate (-39.40 %) and a 
decrease in evacuation decision of 1.04 % each year. 

4. Discussion 

This study explores logistic regression (LR) and seven machine 
learning (ML) models to examine the factors that influence evacuation 
decisions using data from web-based experiments. A total of 1,807 
participants took part in six trials, each involving a decision to evacuate 
or stay in a building after a fire alarm goes off. To prevent learning 
biases, each participant performed only one trial. The trials combined 
two physical contexts (open area and room) and three social conditions 
(alone, others around evacuating and others around staying) as external 
factors. Personal characteristics (internal factors) were collected 
through a post-experiment questionnaire. 

We found that the LR model provided better prediction capability 
(AUC) than the ML models. However, in terms of accuracy, CART, SVM, 
XGBoost and ANN models outperformed LR, being the XGBoost the one 
with the highest result. The KNN model had higher recall (NB, RF, 
XGBoost models also outperformed LR), while the ANN model had 
better F1-score (CART model also obtained a higher result than LR). The 
XGBoost algorithm also outperformed the other models in terms of 
specificity and precision (CART, SVM, RF and ANN also obtained higher 
metrics than LR for these metrics). There is no single best metric for 
evaluating and selecting a predictive model. In our study, we contrasted 
XGBoost (higher performance in three metrics) and LR (higher AUC) 
considered the best candidate models to predict evacuation decision. 

Our analysis showed that several variables, including close person, 
social influence, physical context, age, occupation, and previous drill and 
fire alarm were important in both models (XGBoost and LR). In addition, 

Table 4 
Code, descriptive analysis and ANOVA associations of variables.  

Variable Scale options Percentage 
(n) 

One-way ANOVA F- 
value 

Experimental Factors 
Physical factor Open area 49.86 % 

(901)  
24.08*** 

Room 50.14 % 
(906) 

Social factor Individual 33.31 % 
(602)  

74.90*** 

Group Go 33.43 % 
(604) 

Group Stay 33.26 % 
(601) 

Familiar Factor 
Decision close 

person 
Evacuate 70.89 % 

(1281)  
779.75*** 

Stay 29.11 % 
(526) 

Sociodemographic Factors 
Gender Male 48.64 % 

(879)  
0.36 

Female 51.36 % 
(928) 

Age [18 – 76]   4.84* 
BMI Normal 45.82 % 

(828)  
0.36 

Overweight 26.80 % 
(665) 

Obesity 17.38 % 
(314) 

Education level Primary 3.93 % (71)  9.47^ 
Secondary 8.52 % (154) 
Vocational Training 
(VT) 

22.14 % 
(400) 

High School 21.58 % 
(390) 

University 43.83 % 
(792) 

Occupation Employed 51.96 % 
(939)  

12.56* 

Unemployed 10.96 % 
(198) 

Self-employed 6.14 % (111) 
Student 7.91 % (143) 
Retired 23.02 % 

(416) 
Income < 1000€ 17.04 % 

(308)  
0.64 

1000-1999€ 38.13 % 
(689) 

2000-2999€ 26.23 % 
(474) 

> 3000€ 18.59 % 
(336) 

Residence Village 13.50 % 
(244)  

0.27 

Small city 34.81 % 
(629) 

Large city 51.69 % 
(934) 

Politic Left 38.79 % 
(701)  

2.46 

Centre 20.86 % 
(377) 

Right 16.44 % 
(297) 

Apolitical 23.91 % 
(432) 

Religion Yes 33.59 % 
(607)  

0.23 

No 66.41 % 
(1200) 

People care Yes 35.36 % 
(639)  

4.26*  

Table 4 (continued ) 

Variable Scale options Percentage 
(n) 

One-way ANOVA F- 
value 

No 64.64 % 
(1168) 

Fitness level Very Low 1.05 % (19)  3.92 
Low 4.43 % (80) 
Low-Medium 11.23 % 

(203) 
Medium 25.35 % 

(458) 
Medium-High 34.31 % 

(620) 
High 14.89 % 

(269) 
Very-High 8.74 % (158) 

Personal Experience Factors 
Previous drill Yes 47.48 % 

(858)  
3.88* 

No 52.52 % 
(949) 

Previous fire 
alarm 

Yes 23.96 % 
(433)  

2.31 

No 76.04 % 
(1374) 

Previous training Yes 31.82 % 
(575)  

1.19 

No 68.18 % 
(1232) 

Previous FR Yes 12.89 % 
(233)  

1.68 

No 87.11 % 
(1574) 

Significance codes: ***p < 0.001; **p < 0.01; *p < 0.05;^p < 0.1. 
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having people to care for was significant predictor by LR. The results 
highlight the importance of considering the impact of various factors on 
the evacuation decision. As mentioned in the introduction section, 
people tend to disregard warnings in buildings. Our results confirmed 
this trend, as 54 % of participants chose to stay instead of evacuating. 
The lack of additional information besides the alarm sound, the absence 
of any perceived threat (such as smoke or flames), the virtual nature of 
the scenario, and the proposed activity of waiting for medical results 
may explain this behaviour. An interesting finding was observed when 
participants were asked to imagine being with a close relative. This time, 
when no other factors were considered, 70 % of individuals said they 
would evacuate, which contrasts with the 79 % who chose to stay when 
they were not with a close person. This confirms the impact of affiliative 
behaviour theory in evacuation decision (Mawson, 1978; Sime, 1983). 
In fact, the presence of a close person was the most important variable in 
predicting evacuation decision in both XGBoost and LR (%OR = 961). 
Furthermore, seeing others evacuating was the second most influential 

variable. The likelihood of deciding evacuation increases by 89 % when 
confederates left the area. This outcome is in line with studies such as 
(Cuesta et al., 2021; Haghani and Sarvi, 2017; Kinateder and Warren, 
2016), which suggest that people tend to follow the actions of others. 
The next significant variable is the physical context. Our results showed 
that people in enclosures are more likely to start evacuation than people 
in open spaces (LR = 55 %), perhaps owning to a lack of visual access to 
remaining spaces within the building or the situation. This is an 
important issue for future research. Finally, each year reduced the 
likelihood of evacuating by 1.04 % in LR model. This could be because of 
the experimental design, as the older participants may have been more 
focused on receiving their medical results and therefore more likely to 
ignore the fire alarm. 

Previous research has explored the performance of ML techniques 
compared to other statistical predictive methods in the field of human 
behaviour and decision-making. The results of these studies have been 
mixed, with some reporting better performance for ML techniques 

Table 5 
Hyperparameters optimization by caret.  

ML Model Hyperparameter Applied value 

AUC Accuracy Recall Specificity Precision F1-score 

CART cp 0.00 0.1 0.1 0.01 0.01 0.1 
NB fL 0 0 0 0 0 0 

usekernel TRUE TRUE TRUE TRUE TRUE TRUE 
adjust TRUE TRUE TRUE TRUE TRUE TRUE 

KNN k 451 401 451 13 81 401 
SVM C 2 0.125 8 0.125 0.125 4 
RF mtry 2 19 2 19 19 2 
XGBoost nrounds 50 50 50 50 50 50 

max_depth 1 2 1 2 2 1 
eta 0.3 0.3 0.3 0.3 0.3 0.3 
gamma 0 0 0 0 0 0 
colsample_bytree 0.6 0.8 0.8 0.8 0.8 0.8 
min_child_weight 1 1 1 1 1 1 
subsample 1 1 0.5 1 1 0.5 

ANN size 1 1 9 1 1 1 
decay 0.2 1 1 0.4 0.4 1  

Table 6 
Performance of each model (six different trainings per row and per algorithm).  

Model AUC [95 % CI] Accuracy Recall Specificity Precision F1-score 

LR 0.831 [0.801–0.861]  0.756  0.790  0.716  0.767  0.778 
CART 0.716 [0.683–0.749]  0.772  0.762  0.783  0.805  0.783 
NB 0.744 [0.712–0.776]  0.748  0.793  0.695  0.753  0.773 
KNN 0.711 [0.679–0.743]  0.731  0.859  0.604  0.686  0.777 
SVM 0.777 [0.747–0.808]  0.772  0.760  0.783  0.805  0.776 
RF 0.699 [0.666–0.731]  0.754  0.829  0.770  0.791  0.757 
XGBoost 0.761 [0.730–0.793]  0.780  0.793  0.810  0.820  0.776 
ANN 0.770 [0.739–0.800]  0.773  0.732  0.783  0.805  0.785  

0.6 0.65 0.7 0.75 0.8 0.85 0.9
AUC

LR
CART
NB
KNN
SVM
RF
XGBoost
ANN

Fig. 1. AUC with 95 % CI.  
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(Lindner et al., 2017; Xu et al., 2023), others for mixed logit models (Zhu 
et al., 2023), and others finding no significant difference between 
methods (Wang and Ross, 2018). In this study, both the XGBoost ML 
model and traditional LR model produced similar results in terms of 
variable importance and their influence on evacuation decisions. The LR 
model had a better ability to differentiate between classes, as indicated 
by a higher AUC when predicting evacuation decisions during building 

fire alarm situations, whereas XGBoost exhibited superior accuracy in 
correctly predicting more classes. Both models offer advantages in data 
analysis, including applicability to large datasets. Furthermore, the 
XGBoost model excels in identifying complex patterns and handling 
missing data and outliers. However, limitations exist for both models. 
The LR model faces challenges in handling complex relationships, 
addressing class imbalance, and linearity between predictors and 

LR model XGBoost model
0 20 40 60 80 100

Prev. Fire Alarm-Yes

Fitness-Low

Prev. Drill-Yes

People care-Yes

Age

Social-Group Stay

Occupation-Retired

Physical-Room

Social-Group Go

Close person-With

0 20 40 60 80 100

Education-High School
Prev. Fire Alarm-Yes
Education-University

Prev. Drill-Yes
Social-Group Stay

Occupation-Retired
Physical-Room

Social-Group Go
Age

Close person-With

Fig. 2. Importance of the variables selected by LR and XGBoost models.  

Table 7 
Results of LR.  

Variable b SE Wald p-value OR %OR 95 % CI for OR 

Lower Upper 

Intercept  ¡1.903  0.564  ¡3.373 0.001***  0.149  ¡85.08 %  0.049  0.446 
Physical-Room  0.443  0.091  4.882 0.000***  1.557  55.68 %  1.304  1.861 
Social-Group Go  0.637  0.111  5.735 0.000***  1.891  89.11 %  1.522  2.353 
Social-Group Stay  ¡0.289  0.110  ¡2.621 0.009**  0.749  ¡25.11 %  0.603  0.929 
Close person-With  2.362  0.094  25.223 <2e-16***  10.615  961.46 %  8.850  12.778 
Gender-Male  − 0.060  0.100  − 0.599 0.549  0.942  − 5.83 %  0.774  1.146 
Age  ¡0.010  0.005  ¡2.196 0.028*  0.990  ¡1.04 %  0.980  0.999 
BMI-Overweight  − 0.018  0.106  − 0.167 0.868  0.982  − 1.75 %  0.798  1.210 
BMI-Obesity  0.064  0.140  0.456 0.649  1.066  6.61 %  0.810  1.404 
Education-Secondary  − 0.009  0.279  − 0.033 0.974  0.991  − 0.92 %  0.574  1.716 
Education-VT  − 0.051  0.253  − 0.203 0.839  0.950  − 5.02 %  0.579  1.565 
Education-High School  0.235  0.254  0.924 0.356  1.265  26.47 %  0.770  2.089 
Education-University  0.286  0.251  1.142 0.253  1.332  33.15 %  0.817  2.184 
Occupation-Unemployed  0.008  0.157  0.051 0.959  1.008  0.81 %  0.742  1.370 
Occupation-Self-employed  − 0.117  0.194  − 0.601 0.548  0.890  − 11.03 %  0.607  1.302 
Occupation-Student  − 0.264  0.205  − 1.292 0.196  0.768  –23.23 %  0.514  1.146 
Occupation-Retired  ¡0.501  0.167  ¡2.995 0.003**  0.606  ¡39.40 %  0.436  0.841 
Incomes-(1000-1999€)  − 0.101  0.138  − 0.729 0.466  0.904  − 9.59 %  0.689  1.186 
Incomes-(2000-2999€)  − 0.067  0.153  − 0.440 0.660  0.935  − 6.49 %  0.693  1.261 
Incomes-(>3000€)  − 0.036  0.168  − 0.214 0.830  0.965  − 3.54 %  0.694  1.341 
Residence-Small city  0.072  0.145  0.501 0.616  1.075  7.52 %  0.810  1.428 
Residence-Large city  0.067  0.141  0.473 0.636  1.069  6.88 %  0.811  1.409 
Politic-Centre  0.004  0.125  0.029 0.977  1.004  0.36 %  0.786  1.282 
Politic-Right  − 0.202  0.140  − 1.438 0.150  0.817  − 18.27 %  0.620  1.076 
Politic-Apolitical  − 0.065  0.122  − 0.533 0.594  0.937  − 6.29 %  0.738  1.190 
Religion-Yes  − 0.049  0.103  − 0.479 0.632  0.952  − 4.80 %  0.779  1.164 
People care-Yes  0.207  0.100  2.063 0.039*  1.230  23.03 %  1.011  1.498 
Fitness-Low  0.755  0.493  1.533 0.125  2.128  112.82 %  0.816  5.679 
Fitness-Low-Medium  0.662  0.465  1.422 0.155  1.938  93.79 %  0.785  4.910 
Fitness-Medium  0.500  0.456  1.096 0.273  1.649  64.89 %  0.680  4.107 
Fitness-Medium-High  0.547  0.455  1.201 0.230  1.728  72.76 %  0.714  4.294 
Fitness-High  0.627  0.463  1.355 0.176  1.873  87.27 %  0.761  4.725 
Fitness-Very High  0.516  0.476  1.085 0.278  1.675  67.51 %  0.664  4.326 
Prev. Drill-Yes  0.210  0.107  1.969 0.049*  1.234  23.37 %  1.001  1.521 
Prev. Fire Alarm-Yes  0.172  0.113  1.520 0.128  1.188  18.80 %  0.951  1.484 
Prev. Training-Yes  − 0.120  0.110  − 1.088 0.277  0.887  − 11.31 %  0.714  1.101 
Prev. FR-Yes  − 0.184  0.142  − 1.296 0.195  0.832  − 16.80 %  0.630  1.098 

b - Coefficient; SE - Standard Error; OR - Odds Ratio (exp(b)); %OR - (exp(b)-1); CI - confidence interval. 
Significance codes: ***p < 0.001; **p < 0.01; *p < 0.05;^p < 0.1. 
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outcomes. The XGBoost model is a powerful yet complex algorithm, 
demanding a deeper understanding of its hyperparameters. It also lacks 
interpretability when compared to other models and is resource- 
intensive, requiring strong computational resources. Overall, the LR 
model was found to be accurate, pragmatic and well-calibrated. Incor
porating a greater number of variables enhances calculation precision. 
Therefore, regression models should continue to play a key role in 
predicting evacuation decisions. 

All models in this study are suitable for evacuation decision model
ling application, but the choice should align with model interpretation, 
specific optimization goals, and the scenario. LR model provides faster 
calculations and greater interpretability, especially regarding the 
importance of included factors. Its coefficients (b) or %OR can be 
directly used in simulations to categorize the percentage of agents 
evacuating or staying. CART model, although slightly less performant, 
also outperforms LR in several categories but AUC and it is the easiest 
model to read. In cases of unbalanced data influencing the final decision, 
consider using an ANN, which achieved a higher F1-score (combining 
recall and precision). However, when rapid calculation is necessary and 
the data is balanced, the XGBoost model is a strong candidate, offering 
higher accuracy, specificity, and precision. The sample size of 1,807 
individuals underscores the advantages of using a web-based method for 
data collection, such as reduced participants risk and the flexibility to 
explore various environmental conditions. Furthermore, this method is 
cost-effective compared to other types of data collection. Nevertheless, 
both the innovative approach to collect data from human behaviour 
experiments and the data analysis in this study have their limitations. 
Firstly, significant effort is required to design and built the environment 
to be as realistic as possible. The 3D environment in online experiments 
is unable to fully replicate an immersive space or the presence of par
ticipants, and it cannot faithfully reproduce the interactions and char
acteristics of people and objects. The perceived realism, rated by 
participants at 5.04 out of 10, reflects a moderate value. This un
derscores the importance of considering this limitation when using this 
methodology and interpreting its results. Furthermore, additional 
research, such as conducting real experiments, is needed in this area to 
fully validate this type of experiment. Secondly, considering the exper
imental procedure, it is unclear whether participants strictly followed 
the instructions, such as using headphones to enhance their experience 
or whether they performed the experiment under optimal conditions (i. 
e., being alone in a quiet place). Researchers must consider the auton
omy of participants and may require additional confirmatory screens 
and information when conducting an online experiment. Moreover, it is 
worth noting that 57 % of participants conducted the experiment using 
mobile phones, which could introduce distractions and interruptions 
that might affect their level of attention and focus during the experi
ment. Furthermore, the use of smaller keyboards or touchscreens on 
mobile devices may pose challenges for participants when entering data 
or answering to complex experimental tasks. Thirdly, it is possible that 
participants did not interpret the acoustic alarm signal as intended or 
encountered difficulties with the virtual environment, potentially 
influencing their reactions. Lastly, since the study is limited to the 
Spanish population, its cultural perspective may be narrow, and restrict 
the generalization of the findings to other cultural contexts. 

5. Conclusions 

The contributions of this study can be summarized as follows: 1) 
supporting existing background knowledge that most occupants do not 
respond effectively to fire alarms; 2) identifying that evacuation de
cisions during building fire alarms are influenced by a combination of 
physical attributes of buildings, social influence, and personal condi
tions; 3) generating quantitative data that can be used to predict human 
behaviour in the context of fire evacuation scenarios; 4) using advanced 
technology to collect a large amount of behaviour data; and 5) finding 
that both logistic regression and machine learning models can 

accurately predict factors that influence evacuation decisions of in
dividuals during fire alarms. 

Further research is necessary to validate the findings of this study 
through non-immersive experiments and to gain additional insights. 
Additionally, future studies should investigate the impact of other fac
tors that were not considered here. Gathering data from other countries 
and cultures would also be crucial to explore potential differences or 
similarities in evacuation decisions during building fire alarms. This 
could help to identify cultural factors that may influence behaviour and 
contribute to the development of more effective evacuation strategies in 
different contexts, ultimately ensuring the safety of building occupants 
during emergencies. Finally, machine learning algorithms could be 
further optimized by adjusting them with their specific codes rather than 
using the general caret package. This approach would allow their indi
vidual performance to be evaluated. 
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