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Abstract
In this paper, we provide uniform bounds for convergence rates of the low fre-
quencies of a parametric family of problems for the Laplace operator posed on a
rectangular perforated domain of the plane of height 𝐻. The perforations are
periodically placed along the ordinate axis at a distance 𝑂(𝜀) between them,
where 𝜀 is a parameter that converges toward zero. Another parameter 𝜂, the
Floquet-parameter, ranges in the interval [−𝜋, 𝜋]. The boundary conditions are
quasi-periodicity conditions on the lateral sides of the rectangle and Neumann
over the rest. We obtain precise bounds for convergence rates which are uniform
on both parameters 𝜀 and 𝜂 and strongly depend on𝐻. As a model problem asso-
ciated with a waveguide, one of the main difficulties in our analysis comes near
the nodes of the limit dispersion curves.
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1 INTRODUCTION

In this section, we formulate the spectral perturbation problem which constitutes a homogenization problem for the
Laplacian in a periodically perforated rectangular domain, 𝜀𝐻 being the period, with 𝜀 ≪ 1 and 𝐻 > 0; 𝐻 is the height
of the rectangle. The so-called Floquet-parameter 𝜂 ∈ [−𝜋, 𝜋] arises on the lateral boundary conditions. On the rest of
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F IGURE 1 (A) The perforated domain Ω𝜀 . (B) The perforated strip Π𝜀 .

the boundary, Neumann conditions are imposed. The perforations are periodically placed along the ordinate axis. In
Section 1.2, we introduce the homogenized problem which is still a 𝜂-dependent problem. Some background on the prob-
lem and the structure of the paper are discussed in Section 1.3. Our aim is to study the asymptotic behavior of the spectrum,
as 𝜀 → 0, in its dependence on the other parameters 𝜂 and𝐻.

1.1 The parametric family of homogenization spectral problems

Let𝐻 be a positive parameter and Ω0 be the rectangle

Ω0 = {𝑥 = (𝑥1, 𝑥2) ∈ ℝ
2 ∶ |𝑥1| < 1∕2, 𝑥2 ∈ (0,𝐻)}. (1.1)

Let 𝜔 be a domain in the plane ℝ2 which is bounded by a smooth simple closed curve 𝜕𝜔 and has the compact closure
𝜔 = 𝜔 ∪ 𝜕𝜔 insideΩ0. We introduce the perforated domain Ω𝜀, see Figure 1A), obtained fromΩ0 by removing the family
of holes

𝜔𝜀(𝑘) = {𝑥 ∶ 𝜀−1(𝑥1, 𝑥2 − 𝜀𝑘𝐻) ∈ 𝜔}, 𝑘 = 0,… ,𝑁 − 1, (1.2)

which are distributed periodically along the line 𝑥1 = 0. Each hole is homothetic to 𝜔 of ratio 𝜀 and translation of 𝜀𝜔 =
𝜔𝜀(0). Namely,

Ω𝜀 = Ω0 ⧵ 𝜔𝜀 where 𝜔𝜀 =
𝑁−1⋃
𝑘=0

𝜔𝜀(𝑘). (1.3)

Here, 𝜀 is a small positive parameter and𝑁 is a big natural number, both related by𝑁 = 𝜀−1. The period is 𝜀𝐻 with 𝜀 ≪ 1.
In the domain Ω𝜀, we consider the spectral problem consisting in the partial differential equation

−Δ𝑥𝑈
𝜀(𝑥; 𝜂) = Λ𝜀(𝜂)𝑈𝜀(𝑥; 𝜂), 𝑥 ∈ Ω𝜀, (1.4)

the quasi-periodicity conditions on the vertical sides ofΩ𝜀

𝑈𝜀
(
1
2
, 𝑥2; 𝜂

)
= ei𝜂𝑈𝜀

(
−
1
2
, 𝑥2; 𝜂

)
, 𝑥2 ∈ (0,𝐻),

𝜕𝑈𝜀

𝜕𝑥1

(
1
2
, 𝑥2; 𝜂

)
= ei𝜂 𝜕𝑈

𝜀

𝜕𝑥1

(
−
1
2
, 𝑥2; 𝜂

)
, 𝑥2 ∈ (0,𝐻),

(1.5)

and the Neumann condition on the remaining part of the boundary of Ω𝜀

𝜕𝜈𝑈
𝜀(𝑥; 𝜂) = 0, 𝑥 ∈ {𝑥 ∈ 𝜕Ω𝜀 ∶ |𝑥1| < 1∕2}. (1.6)

Here, 𝜂 ∈ [−𝜋, 𝜋] is the Floquet-parameter, 𝜕𝜈 denotes the directional derivative along the outward normal 𝜈. Λ𝜀(𝜂) and
𝑈𝜀(⋅; 𝜂), respectively, denote the eigenvalues and eigenfunctions which depend on both the perturbation parameter and
the Floquet-parameter. We address the asymptotic behavior of (Λ𝜀(𝜂), 𝑈𝜀(⋅; 𝜂)) as 𝜀 → 0.
The variational formulation of the problem (1.4)–(1.6) reads (see, e.g., [12]): find Λ𝜀(𝜂) and 𝑈𝜀(⋅; 𝜂) ∈ 𝐻1,𝜂

𝑝𝑒𝑟(Ω
𝜀),

𝑈𝜀(⋅; 𝜂) ≠ 0, satisfying

(∇𝑥𝑈
𝜀(⋅; 𝜂), ∇𝑥𝑉

𝜀)Ω𝜀 = Λ
𝜀(𝜂)(𝑈𝜀(⋅; 𝜂), 𝑉𝜀)Ω𝜀 ∀𝑉𝜀 ∈ 𝐻

1,𝜂
𝑝𝑒𝑟(Ω

𝜀), (1.7)
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4890 GÓMEZ et al.

where 𝐻1,𝜂
𝑝𝑒𝑟(Ω

𝜀) is the Sobolev space of functions in 𝐻1(Ω𝜀) satisfying the quasi-periodicity conditions (1.5), while (⋅, ⋅)Ω𝜀
stands for the scalar product in 𝐿2(Ω𝜀).
In view of the compact embedding𝐻1(Ω𝜀) ⊂ 𝐿2(Ω𝜀) problem (1.7) has a discrete spectrum constituting the unbounded

monotone sequence of eigenvalues (cf. [4, Section 10.2] and [29, Section 4.5]),

0 ≤ Λ𝜀1(𝜂) ≤ Λ
𝜀
2(𝜂) ≤⋯ ≤ Λ𝜀𝑝(𝜂) ≤⋯→ +∞, as 𝑝 → +∞, (1.8)

which are repeated according to their multiplicities. Also, the corresponding eigenfunctions {𝑈𝜀𝑝(⋅; 𝜂)}∞𝑝=1 are chosen to
form an orthonormal basis in 𝐿2(Ω𝜀).
Furthermore, the functions

[−𝜋, 𝜋] ∋ 𝜂 ↦ Λ𝜀𝑝(𝜂), 𝑝 ∈ ℕ, (1.9)

are continuous and 2𝜋-periodic. This last assertion is due to the fact that problem (1.4)–(1.6) is the model problem associ-
ated with a waveguide: a periodically perforate Neumann strip recently considered in the literature (cf. (1.17), Figure 1B)
and [9]). For the sake of completeness, in order to outline the interest of the problem under consideration (1.4)–(1.6), as
well as its properties we introduce briefly this waveguide in Section 1.3.

1.2 The parametric family of homogenized problems

By analogy with the homogenization of perforated domains along manifolds with Neumann boundary conditions (see,
e.g., [15] for spectral problems, and [18, 31] for other close problems), we easily see that the homogenized problem is a
spectral problem for the Laplacian, posed in the rectangle Ω0, cf. (1.1), with the Neumann (1.11) (quasi-periodicity (1.12),
respectively) conditions on the horizontal (vertical, respectively) sides of the rectangle. For the readers convenience, we
introduce here this problem and provide the explicit formulas for the eigenvalues and eigenfunctions in terms of the
parameters 𝜂 and𝐻. The convergence of the spectrumof (1.4)–(1.6), as 𝜀 → 0, will be outlined in Section 2 (cf. Corollary 2.3)
as a consequence of a more general result (cf. Theorem 2.2).
In Ω0, we set the homogenized spectral problem

−Δ𝑥𝑈
0(𝑥; 𝜂) = Λ0(𝜂)𝑈0(𝑥; 𝜂), 𝑥 ∈ Ω0, (1.10)

𝜕𝑈0

𝜕𝑥2
(𝑥1, 0; 𝜂) =

𝜕𝑈0

𝜕𝑥2
(𝑥1,𝐻; 𝜂) = 0, 𝑥1 ∈

(
−
1
2
,
1
2

)
, (1.11)

𝑈0
(
1
2
, 𝑥2; 𝜂

)
= ei𝜂𝑈0

(
−
1
2
, 𝑥2; 𝜂

)
,

𝜕𝑈0

𝜕𝑥1

(
1
2
, 𝑥2; 𝜂

)
= ei𝜂 𝜕𝑈

0

𝜕𝑥1

(
−
1
2
, 𝑥2; 𝜂

)
, 𝑥2 ∈ (0,𝐻),

(1.12)

where Λ0(𝜂) and 𝑈0(⋅; 𝜂) denote the eigenvalues and corresponding eigenfunctions.
Problem (1.10)–(1.12) admits the variational formulation: find Λ0(𝜂) and 𝑈0(⋅; 𝜂) ≠ 0, 𝑈0(⋅; 𝜂) ∈ 𝐻1,𝜂

𝑝𝑒𝑟(Ω
0), satisfying

(∇𝑥𝑈
0(⋅; 𝜂), ∇𝑥𝑉)Ω0 = Λ

0(𝜂)(𝑈0(⋅; 𝜂), 𝑉)Ω0 ∀𝑉 ∈ 𝐻
1,𝜂
per(Ω

0). (1.13)

As is well known, it has a discrete spectrum, which we can write in an increasing order

0 ≤ Λ01(𝜂) ≤ Λ
0
2(𝜂) ≤⋯ ≤ Λ0𝑝(𝜂) ≤⋯→ +∞, as 𝑝 → +∞, (1.14)

where the convention of repeated eigenvalues has been adopted. Also, the corresponding eigenfunctions {𝑈0𝑝(⋅; 𝜂)}∞𝑝=1 are
chosen to form an orthonormal basis in 𝐿2(Ω0). Furthermore, the functions

[−𝜋, 𝜋] ∋ 𝜂 ↦ Λ0𝑝(𝜂), 𝑝 ∈ ℕ, (1.15)

are continuous and 2𝜋-periodic.
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GÓMEZ et al. 4891

F IGURE 2 The first limit dispersion curves in the cases𝐻 < 1∕3, 𝐻 = 1∕
√
8 and𝐻 = 1∕2.

Explicit formulas for eigenvalues and eigenfunctions of (1.10)–(1.12) are obtained by separation of variables:

Λ0𝑗𝑘(𝜂) = (𝜂 + 2𝜋𝑗)
2 + 𝜋2

𝑘2

𝐻2
, 𝑈0𝑗𝑘(𝑥; 𝜂) = ei(𝜂+2𝜋𝑗)𝑥1 cos

(
𝜋𝑘
𝑥2
𝐻

)
, 𝑗 ∈ ℤ, 𝑘 ∈ ℕ0 = ℕ ∪ {0}. (1.16)

It should bementioned that re-numeration of the eigenvalues in (1.16) is needed to compose themonotone sequence (1.14).
Note that formulas (1.16) are of great interest to draw the limit dispersion curves for different values of𝐻. Recall that these

curves are the graphs ofΛ0𝑝(𝜂), for 𝜂 ∈ [−𝜋, 𝜋]. Figures 2 and 3 show the different possibilities of behaviors of such curves
depending on the value of 𝐻. Also, they give an idea of what we can expect for the behavior of the perturbed dispersion
curves, see, for instance, the second row in Figure 3.

1.3 The state-of-the-art and the structure of the paper

First, let us introduce a problem closely related to (1.4)–(1.6): a Neumann problem for the Laplace operator in a periodically
perforate strip with a double periodicity.
Extending Ω𝜀 (cf. (1.3) and Figure 1A)) by periodicity along the 𝑥1-axis, we create the unbounded perforated strip Π𝜀

(see Figure 1B)):

Π𝜀 = ℝ × (0,𝐻) ⧵
⋃
𝑗∈ℤ

𝑁−1⋃
𝑘=0

𝜔𝜀(𝑗, 𝑘)

where 𝜔𝜀(𝑗, 𝑘) = {𝑥 ∶ 𝜀−1(𝑥1 − 𝑗, 𝑥2 − 𝜀𝑘𝐻) ∈ 𝜔} with 𝑗 ∈ ℤ, 𝑘 = 0, 1, … ,𝑁 − 1. In the waveguide Π𝜀, we consider the
Neumann spectral problem

−Δ𝑢𝜀(𝑥) = 𝜆𝜀𝑢𝜀(𝑥), 𝑥 ∈ Π𝜀,

𝜕𝜈𝑢
𝜀(𝑥) = 0, 𝑥 ∈ 𝜕Π𝜀.

(1.17)

Then, applying the Floquet–Bloch–Gelfand transform (see, for instance, [7, 11, 25, 28, 32])

𝑢𝜀(𝑥) ↦ 𝑈𝜀(𝑥; 𝜂) =
1√
2𝜋

∑
𝑝∈ℤ

e−i𝑝𝜂𝑢𝜀(𝑥1 + 𝑝, 𝑥2),

problem (1.17) converts into the boundary value problem (1.4)–(1.6) in Ω𝜀.
The spectrum of the operator on the Hilbert space 𝐿2(Π𝜀) associated with problem (1.17) is given by

𝜎𝜀 =
⋃
𝑝∈ℕ

𝛽𝜀𝑝 (1.18)
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4892 GÓMEZ et al.

F IGURE 3 Above, the first six dispersion curves of the homogenized problem for some values of𝐻, (A)𝐻 ∈ (1∕
√
8, 1∕2), (B)

𝐻 ∈ (1∕2, 1). Below, some possible dispersion curves of the perturbed problem for the same values of𝐻.

where

𝛽𝜀𝑝 = {Λ
𝜀
𝑝(𝜂) ∶ 𝜂 ∈ [−𝜋, 𝜋]} ⊂ ℝ+. (1.19)

As a consequence of the previously mentioned continuity of Λ𝜀(𝜂) in (1.9), the sets 𝛽𝜀𝑝 are closed, connected, and finite
segments. Formulas (1.18) and (1.19) for the spectrum of problem (1.17) are well known in the framework of the Floquet–
Bloch–Gelfand theory (cf. [1, 3, 6, 9, 11, 25, 28–30, 32]).
Therefore, to study the asymptotic behavior of the spectrum of (1.4)–(1.6) becomes essential to detect the band gap

structure of the spectrum (1.18). Opening gaps at the low-frequency level have been broached in [9] under certain sym-
metry restrictions for the holes (further specifying, the so-called mirror symmetry, see Equation (2.14) and Figure 4):
roughly speaking, this involves controlling the total number of perturbed eigenvalues inside certain boxes of the band
[−𝜋, 𝜋] × [0,∞) in the coordinate axis (𝜂, Λ). Nevertheless, the technique in [9] does not allow to obtain uniform bounds
for discrepancies between the dispersion curves {Λ𝜀𝑝(𝜂) ∶ 𝜂 ∈ [−𝜋, 𝜋]} and {Λ0𝑝(𝜂) ∶ 𝜂 ∈ [−𝜋, 𝜋]} for different values of 𝑝.
Instead, the technique in this paper can contribute to discover how to open these gaps. However, we do not deal with this
task but with obtaining the above-mentioned bounds.
Comparing with former papers in the literature, we mention [8–10, 23] as the closest papers. References [23] and [9]

address opening gaps in a perforated waveguide for the Laplace operator with Dirichlet and Neumann boundary condi-
tions, respectively. Asymptotic stability for the spectrum of problem (1.4)–(1.6) but changing the Neumann conditions for
the Dirichlet ones has been addressed in [10], while (1.4)–(1.6) appears as a limit case of the stiff problem considered in
[8]. It happens that for the Dirichlet condition in [23] the limit dispersion curves do not depend on 𝜂 and the analysis in
[10] becomes much more simplified than for Neumann.
It is worth mentioning that the explicit formulas (1.16) allow us to obtain the precise multiplicity of each eigenvalue

Λ0𝑝(𝜂) for each 𝑝 = 1, 2, … and for each 𝜂 ∈ [−𝜋, 𝜋]. This proves to be essential for our analysis in Sections 3–5 which
provides the precise number of eigenvalues of the perturbed problem at a distance 𝑂(𝜀) of the eigenvalues of the homoge-
nized problem (cf. Figure 7). It becomes particularly complicated near the points 𝜂0,𝑝 in which the limit eigenvaluesΛ0𝑝(𝜂)
change the multiplicity from 1 to 2 or 3 (cf. Figures 2, 5 and 7, and Remark 4.4). Note the different behavior of the limit
dispersion curves depending on𝐻; let us outline the following cases:

𝑎) 𝐻 ∈
(
0,

1√
8

)
, 𝑏) 𝐻 ∈

[ 1√
8
,
1
2

)
, 𝑐) 𝐻 ∈

[1
2
, 1
)
, 𝑑) 𝐻 ∈ [1, +∞),

 15222616, 2023, 10, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/m

ana.202100589 by R
eadcube (L

abtiva Inc.), W
iley O

nline L
ibrary on [05/11/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



GÓMEZ et al. 4893

and refer to Figures 2 and 3 to realize the difference for certain of these cases. As a matter of fact, limit eigenvalues of
multiplicity 3 appear first for larger values of 𝐻, the first one being Λ = 4𝜋2 when 𝐻 = 1∕2. For values of 𝐻 greater
than 1∕2, the parabolic dispersion curves that are translations of Λ = 𝜂2 appear earlier, with a minimum in the interval
[𝜋2, 4𝜋2) when 𝐻 ∈ (1∕2, 1] and much less when 𝐻 > 1 (the minimum closer to 0) which complicates the trusses-nodes
structure; cf. Figure 2 and the first row of Figure 3. This is the main reason why our final result (cf. Theorem 5.1)
provides uniform bounds for discrepancies, in different intervals, depending on 𝐻, and we focus our attention on the
first eigenvalues.
Let us describe the structure of the paper.
In Section 2, we provide some preliminary results valid for any geometry of the holes of smooth boundaries. First, we

obtain upper bounds for the eigenvalues of the perturbed problem (1.4)–(1.6), namely,

Λ𝜀𝑚(𝜂) ≤ Λ
0
𝑚(𝜂) + 𝑐𝑚𝜀 for 𝜀 ≤ 𝜀𝑚, 𝜂 ∈ [−𝜋, 𝜋],

that show how they are controlled by those of the homogenized problem (1.10)–(1.12). Then, in Section 2.1, we introduce
a result of convergence of the eigenvalues and corresponding eigenfunctions toward those of the homogenized problem
with conservation of the multiplicity, which also allows a perturbation of the Floquet-parameter (see Theorem 2.2 and
Corollary 2.3),

Λ
𝜀𝑙
𝑚(𝜂𝑙) → Λ0𝑚(𝜂), as (𝜀𝑙, 𝜂𝑙)

𝑙→∞
EEEEEEEEEE→ (0, 𝜂). (1.20)

This shows a strong stability of both problems on the parameter 𝜂 which arises in the quasi-periodicity conditions,
cf. (1.5) and (1.12). The result has recently been introduced in the literature of model problems for waveguides,
cf. [9, 10], and proves to be essential for obtaining uniform bounds (in the perturbation and Floquet parameters) for
convergence rates between the eigenvalues of the perturbation and limit problems. In Section 2.2, we introduce a
boundary layer problem posed in an unbounded strip (cf. (2.5)–(2.9)); it has been obtained by means of asymptotic
expansions in [9].
In Sections 3 and 4, we obtain complementary results on the asymptotics of the eigenvalues which provide bounds for

the distance between the dispersion curves of the limit problem and those of the homogenization problem. To do it, we use
a well-known result on almost eigenvalues and eigenfunctions from the spectral perturbation theory, cf. Lemma 3.1, which
implies the construction of families of quasimodes from the solutions of the homogenized problem and the boundary
layer problem, cf. (3.19)–(3.21). Some restrictions are performed both on the geometry of the hole and on the choice of the
limiting eigenvalues (cf. (2.14) and (3.7)). Avoiding these restrictions implies that further terms of asymptotic expansions
as well as further boundary layer functions are necessary, and the computations become excessively high. Summarizing,
we can set:

|Λ𝜀
𝑝(𝜀,𝜂,𝑚)

(𝜂) − Λ0𝑚(𝜂)| < 𝐶0𝜀, for 𝜀 ≤ 𝜀0, 𝜂 ∈ [−𝜋, 𝜋], and some 𝑝(𝜀, 𝜂,𝑚) ≥ 𝑚,

when𝑚 = 1 and𝐻 > 0, when𝑚 = 2 and𝐻 ∈ (0, 1∕2) andwhen𝑚 = 3 and𝐻 ∈ (0, 1∕
√
8). The same results, for 𝜂 ranging

in smaller intervals (dependent on𝑚 and𝐻) are obtained in Section 4 for higher values of𝑚 (see Theorems 4.1 and 4.2).
At this stage, we cannot assert that 𝑝(𝜀, 𝜂,𝑚) = 𝑚, and this is the aim of Section 5, where we combine the results in

Sections 2 and 4 with different arguments of contradiction involving convergence (1.20). We obtain

|Λ𝜀𝑚(𝜂) − Λ0𝑚(𝜂)| < 𝐶0𝜀, with 𝜀 ≤ 𝜀0 and 𝜂 ∈ [−𝜋, 𝜋],

for the same values of 𝑚 and 𝐻. Above and throughout the paper, 𝜀𝑚, 𝑐𝑚 and 𝐶𝑚, with 𝑚 ∈ ℕ0, denote certain positive
constants independent of both variables 𝜀 and 𝜂.
Due to the complexity of the trusses–nodes structure of the dispersion curves (cf. Figures 2 and 3), in the theorems, we

have imposed restrictions on the index 𝑚 depending on 𝐻, which can affect the intervals where the Floquet-parameter
ranges, but the technique can be extended to further values of𝑚.
Finally, it should be emphasized that themethod here developed can be applied tomany problems arising in waveguide

theory, cf. [2, 5, 19–21] among others.

 15222616, 2023, 10, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/m

ana.202100589 by R
eadcube (L

abtiva Inc.), W
iley O

nline L
ibrary on [05/11/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



4894 GÓMEZ et al.

2 PRELIMINARY RESULTS: CONVERGENCE AND BOUNDARY LAYER

In Section 2.1, we state a result of convergence for the spectrum of the 𝜀-dependent problem toward that of the homog-
enized one which allows the perturbation of the Floquet-parameter, cf. Theorem 2.2. This result extends the usual
convergence of the spectrum for each fixed 𝜂 ∈ [−𝜋, 𝜋], cf. Corollary 2.3, and becomes necessary to derive our result
in Section 5. In Section 2.2, we introduce a boundary layer problem and its solution which proves useful, in Section 3,
for the construction of new approximations to groups of eigenfunctions of (1.4)–(1.6) corresponding to eigenvalues in
small intervals.
First, we obtain some estimates for the eigenvalues of the perturbation problem which relate homogenization and

homogenized problems, as a consequence of the comparison of both spectra.

Proposition 2.1. For fixed𝑚 = 1, 2, …, let Λ𝜀𝑚(𝜂) and Λ0𝑚(𝜂) be the eigenvalues in the sequence (1.8) and (1.14), respectively.
Then, there exist positive constants 𝑐𝑚 and 𝜀𝑚, independent of 𝜀 and 𝜂, such that

Λ𝜀𝑚(𝜂) ≤ Λ
0
𝑚(𝜂) + 𝑐𝑚𝜀, for 𝜀 ∈ (0, 𝜀𝑚], 𝜂 ∈ [−𝜋, 𝜋]. (2.1)

Proof. Let us apply the minimax principle. For each𝑚 = 1, 2, … and 𝜂 ∈ [−𝜋, 𝜋], we write

Λ𝜀𝑚(𝜂) = min
𝐸𝜀𝑚⊂𝐻

1,𝜂
per(Ω𝜀)

max
𝑉∈𝐸𝜀𝑚,𝑉≠0

(∇𝑥𝑉,∇𝑥𝑉)Ω𝜀

(𝑉, 𝑉)Ω𝜀
, (2.2)

where the minimum is computed over the set of subspaces 𝐸𝜀𝑚 of𝐻1,𝜂
per(Ω

𝜀) with dimension𝑚.
To prove (2.1), we take a particular subspace 𝐸𝜀,∗𝑚 that we construct as the linear space

𝐸𝜀,∗𝑚 = ⟨𝑈01(⋅; 𝜂)||Ω𝜀 , … ,𝑈0𝑚(⋅; 𝜂)||Ω𝜀⟩,
where {𝑈0𝑘(⋅; 𝜂)}

𝑚
𝑘=1 are the eigenfunctions of Equation (1.13), corresponding to the eigenvalues {Λ0𝑘}

𝑚
𝑘=1 which are

orthonormal in 𝐿2(Ω0).
For 𝑉 ∈ 𝐸𝜀,∗𝑚 without any restriction we can assume that ‖𝑉; 𝐿2(Ω0)‖2 = 1 (cf. [2, 8] for the idea in different problems).

Thus, we have 𝑉 = 𝛼1𝑈01(⋅; 𝜂) +⋯+ 𝛼𝑚𝑈
0
𝑚(⋅; 𝜂) for some constants 𝛼𝑖 such that ‖𝑉; 𝐿2(Ω0)‖2 = 𝛼21 +⋯+ 𝛼2𝑚 = 1.

Therefore, we write

(∇𝑥𝑉,∇𝑥𝑉)Ω𝜀 ≤ (∇𝑥𝑉,∇𝑥𝑉)Ω0 = 𝛼
2
1Λ

0
1(𝜂) +⋯+ 𝛼2𝑚Λ

0
𝑚(𝜂) ≤ Λ

0
𝑚(𝜂).

Also, we can write

(𝑉, 𝑉)Ω𝜀 = (𝑉, 𝑉)Ω0 − (𝑉,𝑉)Ω0⧵Ω𝜀 = 1 − (𝑉,𝑉)Ω0⧵Ω𝜀 ≥ 1 − 𝑐𝑚𝜀,

for a certain constant 𝑐𝑚 independent of 𝜂 and sufficiently small 𝜀. Indeed, to show the last inequality, we use the estimate‖𝑉; 𝐿2(Ω0 ∩ {|𝑥1| < 𝜀})‖2 ≤ 𝐶𝜀‖𝑉; 𝐻1(Ω0)‖2, ∀𝑉 ∈ 𝐻1(Ω0), see, for example, Lemma 2.4 in [18], and consequently,

(𝑉, 𝑉)Ω0⧵Ω𝜀 ≤ 𝑐𝜀((∇𝑉,∇𝑉)Ω0 + (𝑉,𝑉)Ω0) ≤ 𝑐𝜀(Λ
0
𝑚(𝜂) + 1) ≤ 𝑐𝑚𝜀.

Hence, (2.2) leads us to

Λ𝜀𝑚(𝜂) ≤ max
𝑉∈𝐸𝜀,∗𝑚 ,𝑉≠0

(∇𝑥𝑉,∇𝑥𝑉)Ω𝜀

(𝑉, 𝑉)Ω𝜀
≤
Λ0𝑚(𝜂)

1 − 𝑐𝑚𝜀
≤ Λ0𝑚(𝜂) + 𝑐𝑚𝜀,

for some constant 𝑐𝑚 and 𝜀 small enough. This shows assertion (2.1) and the proposition is proved. □

2.1 Convergence for eigenvalues

Based on extensions of eigenfunctions in perforated domains (see, e.g., Section I.4.2 in [26]), the continuity on the Floquet-
parameter of the mappings (1.9) and (1.15), and some contradiction arguments, the following result has been proved
in [9].
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GÓMEZ et al. 4895

Theorem 2.2. For each subsequence {(𝜀𝑟, 𝜂𝑟)}∞𝑟=1 such that 𝜀𝑟 → 0 and 𝜂𝑟 → 𝜂 ∈ [−𝜋, 𝜋], as 𝑟 → ∞, the eigenvaluesΛ𝜀𝑟𝑚(𝜂𝑟)
of problem (1.4)–(1.6) in the sequence (1.8), when (𝜀, 𝜂) ≡ (𝜀𝑟, 𝜂𝑟), converge toward the eigenvalues of problem (1.10)–(1.12) for
𝜂 ≡ 𝜂, as 𝑟 → ∞, and there is conservation of the multiplicity. Namely, for each𝑚 = 1, 2, …, the convergence

Λ𝜀𝑟𝑚(𝜂𝑟) → Λ0𝑚(𝜂), as 𝑟 → ∞, (2.3)

holds, where Λ0𝑚(𝜂) is the m-th eigenvalue in the sequence (1.14) of eigenvalues of Equations (1.10)–(1.12) for 𝜂 ≡ 𝜂.
In addition, we can extract a subsequence, still denoted by 𝜀𝑟, such that some suitable extension of the eigenfunctions

{𝑈 𝜀𝑟
𝑚 (⋅; 𝜂𝑟)}

∞
𝑚=1 normalized in𝐿

2(Ω𝜀𝑟 ), {𝑈 𝜀𝑟
𝑚 (⋅; 𝜂)}

∞
𝑚=1, converge in𝐿

2(Ω0), as 𝑟 → ∞, toward the eigenfunctions {𝑈0𝑚(⋅; 𝜂)}∞𝑚=1
of (1.10)–(1.12) which form an orthonormal basis of 𝐿2(Ω0).

Theorem 2.2 shows a certain stability of the limit of the spectrum of (1.4)–(1.6) under any perturbation of the Floquet-
parameter 𝜂.

Corollary 2.3. For any 𝜂 ∈ [−𝜋, 𝜋], the eigenvalues Λ𝜀𝑚(𝜂) of problem (1.7) in the sequence (1.8) converge toward the
eigenvalues of problem (1.10)–(1.12) in the sequence (1.14), namely,

Λ𝜀𝑚(𝜂) → Λ0𝑚(𝜂) as 𝜀 → 0, (2.4)

and there is conservation of the multiplicity. In addition, for each sequence, we can extract a subsequence, still denoted by 𝜀,
such that some suitable extension of the eigenfunctions {𝑈 𝜀

𝑚(⋅; 𝜂)}
∞
𝑚=1 normalized in 𝐿

2(Ω𝜀), {𝑈 𝜀
𝑚}
∞
𝑚=1, converge in 𝐿

2(Ω0), as
𝜀 → 0, toward the eigenfunctions {𝑈0𝑚(⋅; 𝜂)}∞𝑚=1 of Equations (1.10)–(1.12) which form an orthonormal basis of 𝐿2(Ω0).

This corollary states the classical spectral convergence for problem (1.7); its proof is an immediate consequence of
Theorem 2.2.

2.2 The boundary layer problem

As usual in two-scale boundary homogenization, near the perforation string 𝜔𝜀(0), … , 𝜔𝜀(𝑁 − 1) ⊂ Ω0, there appears a
boundary layer which is described in the stretched coordinates

𝜉 = (𝜉1, 𝜉2) = 𝜀
−1(𝑥1, 𝑥2 − 𝜀𝑘𝐻). (2.5)

Using these auxiliary coordinates, we introduce a boundary layer problem and its solution in the unbounded perforated
strip

Ξ ∶= {𝑥 ∈ ℝ × (0,𝐻)} ⧵ 𝜔 . (2.6)

Obviously, for each 𝑘 = 0,… ,𝑁 − 1, the change of variable (2.5) transforms 𝜔𝜀(𝑘) into 𝜔, cf. (1.2). The proof of the results
of this section can be found in [9]; cf. also [23, 24] for the technique and further references.
Let us consider the function𝑊1

0 to be harmonic in Ξ,

−Δ𝜉𝑊
1
0(𝜉) = 0, 𝜉 ∈ Ξ, (2.7)

F IGURE 4 The strip Ξ with two different possible geometries for the hole 𝜔.
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4896 GÓMEZ et al.

with the periodicity conditions

𝑊1
0(𝜉1,𝐻) = 𝑊

1
0(𝜉1, 0),

𝜕𝑊1
0

𝜕𝜉2
(𝜉1,𝐻) =

𝜕𝑊1
0

𝜕𝜉2
(𝜉1, 0), 𝜉1 ∈ ℝ, (2.8)

and the nonhomogeneous Neumann condition on the boundary of the hole 𝜔

𝜕𝜈(𝜉)𝑊
1
0(𝜉) = −𝜕𝜈(𝜉)𝜉1 = −𝜈1(𝜉), 𝜉 ∈ 𝜕𝜔. (2.9)

Here, 𝜈(𝜉) = (𝜈1(𝜉), 𝜈2(𝜉)) denote the outward (with respect to Ξ) normal vector on 𝜕𝜔.
Also, for convenience, we introduce here the cut-off functions, 𝜒± ∈ 𝐶∞(ℝ),

𝜒±(𝑡) = 1 for ± 𝑡 > 2𝑅 and 𝜒±(𝑡) = 0 for ± 𝑡 < 𝑅, (2.10)

with a fixed 𝑅 > 0 satisfying

𝜔 ⊂ Ξ(𝑅) ∶= {𝜉 ∈ Ξ ∶ |𝜉1| < 𝑅}. (2.11)

The variational formulation of (2.7)–(2.9) reads: find𝑊1
0 ∈ 1

per(Ξ) satisfying

(∇𝜉𝑊
1
0, ∇𝜉𝑉)Ξ = (−𝜈1(𝜉), 𝑉)𝜕𝜔 ∀𝑉 ∈ 1

per(Ξ), (2.12)

where the space1
per(Ξ) denotes the completion of the linear space 𝐶∞per(Ξ) (of the infinitely differentiable 𝐻-periodic in

𝜉2 functions with compact supports) in the norm

‖𝑊;1
per(Ξ)‖ = (‖∇𝜉𝑊; 𝐿2(Ξ)‖2 + ‖𝑊;𝐿2(Ξ(2𝑅))‖2)1∕2.

Since the compatibility condition, (−𝜈1(𝜉), 1)𝜕𝜔 = 0, is satisfied, problem (2.12) has a unique solution 𝑊1
0 ∈ 1

per(Ξ)
which is uniquely defined up to an additive constant.Moreover, since the boundary 𝜕𝜔 is smooth, this solution is infinitely
differentiable in Ξ and the Fourier method (cf. [9, 14, 17]), in particular, gives the decomposition

𝑊1
0(𝜉) = 𝜒−(𝜉1)𝐶− + 𝜒+(𝜉1)𝐶+ +𝑊

1
0(𝜉) (2.13)

with the exponentially decaying remainder𝑊1
0 , and some constants 𝐶+ and 𝐶− which can also depend on 𝑅, cf. (2.10) and

(2.11).
Note that the above results hold for any smooth hole. In addition, under the assumption ofmirror symmetry:

𝜔 = {𝜉 = (𝜉1, 𝜉2) ∈ ℝ
2 ∶ (𝜉1,𝐻 − 𝜉2) ∈ 𝜔}, (2.14)

see, for instance, Figure 4, the function𝑊1
0 is even in the 𝜉2 − 𝐻∕2 variable and satisfies

𝜕𝑊1
0

𝜕𝜉2
(𝜉1, 0) =

𝜕𝑊1
0

𝜕𝜉2
(𝜉1,𝐻) = 0, 𝜉1 ∈ ℝ, (2.15)

see [9] for a proof.

3 ASYMPTOTIC FORMULAS FOR CONVERGENCE RATES

In this and next sections, we obtain some important complementary results of (2.4) on the asymptotics of the perturbed
dispersion curves, at a low-frequency range. This implies constructing the so-called almost eigenvalues and eigenfunctions
or quasimodes of a compact operator associated with (1.4)–(1.6). In order to do this, we set an abstract framework for
the perturbation problem and construct the approximations from the eigenfunction of the homogenized problem and a
boundary layer function (cf. Section 2.2). We obtain asymptotic formulas for eigenvalues and estimates when the limit
eigenvalues have corresponding eigenfunctions which do not depend on 𝑥2, cf. (1.16), (3.7), and (3.8). These formulas do
not allow us to predict the precise index of the eigenvalue in the sequence (1.8), which will be determined in Section 5
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GÓMEZ et al. 4897

using the results of Section 2. Another restriction that simplifies computations in this section comes from the geometry
of the perforation: we assume the mirror symmetry (cf. Figure 4, (2.14) and (2.15)).
First, we reformulate the spectral problem (1.4)–(1.6) in terms of operators onHilbert spaces. Let𝜀(𝜂) denote the space

𝐻
1,𝜂
per(Ω

𝜀) equipped with the usual scalar product in 𝐻1(Ω𝜀). We denote by ⟨⋅, ⋅⟩𝜂𝜀 this scalar product and by ‖𝑈𝜀;𝜀(𝜂)‖
the associated norm.
In the space𝜀(𝜂), we define the compact, positive, and symmetric operator 𝜀(𝜂), as

⟨𝜀(𝜂)𝑈𝜀, 𝑉𝜀⟩𝜂𝜀 = (𝑈𝜀, 𝑉𝜀)Ω𝜀 ∀𝑈𝜀, 𝑉𝜀 ∈ 𝐻
1,𝜂
per(Ω

𝜀). (3.1)

It is self-evident that the variational formulation (1.7) of (1.4)–(1.6) can be re-written as follows:

𝜀(𝜂)𝑈𝜀(𝜂) = 𝑀𝜀(𝜂)𝑈𝜀(𝜂) in 𝜀(𝜂), (3.2)

with the new spectral parameter

𝑀𝜀(𝜂) = (1 + Λ𝜀(𝜂))−1. (3.3)

The following result, whichwe state for the specific operator𝜀(𝜂) in (3.1), is based on the lemma on almost eigenvalues
and eigenfuntions from the spectral perturbation theory, cf. [33], [26, Section 3.1], [22, Section 7.1], and [13, Section 5.32].

Lemma 3.1. Let𝑀𝜀
𝑎𝑠(𝜂) ∈ ℝ and𝑈𝜀𝑎𝑠(𝜂) ∈ 𝜀(𝜂) ⧵ {0} verify the equality

‖𝜀(𝜂)𝑈𝜀𝑎𝑠(𝜂) − 𝑀𝜀
𝑎𝑠(𝜂)𝑈

𝜀
𝑎𝑠(𝜂);

𝜀(𝜂)‖ = 𝛿𝜀‖𝑈𝜀𝑎𝑠(𝜂);𝜀(𝜂)‖. (3.4)

Then, there exists an eigenvalue𝑀𝜀(𝜂) of the operator 𝜀(𝜂) such that

|𝑀𝜀(𝜂) − 𝑀𝜀
𝑎𝑠(𝜂)| ≤ 𝛿𝜀. (3.5)

Moreover, for any 𝛿𝜀1 > 𝛿
𝜀, there exist coefficients 𝛼𝜀𝐽, … , 𝛼

𝜀
𝐽+𝐾−1, satisfying‖‖‖‖‖‖‖𝑈𝜀𝑎𝑠(𝜂);𝜀(𝜂)‖−1𝑈𝜀𝑎𝑠(⋅; 𝜂) − 𝐽+𝐾−1∑

𝑗=𝐽

𝛼𝜀𝑗𝑈
𝜀
𝑗(𝜂);

𝜀(𝜂)
‖‖‖‖‖‖ ≤ 2

𝛿𝜀

𝛿𝜀1
,

𝐽+𝐾−1∑
𝑗=𝐽

(𝛼𝜀𝑗)
2 = 1, (3.6)

where 𝑀𝜀
𝐽(𝜂), … ,𝑀

𝜀
𝐽+𝐾−1(𝜂) are all the eigenvalues of the operator 

𝜀(𝜂) in the interval [𝑀𝜀
𝑎𝑠(𝜂) − 𝛿

𝜀
1,𝑀

𝜀
𝑎𝑠(𝜂) + 𝛿

𝜀
1], and

𝑈𝜀𝐽(⋅; 𝜂), … ,𝑈
𝜀
𝐽+𝐾−1(⋅; 𝜂) are the corresponding eigenvectors normalized by

⟨𝑈𝜀𝑖 (⋅; 𝜂), 𝑈𝜀𝑗(⋅; 𝜂)⟩𝜂𝜀 = 𝛿𝑖𝑗, 𝑖, 𝑗 = 𝐽, … , 𝐽 + 𝐾 − 1,

being 𝛿𝑖𝑗 the Kronecker delta.

The pair (𝑀𝜀
𝑎𝑠(𝜂), ‖𝑈𝜀𝑎𝑠(𝜂);𝜀(𝜂)‖−1𝑈𝜀𝑎𝑠(𝜂) ) in Lemma 3.1 is the so-called quasimode of operator𝜀(𝜂)with remainder

𝛿𝜀. It approaches eigenvalues and eigenfunctions of the operator 𝜀(𝜂) as stated in (3.5) and (3.6). Also, if there is no
confusion, the function ‖𝑈𝜀𝑎𝑠(𝜂);𝜀(𝜂)‖−1𝑈𝜀𝑎𝑠(𝜂) is referred to as the quasimode.
In what follows, throughout the section, we construct𝑀𝜀

𝑎𝑠(𝜂) and 𝑈𝜀𝑎𝑠(𝜂) and obtain a bound for 𝛿𝜀 in (3.4), cf. (3.13).
The relation of𝑀𝜀

𝑎𝑠(𝜂) with the true eigenvalues in the sequence (1.8) will be given in Section 4.
For 𝑗 = 0, 1, 2, …, let

Λ0±,𝑗(𝜂) = (𝜂 ± 2𝜋𝑗)
2 (3.7)

be eigenvalues in (1.16) corresponding to a fixed Floquet parameter 𝜂 ∈ [−𝜋, 𝜋]. From the explicit computations, the
corresponding eigenfunctions

𝑈0±,𝑗(𝑥1; 𝜂) = ei(𝜂±2𝜋𝑗)𝑥1 , (3.8)

do not depend on the 𝑥2-variable. Obviously, for the different signs, values in (3.7) and functions in (3.8), coincide
only for 𝑗 = 0. Namely, for 𝑗 = 0, we have the first eigenvalue in the increasing sequence (1.14) and the corresponding
eigenfunction:

Λ01(𝜂) = Λ
0
±,0(𝜂) = 𝜂

2, 𝑈01(⋅; 𝜂) = 𝑈
0
±,0(𝑥1; 𝜂) = ei𝜂𝑥1 . (3.9)
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4898 GÓMEZ et al.

According to the notation in (3.3) we take

𝑀0
±,𝑗(𝜂) = (1 + Λ

0
±,𝑗(𝜂))

−1

as an approximate eigenvalue (𝑀𝜀
𝑎𝑠(𝜂) for ±, respectively), and

𝑈𝜀±,𝑗(𝑥; 𝜂) = 𝑋
𝜀(𝑥1)𝑈

0
±,𝑗(𝑥1; 𝜂) + (1 − 𝑋

𝜀(𝑥1))

(
𝑈0±,𝑗(0; 𝜂) + 𝑥1

𝜕𝑈0±,𝑗
𝜕𝑥1

(0; 𝜂)

)
+ 𝜀𝜒0(𝑥1)

𝜕𝑈0±,𝑗
𝜕𝑥1

(0; 𝜂)𝑊1
0

(𝑥
𝜀

)
, (3.10)

as an approximate eigenfunction 𝑈𝜀𝑎𝑠(𝜂) which we construct from 𝑈0±,𝑗 in (3.8) and𝑊
1
0(𝜉), the bounded harmonics in Ξ,

see (2.6), (2.7)–(2.9) and (2.13). Here,

𝑋𝜀(𝑥1) = 1 − 𝜒+(𝑥1∕𝜀) − 𝜒−(𝑥1∕𝜀), and, 𝜒0 ∈ 𝐶
∞(ℝ), 𝜒0(𝑥1) = 1 for |𝑥1| ≤ 1∕6, 𝜒0(𝑥1) = 0 for |𝑥1| ≥ 1∕3,

(3.11)

where the even smooth cut-off functions 𝜒± are defined by (2.10). It can be easily verified that 𝑈𝜀±,𝑗(𝑥; 𝜂) ∈ 𝜀(𝜂).
Note that, depending on 𝐻, 𝑗 ∈ ℕ0 and 𝜂 ∈ [−𝜋, 𝜋], the eigenvalues 𝑀0

±,𝑗(𝜂) can be simple, or have a multiplicity
greater than or equal to 2. Obviously, once 𝐻 and 𝑗 are fixed, also the eigenvalue number in the sequence (1.14) may
change depending on 𝜂. Below, we fix 𝑗 and the sign plus or minus, and for brevity, we omit to write the 𝜂 dependence of
function 𝑈𝜀±,𝑗 .
In order to apply Lemma 3.1, we multiply (3.4) by ‖𝑈𝜀𝑎𝑠(𝜂);𝜀(𝜂)‖−1, write 𝛿𝜀 ≡ 𝛿𝜀±,𝑗(𝜂) and obtain the remainder

𝛿𝜀±,𝑗(𝜂) ∶= ‖𝑈𝜀±,𝑗;𝜀(𝜂)‖−1‖𝜀(𝜂)𝑈𝜀±,𝑗 − 𝑀0
±,𝑗(𝜂)𝑈

𝜀
±,𝑗;

𝜀(𝜂)‖, (3.12)

for which we obtain the uniform estimate:

𝛿𝜀±,𝑗(𝜂) ≤ 𝑐𝑗𝜀, for 𝜀 ≤ 𝜀𝑗, (3.13)

where 𝑐𝑗 and 𝜀𝑗 are two positive constants independent of 𝜂 and 𝜀.
To prove (3.13), first, let us show the almost orthogonality property for the family of functions constructed in (3.10):

|⟨𝑈𝜀+,𝑗, 𝑈𝜀−,𝑗⟩𝜂𝜀| ≤ 𝐶𝑗𝜀1∕2 for 𝜀 < 𝜀𝑗, 𝜂 ∈ [−𝜋, 𝜋], 𝑗 ∈ ℕ, (3.14)

|⟨𝑈𝜀±,𝑗, 𝑈𝜀∓,𝑘⟩𝜂𝜀| ≤ 𝐶𝑗,𝑘𝜀1∕2 for 𝜀 < 𝜀𝑗,𝑘, 𝜂 ∈ [−𝜋, 𝜋], 𝑗, 𝑘 ∈ ℕ0, 𝑗 ≠ 𝑘, (3.15)

where𝐶𝑗 ,𝐶𝑗,𝑘, 𝜀𝑗 , and 𝜀𝑗,𝑘 are some positive constants independent of 𝜀 and 𝜂; recall that ⟨⋅, ⋅⟩𝜂𝜀 denotes the scalar product
in𝜀(𝜂).
Let us prove (3.14). Owing to the orthogonality of the functions 𝑈0±,𝑗 in 𝐿

2(Ω0) and𝐻1(Ω0), we write

|⟨𝑈𝜀+,𝑗, 𝑈𝜀−,𝑗⟩𝜂𝜀| =(∇𝑥(𝑈𝜀+,𝑗 − 𝑈0+,𝑗), ∇𝑥𝑈𝜀−,𝑗)Ω𝜀 + (∇𝑥𝑈0+,𝑗, ∇𝑥(𝑈𝜀−,𝑗 − 𝑈0−,𝑗))Ω𝜀
− (∇𝑥𝑈

0
+,𝑗, ∇𝑥𝑈

0
−,𝑗)Ω0⧵Ω𝜀 + (𝑈

𝜀
+,𝑗 − 𝑈

0
+,𝑗, 𝑈

𝜀
−,𝑗)Ω𝜀

+ (𝑈0+,𝑗, 𝑈
𝜀
−,𝑗 − 𝑈

0
−,𝑗)Ω𝜀 − (𝑈

0
+,𝑗, 𝑈

0
−,𝑗)Ω0⧵Ω𝜀 .

(3.16)

In addition, by the definition (3.10) of 𝑈𝜀±,𝑗 , we have

‖𝑈𝜀±,𝑗 − 𝑈0±,𝑗;𝜀(𝜂)‖ ≤

‖‖‖‖‖‖(1 − 𝑋𝜀(𝑥1))
(
𝑈0±,𝑗(𝑥1; 𝜂) − 𝑈

0
±,𝑗(0; 𝜂) − 𝑥1

𝜕𝑈0±,𝑗
𝜕𝑥1

(0; 𝜂)

)
;𝜀(𝜂)

‖‖‖‖‖‖
+
‖‖‖‖‖‖𝜀
𝜕𝑈0±,𝑗
𝜕𝑥1

(0; 𝜂)𝑊1
0

(𝑥
𝜀

)
;𝜀(𝜂)

‖‖‖‖‖‖.
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GÓMEZ et al. 4899

Thus, since 𝑈0±,𝑗 are smooth functions, the support of 1 − 𝑋
𝜀 is contained in {|𝑥1| < 2𝑅𝜀} and𝑊1

0 ∈ 1
𝑝𝑒𝑟(Ξ), we have

‖𝑈𝜀±,𝑗 − 𝑈0±,𝑗;𝜀(𝜂)‖ ≤ 𝐶𝑗𝜀
1∕2, (3.17)

where, on account of (3.11), we have applied the Taylor formula for 𝑈0±,𝑗(𝑥1, 𝜂), while |𝑥1| ≤ 𝑂(𝜀), the change of variable
(2.5), and the periodicity of𝑊1

0(𝜉) in the 𝜉2-direction. Also 𝐶𝑗 is a constant independent of 𝜀 and 𝜂. Now, using (3.17), the
smoothness of 𝑈0±,𝑗(𝑥1, 𝜂) and the fact that |Ω0 ⧵ Ω𝜀| = 𝑂(𝜀), we obtain

‖𝑈𝜀±,𝑗;𝜀(𝜂)‖2 𝜀→0
EEEEEEEEE→ ‖𝑈0±,𝑗; 𝐿2(Ω0)‖2 + ‖∇𝑥𝑈0±,𝑗; 𝐿2(Ω0)‖2 = (1 + Λ0±,𝑗(𝜂))𝐻. (3.18)

Hence, gathering (3.16), (3.17), (3.18) and using that |Ω0 ⧵ Ω𝜀| = 𝑂(𝜀), we get (3.14).
Rewriting the proof above, with minor modifications, for each 𝑘 and 𝑗, 𝜅 ≠ 𝑗, we obtain the four estimates in (3.15).
Then, for each sign plus or minus, index 𝑗 ∈ ℕ0 and 𝜂 ∈ [−𝜋, 𝜋], let us introduce

𝑈𝜀𝑎𝑠,±,𝑗(𝜂) ∶= ‖𝑈𝜀±,𝑗(𝜂);𝜀(𝜂)‖−1𝑈𝜀±,𝑗(𝜂) (3.19)

to be the quasimode constructed from the eigenfunction correspondingwithΛ0±,𝑗(𝜂), cf. (3.10) and (3.8). From (3.14), (3.15),
and (3.18), we get the almost orthonormality conditions:

|⟨𝑈𝜀𝑎𝑠.+,𝑗, 𝑈𝜀𝑎𝑠,−,𝑗⟩𝜂𝜀| ≤ 𝐶𝑗𝜀1∕2 for 𝜀 < 𝜀̃𝑗, 𝜂 ∈ [−𝜋, 𝜋], 𝑗 ∈ ℕ, (3.20)

|⟨𝑈𝜀𝑎𝑠,±,𝑗, 𝑈𝜀𝑎𝑠,∓,𝑘⟩𝜂𝜀 − 𝛿𝑘𝑗| ≤ 𝐶𝑗,𝑘𝜀1∕2 for 𝜀 < 𝜀̃𝑗,𝑘, 𝜂 ∈ [−𝜋, 𝜋], 𝑗, 𝑘 ∈ ℕ0, (3.21)

where 𝐶𝑗 , 𝐶𝑗,𝑘, 𝜀̃𝑗 and 𝜀̃𝑗,𝑘 are some positive constants independent of 𝜀 and 𝜂.
Finally, we write the following estimate:

‖𝜀(𝜂)𝑈𝜀±,𝑗 − 𝑀0
±,𝑗(𝜂)𝑈

𝜀
±,𝑗;

𝜀(𝜂)‖ ≤ 𝑐𝑗𝜀, for 𝜀 ≤ 𝜀̂𝑗

(for a certain positive constant 𝑐𝑗 independent of 𝜀 and 𝜂), whose proof involves cumbersome computations that we avoid
introducing them here: it follows rewriting the proof in [9] with minor modifications. This estimate together with the
convergence (3.18) allows us to write the uniform bound for the remainder (3.13).
Now, applying Lemma 3.1 gives us an eigenvalue𝑀𝜀

±,𝑗(𝜂) of the operator 
𝜀(𝜂) such that

|𝑀𝜀
±,𝑗(𝜂) − 𝑀

0
±,𝑗(𝜂)| ≤ 𝑐𝑗𝜀, for 𝜀 ≤ 𝜀𝑗, 𝜂 ∈ [−𝜋, 𝜋], (3.22)

where the factor 𝑐𝑗 > 0 and the constant 𝜀𝑗 > 0 are independent of 𝜂 and 𝜀. Recalling (3.3), we derive from (3.22) that

|Λ𝜀±,𝑗(𝜂) − Λ0±,𝑗(𝜂)| ≤ 𝑐𝑗𝜀(1 + Λ0±,𝑗(𝜂))(1 + Λ𝜀±,𝑗(𝜂)), (3.23)

and, hence

(1 + Λ𝜀±,𝑗(𝜂))(1 − 𝑐𝑗𝜀(1 + Λ
0
±,𝑗(𝜂)) ≤ 1 + Λ

0
±,𝑗(𝜂).

Let us set

𝜀̃𝑗 ∶=
1

2𝑐𝑗(1 + 4𝜋2𝑗2)
when 𝑗 = 1, 2, … while 𝜀̃0 ∶=

1
2𝑐0(1 + 𝜋2)

when 𝑗 = 0.

Then, for 𝜀 ≤ min(𝜀𝑗, 𝜀̃𝑗), we have (1 − 𝑐𝑗𝜀(1 + Λ0±,𝑗(𝜂)) > 1∕2 and therefore

|Λ𝜀±,𝑗(𝜂) − Λ0±,𝑗(𝜂)| ≤ 2𝑐𝑗𝜀(1 + Λ0±,𝑗(𝜂))2 ≤ 𝐶𝑗𝜀 ∀𝜂 ∈ [−𝜋, 𝜋]. (3.24)

Estimates (3.22) and (3.24) become essential in what follows to derive bounds for convergence rates between the
eigenvalues in sequences (1.8) and (1.14).

 15222616, 2023, 10, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/m

ana.202100589 by R
eadcube (L

abtiva Inc.), W
iley O

nline L
ibrary on [05/11/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



4900 GÓMEZ et al.

4 THE ALMOST EIGENVALUES AND THE TRUE EIGENVALUES

In this section, we provide a certain relation between the eigenvalue Λ𝜀±,𝑗(𝜂) given by Lemma 3.1, which satisfies (3.24),
and an eigenvalue in the increasing sequence (1.8). To state Theorems 4.1 and 4.2 and Corollary 4.3, we use the results in
Section 3 and arguments on families of almost orthogonal functions approaching the eigenfunctions, cf. [16, 23, 27] for the
technique in very different problems. See also [13, Section 5.32] in this connection.
Based on definitions (3.7)–(3.9) and estimates (3.22) and (3.24), we show the following result.

Theorem 4.1. For each eigenvalue Λ0𝑚(𝜂) of problem (1.10)–(1.12) in the sequence (1.14), with 𝑚 = 1, 2, 3, …, and such that
a corresponding eigenfunction does not depend of the 𝑥2-variable for 𝜂 in an interval [𝔞, 𝔟] ⊂ [−𝜋, 𝜋], there is at least one
eigenvalue Λ𝜀

𝑝(𝜀,𝜂,𝑚)
(𝜂) of problem (1.4)–(1.6) satisfying

|Λ𝜀
𝑝(𝜀,𝜂,𝑚)

(𝜂) − Λ0𝑚(𝜂)| < 𝐶𝑚𝜀 ∀ 𝜂 ∈ [𝔞, 𝔟], 𝜀 ≤ 𝜀𝑚, (4.1)

where 𝐶𝑚 and 𝜀𝑚 are certain positive constants that are independent of 𝜀 and 𝜂. Moreover, for intervals [𝔞, 𝔟] which does not
contain 𝜂0 such that the multiplicity of Λ0𝑚(𝜂0) is greater than 1, 𝑝(𝜀, 𝜂,𝑚) ≥ 𝑚.

Proof. Since by hypothesis, Λ0𝑚(𝜂) coincides with some Λ0±,𝑗(𝜂) in [𝔞, 𝔟] for some sign plus or minus and some 𝑗 ≡ 𝑗(𝑚),
we set Λ𝜀

𝑝(𝜀,𝜂,𝑚)
(𝜂) = Λ𝜀±,𝑗(𝜂), for the same sign and 𝑗, where it should be noted that the sign could change in subintervals

of [𝔞, 𝔟]. Therefore, (3.24) provides (4.1). The fact that 𝑝(𝜀, 𝜂,𝑚) be greater than or equal to𝑚 is due to the estimate (2.1),
and the theorem is proved. □

It should be emphasized that while Corollary 2.3 provides approaches between all the eigenvalues of (1.4)–(1.6) and
(1.10)–(1.12), Theorem 4.1 only provides estimates for discrepancies between certain eigenvalues of the homogenization
problem (1.4)–(1.6) and certain eigenvalues of the homogenized problem (1.10)–(1.12) for 𝜂 in certain intervals which can
coincide with [−𝜋, 𝜋] depending on 𝑚 and 𝐻 (see Figures 2 and 3). Nevertheless, we cannot assure that all the eigen-
values (1.14) enjoy of such an approach. In addition, we cannot assure yet that the number 𝑝(𝜀, 𝜂,𝑚) coincides with 𝑚.
To show this rigorously can only be done for a few values of 𝑚, always depending on the value of 𝐻. This is due to
the difficulty in ordering the eigenvalues (3.7) in the monotone sequence (1.14). In particular, to outline the difficulty,
we show that 𝑝(𝜀, 𝜂,𝑚) = 𝑚 for the values of𝑚 = 1, 2, 3 (cf. Theorem 5.1). Next theorem provides the preliminary result
𝑝(𝜀, 𝜂,𝑚) ≥ 𝑚 for 𝜂 in a neighborhood of 𝜂0 such thatΛ0𝑚(𝜂0) is amultiple eigenvalue of (1.10)–(1.12). However, on account
of (3.20)–(3.24), the process can be continued for the values of 𝑚 arising in the statement of Theorem 4.1, provided that
the {Λ𝑝(𝜂)}𝑚𝑝=1 has a corresponding eigenfunction depending only on 𝑥1, see, for example, Figure 2 when𝐻 < 1∕

√
8, and

Remark 4.4.
For the sake of simplicity in the proof of the next theorem, while 𝑚 = 1, 2, 3, it proves useful to write (3.22) and (3.24)

as

|𝑀𝜀
±,𝑗(𝜂) − 𝑀

0
±,𝑗(𝜂)| ≤ 𝑐𝜀 ∀𝜂 ∈ [−𝜋, 𝜋], 𝜀 ≤ 𝜀0 (4.2)

and

|Λ𝜀±,𝑗(𝜂) − Λ0±,𝑗(𝜂)| ≤ 𝐶𝜀 ∀𝜂 ∈ [−𝜋, 𝜋], 𝜀 ≤ 𝜀0, (4.3)

for certain positive constants 𝜀0, 𝑐 and 𝐶. Consequently, for any 𝑐𝑟 ≥ 𝑐 the interval [𝑀0
±,𝑗(𝜂) − 𝑐𝑟𝜀,𝑀

0
±,𝑗(𝜂) + 𝑐𝑟𝜀] contains

at least one eigenvalue 𝑀𝜀
±,𝑗(𝜂) and the value of 𝜀0 can be replaced by 𝜀0,𝑟 in order that (4.3) be satisfied for a certain

constant 𝐶𝑟. Namely,

|𝑀𝜀
±,𝑗(𝜂) − 𝑀

0
±,𝑗(𝜂)| ≤ 𝑐𝑟𝜀 ∀𝜂 ∈ [−𝜋, 𝜋], 𝜀 ≤ 𝜀0,𝑟 (4.4)

and

|Λ𝜀±,𝑗(𝜂) − Λ0±,𝑗(𝜂)| ≤ 𝐶𝑟𝜀 ∀𝜂 ∈ [−𝜋, 𝜋], 𝜀 ≤ 𝜀0,𝑟. (4.5)
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GÓMEZ et al. 4901

Note that the above formulas contain the case where 𝑗 = 0, cf. (3.9):

|(1 + Λ𝜀±,0(𝜂))−1 − (1 + 𝜂2)−1| ≤ 𝑐𝑟𝜀 ∀𝜂 ∈ [−𝜋, 𝜋], 𝜀 ≤ 𝜀0,𝑟, (4.6)

and

|Λ𝜀±,0(𝜂) − 𝜂2| ≤ 𝐶𝑟𝜀 ∀𝜂 ∈ [−𝜋, 𝜋], 𝜀 ≤ 𝜀0,𝑟. (4.7)

Similarly, for simplicity, for a fixed𝑚 = 1, 2, 3 and 𝜂 ∈ [𝔞, 𝔟] ⊂ [−𝜋, 𝜋], we avoid writing corresponding signs and index
𝑗 ≡ 𝑗(𝑚) and we denote by𝑈𝜀𝑎𝑠,𝑚(𝜂) and𝑈𝜀𝑎𝑠,𝑚+1(𝜂) the two quasimodes in (3.19) constructed from the two eigenfunction
corresponding to Λ0𝑚(𝜂) andΛ0𝑚+1(𝜂), cf. (3.10) and (3.8), for the associated 𝑗 and sign plus or minus. On account of (3.20)
and (3.21), they satisfy

⟨𝑈𝜀𝑎𝑠,𝑚(𝜂) , 𝑈𝜀𝑎𝑠,𝑚+1(𝜂)⟩𝜂𝜀 = 𝐶√𝜀 → 0 and ‖𝑈𝜀𝑎𝑠,𝑚(𝜂);𝜀(𝜂)‖2 = 1, 𝑚 = 1, 2, 3. (4.8)

Theorem 4.2. There exist constants 𝜀0 > 0 and 𝐶0 independent of 𝜀 and 𝜂 ∈ [𝔞, 𝔟] ⊆ [−𝜋, 𝜋] such that for each eigenvalue
Λ0𝑚(𝜂) of problem (1.10)–(1.12) in the sequence (1.14), with𝑚 = 1, 2, 3, and a corresponding eigenfunction depending only on
the 𝑥1-variable, there is an eigenvalue Λ𝜀𝑝(𝜀,𝜂,𝑚)(𝜂) of problem (1.4)–(1.6) satisfying

|Λ𝜀
𝑝(𝜀,𝜂,𝑚)

(𝜂) − Λ0𝑚(𝜂)| < 𝐶0𝜀 for𝑚 = 1, 2, 3, 0 < 𝜀 < 𝜀0 and 𝜂 ∈ [𝔞, 𝔟] ⊂ [−𝜋, 𝜋], (4.9)

where 𝑝(𝜀, 𝜂,𝑚) ≥ 𝑚. Depending on 𝐻 and 𝑚, the interval [𝔞, 𝔟] can coincide with the whole [−𝜋, 𝜋] or with any interval
which does not contain abscises of intersecting points of the dispersion curves with one of the corresponding eigenfunctions
depending on 𝑥2.
In particular, for𝑚 = 1 and𝐻 > 0, for𝑚 = 2 and𝐻 ∈ (0, 1∕2) and for𝑚 = 3 and𝐻 ∈ (0, 1∕

√
8) we get

|Λ𝜀
𝑝(𝜀,𝜂,𝑚)

(𝜂) − Λ0𝑚(𝜂)| < 𝐶0𝜀, for 0 < 𝜀 < 𝜀0, 𝜂 ∈ [−𝜋, 𝜋], and 𝑝(𝜀, 𝜂,𝑚) ≥ 𝑚. (4.10)

Proof. The existence of such an index 𝑝(𝜀, 𝜂,𝑚) has been proved in Theorem 4.1. For each𝑚, let us show that 𝑝(𝜀, 𝜂,𝑚) ≥
𝑚, even if [𝔞, 𝔟] contains points 𝜂0 such that Λ𝑚(𝜂0) = Λ𝑚+1(𝜂0). We divide the proof into several steps depending on𝑚.
Step (1): The case when 𝑚 = 1. The result 𝑝(𝜀, 𝜂,𝑚) ≥ 𝑚 is self-evident when 𝑚 = 1, and [𝔞, 𝔟] = [−𝜋, 𝜋]. In addition,

when 𝜂 = ±𝜋 the multiplicity of Λ01(±𝜋) is 2, and (±𝜋, 𝜋
2) are the only points of the limit dispersion curve Λ01(𝜂), where

the multiplicity is greater than 1. That is to say, for 𝜂 = ±𝜋, the first eigenvalue of the limit problem is double: Λ01(±𝜋) =
Λ02(±𝜋) = 𝜋

2. The corresponding eigenfunctions are 𝑈01(−𝜋) = e−𝑖𝜋𝑥1 and 𝑈02(−𝜋) = e𝑖𝜋𝑥1 when 𝜂 = −𝜋, while they are
𝑈01(𝜋) = e𝑖𝜋𝑥1 and 𝑈02(𝜋) = e−𝑖𝜋𝑥1 when 𝜂 = 𝜋, and we can prove that 𝑝(𝜀, ±𝜋, 2) ≥ 2. In fact, let us show that there
are at least two eigenvalues of Equations (1.4)–(1.6) satisfying (4.6). Since both points can be treated in the same way,
let us proceed with 𝜂 = −𝜋. The constructed quasimodes 𝑈𝜀𝑎𝑠,1(−𝜋) and 𝑈

𝜀
𝑎𝑠,2(−𝜋) satisfy the condition (4.8). It is self-

evident that actually,𝑈𝜀𝑎𝑠,1(−𝜋) ∶= 𝑈
𝜀
𝑎𝑠,±,0(−𝜋) and𝑈

𝜀
𝑎𝑠,2(−𝜋) = 𝑈

𝜀
𝑎𝑠,+,1(−𝜋), cf. (3.9), (3.7), (3.8), and (3.10), and, further

specifying,

𝑈𝜀𝑎𝑠,1(−𝜋) = ‖𝑈𝜀±,0(−𝜋);𝜀(−𝜋)‖−1𝑈𝜀±,0(−𝜋), 𝑈𝜀𝑎𝑠,2(−𝜋) = ‖𝑈𝜀+,1(−𝜋);𝜀(−𝜋)‖−1𝑈𝜀+,1(−𝜋).
For any 𝑐𝑟 ≥ 𝑐 (cf. (4.4) and (4.5)) let us consider all the eigenvalues

{𝑀𝜀
𝐽(−𝜋), … ,𝑀

𝜀
𝐽+𝐾−1(−𝜋)}

in [(1 + Λ01(−𝜋))
−1 − 𝑐𝑟𝜀, (1 + Λ

0
1(−𝜋))

−1 + 𝑐𝑟𝜀] and the corresponding eigenfunctions {𝑈𝜀𝐽(⋅; −𝜋), … ,𝑈
𝜀
𝐽+𝐾−1(⋅; −𝜋)}.

Using the bound (3.6) in Lemma 3.1, we get

‖‖‖‖‖‖𝑈𝜀𝑎𝑠,𝑙(−𝜋) −
𝐽+𝐾−1∑
𝑖=𝐽

𝛼𝜀𝑖,𝑙𝑈
𝜀
𝑖 (⋅; −𝜋);

𝜀(−𝜋)
‖‖‖‖‖‖ ≤ 2

𝑐
𝑐𝑟
,

𝐽+𝐾−1∑
𝑖=𝐽

|𝛼𝜀𝑖,𝑙|2 = 1, 𝑙 = 1, 2.

Let us show that 𝑈𝜀1 ∶=
∑𝐽+𝐾−1
𝑖=𝐽 𝛼𝜀𝑖,1𝑈

𝜀
𝑖 (⋅; −𝜋) and 𝑈

𝜀
2 ∶=

∑𝐽+𝐾−1
𝑖=𝐽 𝛼𝜀𝑖,2𝑈

𝜀
𝑖 (⋅; −𝜋) are linearly independent functions, and

consequently, among the sequence {𝑀𝜀
𝐽(−𝜋), … ,𝑀

𝜀
𝐽+𝐾−1(−𝜋)} there are at least two eigenvalues of (1.4)–(1.6) with total

multiplicity greater than or equal to 2.
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4902 GÓMEZ et al.

Indeed, using the above estimate and (4.8), we write|||⟨𝑈𝜀1 ,𝑈𝜀2⟩−𝜋𝜀||| ≤ |||⟨𝑈𝜀1 , 𝑈𝜀2 − 𝑈𝜀𝑎𝑠,2(−𝜋)⟩−𝜋𝜀||| + |||⟨𝑈𝜀1 − 𝑈𝜀𝑎𝑠,1(−𝜋) , 𝑈𝜀𝑎𝑠,2(−𝜋)⟩−𝜋𝜀|||
+|||⟨𝑈𝜀𝑎𝑠,1(−𝜋) , 𝑈𝜀𝑎𝑠,2(−𝜋)⟩−𝜋𝜀||| ≤ 2 𝑐𝑐𝑟 + 2 𝑐𝑐𝑟 + 𝐶√𝜀. (4.11)

Now, assuming that𝑈𝜀1 and𝑈
𝜀
2 are two linearly dependent functions, without any restriction, we can write 𝛼𝑈

𝜀
1 = 𝑈

𝜀
2 for

some 𝛼 ≠ 0, |𝛼| = 1, and taking the scalar product with 𝑈𝜀1 we have
|𝛼||||⟨𝑈𝜀1 ,𝑈𝜀1⟩−𝜋𝜀||| = 1 = |||⟨𝑈𝜀2 ,𝑈𝜀1⟩−𝜋𝜀||| ≤ 2 𝑐𝑐𝑟 + 2 𝑐𝑐𝑟 + 𝐶√𝜀.

Consequently, it suffices to take 𝑐𝑟 ∶= 𝑐𝑟0 and 𝜀0 ∶= 𝜀0,𝑟0 such that

4
𝑐
𝑐𝑟0

+ 𝐶
√
𝜀0,𝑟0 < 1

to get a contradiction. Thus, we have also shown that 𝑝(𝜀, −𝜋, 2) ≥ 2 and 𝑝(𝜀, 𝜋, 2) ≥ 2, andwe can fix constants𝐶0 ∶= 𝐶𝑟0
and 𝜀0 ∶= 𝜀0,𝑟0 in (4.9) to obtain 𝑝(𝜀, 𝜂, 1) ≥ 1 ∀𝜂 ∈ [𝔞, 𝔟] ≡ [−𝜋, 𝜋] while at the points 𝜂 = ±𝜋 where the multiplicity of
Λ01(𝜂) is two, also the index 𝑝(𝜀, ±𝜋, 2) is greater than or equal to 2.
Step (2): The case when𝑚 = 2. Let us proceedwith𝑚 = 2, in such a way that also [𝔞, 𝔟] = [−𝜋, 𝜋], namely,𝐻 ∈ (0, 1∕2),

cf. Figures 2 and 3A. Now, since Λ02(−𝜋) = Λ
0
1(−𝜋) = 𝜋

2 and Λ02(+𝜋) = Λ
0
1(+𝜋) = 𝜋

2, we can avoid the two points since
the result is the same as for Λ01(±𝜋) and 𝑝(𝜀, ±𝜋, 2) ≥ 2.
For each 𝜀 ≤ 𝜀0, let us consider the abscises 𝑎̃±𝜋,𝜀 of the two points in which the 𝜀-neighborhood of (1 + Λ02(𝜂))

−1 and
the 𝜀-neighborhood of (1 + Λ01(𝜂))

−1 cut across each other. Further specifying, we consider the cut points of the lines

(1 + Λ01(𝜂))
−1 − 𝑐𝑟0𝜀 and (1 + Λ02(𝜂))

−1 + 𝑐𝑟0𝜀, (4.12)

which we denote by 𝑎̃−𝜋,𝜀 and 𝑎̃𝜋,𝜀, respectively (see Figures 5 and 6).
Consider 𝜂 in the interval (𝑎̃−𝜋,𝜀, 𝑎̃𝜋,𝜀) since the 𝜀-neighborhoods do not intersect, formulas (4.4) and (4.5) when

𝑗 = 1 and (4.6) and (4.7) provide two eigenvalues of (1.4)–(1.6) which cannot coincide and the result holds true, namely
𝑝(𝜀, 𝜂, 2) ≥ 2 ∀𝜂 ∈ (𝑎̃−𝜋,𝜀, 𝑎̃𝜋,𝜀).
Consider now 𝜂 in the interval (−𝜋, 𝑎̃−𝜋,𝜀] and 𝜀 ≤ 𝜀0. In this case, both 𝜀-neighborhoods intersect and we take a

larger interval [(1 + Λ02(𝜂))
−1 − 3𝑐𝑟0𝜀, (1 + Λ

0
2(𝜂))

−1 + 3𝑐𝑟0𝜀] which contains [(1 + Λ01(𝜂))
−1 − 𝑐𝑟0𝜀, (1 + Λ

0
1(𝜂))

−1 + 𝑐𝑟0𝜀]
and therefore, it contains at least one eigenvalue of the operator 𝜀(𝜂) in (3.2). Let us show that it contains another differ-
ent eigenvalue of this operator and the result of the theorem is also true for [𝔞, 𝔟] = [−𝜋, 𝜋]when𝐻 ∈ (0, 1∕2). Here, and
below throughout the proof, by different we understand that the total multiplicity of these two eigenvalues is greater than
or equal to 2, or equivalently, that they have two corresponding entries in the sequence (1.8) of eigenvalues of (1.4)–(1.6).
Indeed, formulas (4.4) and (4.6) provide two eigenvalues of (1.4)–(1.6) which, by now, could coincide. But, we have con-

structed two quasimodes𝑈𝜀𝑎𝑠,1(𝜂) and𝑈
𝜀
𝑎𝑠,2(𝜂) satisfying (4.8). Let us show that they approach two linear combination of

eigenfunctions of (1.4)–(1.6) which are linearly independent functions. To do this, we consider all the possible eigenvalues
of the operator 𝜀(𝜂) in the interval [(1 + Λ02(𝜂))

−1 − 3𝑐𝑟0𝜀, (1 + Λ
0
2(𝜂))

−1 + 3𝑐𝑟0𝜀], {𝑀
𝜀
𝑖 (𝜂)}

𝐽𝜂+𝐾𝜂−1

𝑖=𝐽𝜂
and the corresponding

eigenfunctions, and use (3.6) in Lemma 3.1; we get

‖‖‖‖‖‖𝑈𝜀𝑎𝑠,𝑙(𝜂) −
𝐽𝜂+𝐾𝜂−1∑
𝑖=𝐽𝜂

𝛼𝜀𝑖,𝑙,𝜂𝑈
𝜀
𝑖 (⋅; 𝜂);

𝜀(𝜂)
‖‖‖‖‖‖ ≤ 2

𝑐
3𝑐𝑟0

,

𝐽𝜂+𝐾𝜂−1∑
𝑖=𝐽𝜂

|𝛼𝜀𝑖,𝑙,𝜂|2 = 1, 𝑙 = 1, 2,

and proceed as above for 𝜂 = −𝜋, cf. (4.11), by contradiction, to obtain the result: namely, we claim that there are at least
two different eigenvalues of the operator𝜀(𝜂) in [(1 + Λ02(𝜂))

−1 − 3𝑐𝑟0𝜀, (1 + Λ
0
2(𝜂))

−1 + 3𝑐𝑟0𝜀]. Then, we fix constants 𝐶0
and 𝜀0 from 3𝑐𝑟0 and 𝜀0 ∶= 𝜀𝑟0 in (4.9), cf. (3.23) and (3.24), to obtain 𝑝(𝜀, 𝜂, 2) greater than or equal to 2, ∀𝜂 ∈ [−𝜋, 𝜋].
In addition, when 0 < 𝐻 < 1∕2 (cf. Figures 2 and 3), we can show that at the point 𝜂 ≡ 0, where Λ02(0) = Λ

0
3(0) = 4𝜋

2,
the index 𝑝(𝜀, 0, 3) satisfies 𝑝(𝜀, 0, 3) ≥ 3. Indeed, consider all the eigenvalues of the operator 𝜀(𝜂) when 𝜂 ≡ 0 in
[(1 + Λ02(0))

−1 − 3𝑐𝑟0𝜀, (1 + Λ
0
2(0))

−1 + 3𝑐𝑟0𝜀]. Formula (3.22) provide two eigenvalues of (1.4)–(1.6) which, by now, could
coincide. But, we have constructed two quasimodes 𝑈𝜀𝑎𝑠,2(0) and 𝑈

𝜀
𝑎𝑠,3(0) satisfying (4.8). Let us show that the two

mentioned eigenvalues are different.
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GÓMEZ et al. 4903

F IGURE 5 Graphics of the curves (1 + Λ01(𝜂))
−1 and (1 + Λ02(𝜂))

−1 when𝐻 ∈ (0, 1∕2). Associated 𝜀-neighborhoods are the regions
between the surrounding red lines.

F IGURE 6 Figure 5 after stretching the ordinate axis: the curves (1 + Λ01(𝜂))
−1 and (1 + Λ02(𝜂))

−1 and the associated 𝜀-neighborhood
between the red lines.

To do this, we consider all the possible eigenvalues

{𝑀𝜀
𝐽0
(0), … ,𝑀𝜀

𝐽0+𝐾0−1
(0)}

in [(1 + Λ02(0))
−1 − 3𝑐𝑟0𝜀, (1 + Λ

0
2(0))

−1 + 3𝑐𝑟0𝜀] with the corresponding eigenfunctions {𝑈
𝜀
𝐽0
(⋅; 0), … ,𝑈𝜀𝐽0+𝐾0−1(⋅; 0)}, and

use the bounds for discrepancies in Lemma 3.1, cf. (3.6); we get

‖‖‖‖‖‖𝑈𝜀𝑎𝑠,𝑙(0) −
𝐽0+𝐾0−1∑
𝑖=𝐽0

𝛼𝜀𝑖,𝑙,0𝑈
𝜀
𝑖 (⋅; 0);

𝜀(0)
‖‖‖‖‖‖ ≤ 2

𝑐
3𝑐𝑟0

,
𝐽0+𝐾0−1∑
𝑖=𝐽0

|𝛼𝜀𝑖,𝑙,0|2 = 1, 𝑙 = 2, 3,

and proceed as for 𝜂 = −𝜋, by contradiction, cf. (4.11), finding two linearly independent functions{
𝐽0+𝐾0−1∑
𝑗=𝐽0

𝛼𝜀𝑗,2,0𝑈
𝜀
𝑗(⋅; 0) ,

𝐽0+𝐾0−1∑
𝑗=𝐽0

𝛼𝜀𝑗,3,0𝑈
𝜀
𝑗(⋅; 0)

}
.

Thus, for 𝜂 ≡ 0 there are at least two different eigenvalues of the operator𝜀(𝜂), in the interval [(1 + Λ02(0))
−1 − 3𝑐𝑟0𝜀, (1 +

Λ02(0))
−1 + 3𝑐𝑟0𝜀].
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4904 GÓMEZ et al.

Consequently, we obtain 𝑝(𝜀, 0, 2) ≥ 2 and 𝑝(𝜀, 0, 3) ≥ 3. This comes from the fact that the value Λ𝜀
𝑝(𝜀,0,1)

(0) cannot
coincide with Λ𝜀

𝑝(𝜀,0,2)
(0) or Λ𝜀

𝑝(𝜀,0,3)
(0).

Now, in the case where𝐻 ≥ 1∕2, cf. Figures 3B and 2, considering any interval [𝔞, 𝔟] = [−𝜋, 𝔟0] or [𝔞, 𝔟] = [𝔞0, 𝜋]which
does not contain the abscises 𝜂0 of the intersecting points of the dispersion curves (𝜂 ± 2𝜋)2 and 𝜂2 + 𝜋2∕𝐻2, the result
of the theorem holds true. Namely 𝑝(𝜀, 𝜂, 2) ≥ 2 for any 𝜂 ∈ [−𝜋, 𝔟0] ∪ [𝔞0, 𝜋], is a consequence of the results above for
𝑚 = 1,𝑚 = 2 and Theorem 4.1.
Step (3): The case when𝑚 = 3. When𝐻 < 1∕2, the process can be continued for𝑚 = 3, cf. Figures 3A and 2. Let us show

that 𝑝(𝜀, 𝜂, 3) ≥ 3 when 𝜂 ∈ [𝔞, 𝔟] with 0 ∈ [𝔞, 𝔟] ⊂ [𝑎0, 𝑏0] ⊂ [−𝜋, 𝜋], (𝑎0, 𝑏0) being the largest interval which does not
contain abscises of intersecting points of the curves ((𝜂 + 2𝜋)2 + 1)−1 and ((𝜂2 + 𝜋2∕𝐻2) + 1)−1 nor of ((𝜂 − 2𝜋)2 + 1)−1
and ((𝜂2 + 𝜋2∕𝐻2) + 1)−1.
Indeed, let us consider the abscises 𝑎̃0±,𝜀 of the cut points of the 𝜀-neighborhood of the curves (Λ02(𝜂) + 1)

−1 and
(Λ03(𝜂) + 1)

−1 near 𝜂 = 0, namely, near the double eigenvalue (1 + Λ02(0))
−1 = (1 + Λ03(0))

−1 = 1∕(1 + 4𝜋2) of 𝜀(0).
Further specifying, 𝑎̃0−,𝜀 and 𝑎̃0+,𝜀 denote abscissa of the intersecting points of the curves

(1 + Λ02(𝜂))
−1 − 𝑐𝑟0𝜀 and (1 + Λ03(𝜂))

−1 + 𝑐𝑟0𝜀,

with 𝑎̃0−,𝜀 < 𝑎̃0+,𝜀; see Figures 5 and 6.
In the case where 𝔞 > −𝜋 (similarly, 𝔟 < 𝜋), it is clear that for 𝜂 ∈ [𝔞, 𝑎̃0−,𝜀) (similarly, 𝜂 ∈ (𝑎̃0+,𝜀, 𝔟]) the eigenvalues

Λ0𝑖 (𝜂) with 𝑖 = 1, 2, 3 are simple, (4.2) and (4.6) guarantee at least one eigenvalue (Λ
𝜀
𝑝(𝜂) + 1)

−1 in the 𝜀-neighborhood
of each (Λ0𝑖 (𝜂) + 1)

−1, and since these neighborhoods do not intersect, there are at least three different eigenvalues
Λ𝜀
𝑝(𝜀,𝜂,𝑖)

(𝜂), 𝑖 = 1, 2, 3 (their total multiplicity is greater than or equal to 3). Therefore, 𝑝(𝜀, 𝜂, 3) ≥ 3 for 𝜂 ∈ [𝔞, 𝑎̃0−,𝜀) ∪
(𝑎̃0+,𝜀, 𝔟]. Also, if 𝔞 = −𝜋 (similarly, 𝔟 = 𝜋), it has been proved above that in an 𝜀-neighborhood of (Λ01(𝜂) + 1)

−1 there are
at least two eigenvalues of the operator 𝜀(𝜂) with total multiplicity greater than or equal to 2, and again 𝑝(𝜀, 𝜂, 3) ≥ 3.
Next, let us prove that the result holds for 𝜂 ∈ [𝑎̃0−,𝜀, 𝑎̃0+,𝜀].
As for 𝜂 = 0, the result 𝑝(𝜀, 0, 3) ≥ 3 has been proved above, in the previous step. Because of the symmetry, it suffices

to analyze in further detail the value of 𝑝(𝜀, 𝜂, 3) for the case where 𝜂 ∈ [𝑎̃0−,𝜀, 0). We use the idea in the previous step
for Λ02(𝜂) with 𝜂 near −𝜋. That is, now, both 𝜀-neighborhoods intersect and we take a larger interval [(1 + Λ

0
3(𝜂))

−1 −
3𝑐𝑟0𝜀, (1 + Λ

0
3(𝜂))

−1 + 3𝑐𝑟0𝜀] which contains [(1 + Λ
0
2(𝜂))

−1 − 𝑐𝑟0𝜀, (1 + Λ
0
2(𝜂))

−1 + 𝑐𝑟0𝜀] and therefore, it contains at least
one eigenvalue of the operator 𝜀(𝜂). Let us show that it contains another different eigenvalue of this operator.
Indeed, formula (4.2), with 𝑗 = 1, provide two eigenvalues of the problem (1.4)–(1.6) which, by now, could coincide.

But, we have constructed two quasimodes 𝑈𝜀𝑎𝑠,2(𝜂) and 𝑈
𝜀
𝑎𝑠,3(𝜂) satisfying (4.8). Let us derive that they approach to two

linear combination of eigenfunctions of (1.4)–(1.6) which are linearly independent functions. To do this, we consider all

the possible eigenvalues of 𝜀(𝜂) in [(1 + Λ03(𝜂))
−1 − 3𝑐𝑟0𝜀, (1 + Λ

0
3(𝜂))

−1 + 3𝑐𝑟0𝜀], {𝑀
𝜀
𝑖 (𝜂)}

𝐽′𝜂+𝐾
′
𝜂−1

𝑖=𝐽′𝜂
and the corresponding

eigenfunctions, and use Lemma 3.1, cf. (3.6); we get‖‖‖‖‖‖‖𝑈
𝜀
𝑎𝑠,𝑙(𝜂) −

𝐽′𝜂+𝐾
′
𝜂−1∑

𝑖=𝐽′𝜂

𝛼̇𝜀𝑖,𝑙,𝜂𝑈
𝜀
𝑖 (⋅; 𝜂);

𝜀(𝜂)

‖‖‖‖‖‖‖ ≤ 2
𝑐
3𝑐𝑟0

,

𝐽′𝜂+𝐾
′
𝜂−1∑

𝑖=𝐽′𝜂

|𝛼̇𝜀𝑖,𝑙,𝜂|2 = 1, 𝑙 = 2, 3.

and proceed as above for 𝜂 = −𝜋 in (4.11), by contradiction, to obtain the result. Thus, there are at least two different eigen-
values of the operator 𝜀(𝜂) in [(1 + Λ03(𝜂))

−1 − 3𝑐𝑟0𝜀, (1 + Λ
0
3(𝜂))

−1 + 3𝑐𝑟0𝜀]. Since, for 𝜂 ∈ [𝑎̃0−,𝜀, 𝑎̃0+,𝜀], there is another
eigenvalue in the 𝜀-neighborhood for (Λ01(𝜂) + 1)

−1 which does not cut those 𝜀-neighborhoods under consideration for
𝑀0
±,1(𝜂) , it follows that we have obtained at least three eigenvalues of (1.4)–(1.6) with total multiplicity greater than or

equal to 3. Again, we fix the constants 𝐶0 from 3𝑐𝑟0 and 𝜀0 ∶= 𝜀𝑟0 in (4.9) to obtain the value 𝑝(𝜀, 𝜂, 3) ≥ 3 in the statement
of the theorem.
As a matter of fact, [𝔞, 𝔟] ≡ [−𝜋, 𝜋] for𝐻 < 1∕

√
8, see Figure 2. Therefore, (4.10) and all the statements of the theorem

hold true. □

As a consequence of the proof of Theorem 4.2 when dealing with small neighborhoods of eigenvalues of the
homogenized problem of multiplicity 2, we can state the following result.

Corollary 4.3. Under the hypothesis of Theorem 4.2, assume that for a certain 𝑚 ∈ {1, 2, 3} and a certain 𝜂0 ∈ [𝔞, 𝔟],
Λ0𝑚(𝜂

0) = Λ0𝑚+1(𝜂
0). Then, for 𝜀 ≤ 𝜀0, there are 𝑎𝜂0−,𝜀 and 𝑎𝜂0+,𝜀 such that for 𝜂 ∈ [𝑎𝜂0−,𝜀, 𝑎𝜂0+,𝜀] ⊂ [𝔞, 𝔟], at least two eigenvalues
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GÓMEZ et al. 4905

F IGURE 7 Graphics of the limit dispersion curves Λ01(𝜂) and Λ
0
2(𝜂) when𝐻 ∈ (0, 1∕2). Associated 𝜀-neighborhoods are the regions

between the surrounding red lines.

Λ𝜀
𝑝(𝜀,𝜂,𝑚)

(𝜂) and Λ𝜀
𝑝(𝜀,𝜂,𝑚)+1

(𝜂) satisfy Equation (4.9), and consequently,

|||Λ𝜀𝑝(𝜀,𝜂,𝑚)(𝜂) − Λ0𝑗(𝜂)||| ≤ 𝐶0𝜀, |||Λ𝜀𝑝(𝜀,𝜂,𝑚)+1(𝜂) − Λ0𝑗(𝜂)||| ≤ 𝐶0𝜀, ∀𝜂 ∈ [𝑎𝜂0−,𝜀, 𝑎𝜂0+,𝜀
], 𝜀 ≤ 𝜀0, (4.13)

while 𝑗 = 𝑚,𝑚 + 1. The edges 𝑎𝜂0−,𝜀 and 𝑎𝜂0+,𝜀 of the interval can be determined from an 𝜀-neighborhood of (1 + Λ0𝑚(𝜂))−1

and (1 + Λ0𝑚+1(𝜂))
−1 and both converge toward 𝜂0, as 𝜀 → 0.

Remark 4.4. Comparing results in Theorems 4.1 and 4.2, it proves useful to observe that at the points 𝜂0 such thatΛ0𝑚(𝜂0) =
Λ0𝑚+1(𝜂0), the result in Theorem 4.1 provides at least one eigenvalueΛ𝜀

𝑝(𝜀,𝜂0,𝑚)
(𝜂)with 𝑝(𝜀, 𝜂0,𝑚) ≥ 𝑚, but it does not take

into account the multiplicity. That is to say, it does not ensure that there is another different index 𝑝(𝜀, 𝜂0,𝑚 + 1) such
that 𝑝(𝜀, 𝜂0,𝑚 + 1) ≥ 𝑚 + 1, and the same can happen in a small neighborhood of 𝜂0. This is provided by Theorem 4.2.
The main difficulty in the proof of Theorem 4.2 arises when we are in an 𝜀-neighborhood of the collision points of the
two dispersion curves (𝜂0, Λ0𝑚(𝜂0)) ≡ (𝜂0, Λ0𝑚+1(𝜂

0)), points in which the multiplicity of each branch Λ0𝑚(𝜂) and Λ0𝑚+1(𝜂)
changes from one to two (see Figure 7). In these neighborhoods also the proof in Theorem 4.2 ensures that there are
two different indexes, namely, at least the eigenvalues Λ𝜀

𝑝(𝜀,𝜂,𝑚)
(𝜂) and Λ𝜀

𝑝(𝜀,𝜂,𝑚)+1
(𝜂) satisfy (4.9) for 𝜂 ranging in a small

neighborhood of 𝜂0, cf. Corollary 4.3.
Also, in connection with the last step of the proof of Theorem 4.2, it is worth noting that, again, depending on the value

of 𝐻 < 1∕
√
8, the reasoning can be continued for other values of 𝑚 even greater than 3 (cf. Figure 2), and the statement

of the theorem holds true for further values of 𝑚. However, the process relies on the complex trusses–nodes structure
for the curves (1 + Λ0𝑚(𝜂))−1 and computations become cumbersome, this being the reason for avoiding them in this
paper. □

5 CONVERGENCE RATES FOR LOW-FREQUENCY DISPERSION CURVES

In this section, we prove the main result of the paper. We show that the index 𝑝(𝜀, 𝜂,𝑚) ≥ 𝑚 found in the previous
section coincides with 𝑚, and as a consequence, we provide bounds for discrepancies between the eigenvalues of the
sequences (1.8) and (1.14) which are uniform in both parameters 𝜀 and 𝜂.

Theorem 5.1. Let 𝑚 be fixed, 𝑚 ranging in {1, 2, 3} and such that Λ0𝑚(𝜂) is an eigenvalue of problem (1.10)–(1.12) in the
sequence (1.14) having a corresponding eigenfunction independent of 𝑥2 for 𝜂 in an interval [𝔞, 𝔟] ⊆ [−𝜋, 𝜋].
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4906 GÓMEZ et al.

i) Assume that the interval [𝔞, 𝔟] does not contain 𝜂0 such that Λ0𝑚(𝜂0) = Λ0𝑚+1(𝜂
0), then, we show that there exist positive

constants 𝜀0 and 𝐶0 independent of 𝜂 and 𝜀 such that the eigenvalue Λ𝜀𝑚(𝜂) of problem (1.4)–(1.6) in the sequence (1.8) is
the only one meeting the estimate

|Λ𝜀𝑚(𝜂) − Λ0𝑚(𝜂)| ≤ 𝐶0𝜀, ∀𝜀 ≤ 𝜀0, 𝜂 ∈ [𝔞, 𝔟]. (5.1)
ii) If for some 𝜂0 ∈ [𝔞, 𝔟], 𝑚 satisfies Λ0𝑚(𝜂0) = Λ0𝑚+1(𝜂

0) < Λ0𝑚+2(𝜂
0), then, there are exactly two eigenvalues Λ𝜀𝑚(𝜂) and

Λ𝜀𝑚+1(𝜂) meeting the discrepancy (5.1) for 𝜂 ∈ [𝑎𝜂0−,𝜀, 𝑎𝜂0+,𝜀] ∩ [𝔞, 𝔟], where [𝑎𝜂0−,𝜀, 𝑎𝜂0+,𝜀] is a small neighborhood of 𝜂0.
The edges 𝑎𝜂0−,𝜀 and 𝑎𝜂0+,𝜀 can be determined from an 𝜀-neighborhood of the dispersion curves Λ0𝑚(𝜂) and Λ0𝑚+1(𝜂) and
both converge toward 𝜂0, as 𝜀 → 0.

iii) In particular, for𝑚 = 1 and𝐻 > 0, for𝑚 = 2 and𝐻 ∈ (0, 1∕2) and for𝑚 = 3 and𝐻 ∈ (0, 1∕
√
8) we have

|Λ𝜀𝑚(𝜂) − Λ0𝑚(𝜂)| < 𝐶0𝜀, for 𝜀 ≤ 𝜀0, 𝜂 ∈ [−𝜋, 𝜋]. (5.2)

Proof. Let us proceed with the proof in three steps, where we use the bounds in Theorems 4.1 and 4.2.
Step (1): The case where ∀𝜂 ∈ [𝔞, 𝔟],Λ𝑚(𝜂) < Λ𝑚+1(𝜂). Let us show that 𝑝(𝜀, 𝜂,𝑚) arising in (4.1) verifies 𝑝(𝜀, 𝜂,𝑚) = 𝑚

when 𝜂 ∈ [𝔞, 𝔟], and consequently (5.1) also holds.
We proceed by contradiction, denying (5.1), while, on account of Theorem 4.1, 𝑝(𝜀, 𝜂,𝑚) ≥ 𝑚. This implies that there

exists 𝜂∗ ∈ [𝔞, 𝔟] such that there is 𝜀𝜂∗ ≤ 𝜀𝑚 for which 𝑝(𝜀𝜂∗ , 𝜂∗,𝑚) ≥ 𝑚 + 1 and (5.1) does not hold. By the hypothesis,

Λ0𝑚+1(𝜂
∗) > Λ0𝑚(𝜂

∗).

First of all, we observe that, for such a 𝜂∗, the number of 𝜀𝜂∗ that we can select above must constitute a finite number,
because otherwise, we can take a subsequence of 𝜀𝜂∗,𝑙 → 0 as 𝑙 → ∞ and then, from (4.1), or equivalently from (4.9) we
write

Λ
𝜀𝜂∗,𝑙
𝑚+1(𝜂

∗) ≤ Λ
𝜀𝜂∗,𝑙
𝑝(𝜀𝜂∗,𝑙 ,𝜂∗,𝑚)

(𝜂∗) ≤ Λ0𝑚(𝜂
∗) + 𝐶0𝜀𝜂∗,𝑙. (5.3)

Now, on account of (2.4), taking limits, as 𝑙 → ∞, we get a contradiction:

Λ0𝑚+1(𝜂
∗) ≤ Λ0𝑚(𝜂

∗).

Consequently, for each 𝜂∗ for which (5.1) does not hold, there is at the most a finite number 𝜀𝜂∗,1, 𝜀𝜂∗,2, … 𝜀𝜂∗,𝑘𝜂∗ for which
(5.1) does not hold. In addition, if there is only one such 𝜂∗ taking 𝜀∗𝑚 = 𝑚𝑖𝑛(𝜀𝑚, 𝜀𝜂∗,1, 𝜀𝜂∗,2, … 𝜀𝜂∗,𝑘𝜂∗ ), then inequality (5.1)
holds for 𝜀 ≤ 𝜀∗𝑚. The same happens if there is only a finite number of 𝜂∗ for which (5.1) does not hold.
Thus, denying (5.1) must imply that there is at least one sequence {𝜂∗𝑟 }∞𝑟=1 that converge toward some 𝜂 ∈ [𝔞, 𝔟], as

𝑟 → ∞, such that (5.1) is not satisfied for 𝜀𝜂∗𝑟 ,1, 𝜀𝜂∗𝑟 ,2, … 𝜀𝜂∗𝑟 ,𝑘𝜂∗𝑟
, 𝑟 = 1, 2, … while (4.1) holds. Without any restriction we can

assume that there is also a sequence of 𝜀𝜂∗𝑟 converging toward zero as 𝑟 → ∞, Indeed, let us explain this latter assertion in
further detail. For the set ∶= {𝜂∗ ∈ [𝔞, 𝔟] ∶ (5.1) is not satisfied } ⊂ [−𝜋, 𝜋], we consider the associated set of parameters
constructed above:

 ∶= {𝜀𝜂∗,1, 𝜀𝜂∗,2, … 𝜀𝜂∗,𝑘𝜂∗ }𝜂∗∈ .

Either  has a lower bound 𝜀∗∗𝑚 > 0 or we can extract a sequence {𝜀𝜂∗𝑟 }
∞
𝑟=1 converging toward zero as 𝑟 → ∞, each term

𝜀𝜂∗𝑟 being associated with a certain value 𝜂
∗
𝑟 ∈  . In the first case, (5.1) holds for 𝜀 ≤ 𝜀∗𝑚 ∶= min(𝜀∗∗𝑚 , 𝜀𝑚) and the proof is

completed. In the second case, since the sequence {𝜂∗𝑟 }∞𝑟=1 is bounded from above and below, by subsequences, we can
construct the above-mentioned sequence, still denoted by 𝑟,

(𝜂∗𝑟 , 𝜀𝜂∗𝑟 ) → (𝜂, 0) as 𝑟 → ∞.

Let us show that this last assertion leads us to a contradiction.
To this end, we notice that, as in (5.3), from (4.9) we can write

Λ
𝜀𝜂∗𝑟
,

𝑚+1(𝜂
∗
𝑟 ) ≤ Λ

𝜀𝜂∗𝑟
𝑝(𝜀𝜂∗𝑟

,𝜂∗𝑟 ,𝑚)
(𝜂∗𝑟 ) ≤ Λ

0
𝑚(𝜂

∗
𝑟 ) + 𝐶0𝜀𝜂∗𝑟 , (5.4)

for the corresponding sequence of eigenvalues. Taking into account Theorem 2.2, cf. (2.3), and the continuity of the appli-
cation (1.15), we take limits in (5.4), as 𝑟 → ∞, and get Λ0𝑚+1(𝜂) ≤ Λ

0
𝑚(𝜂). Therefore, when the limiting eigenvalue Λ0𝑚(𝜂)
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GÓMEZ et al. 4907

is simple, as happens by the hypothesis on the dispersion curves and the interval [𝔞, 𝔟], we get a contradiction. The con-
tradiction process also shows that there are nomore eigenvaluesΛ𝜀𝑝(𝜂) satisfying (5.1), since by Theorem 4.1 (equivalently,
by the hypothesis) 𝑝 should be greater than or equal to𝑚.
Step (2): the case where 𝜂0 ∈ [𝔞, 𝔟] with Λ0𝑚(𝜂0) = Λ0𝑚+1(𝜂

0). Let us start with𝑚 = 1.
By the hypothesis on the limiting dispersion curves, there are only two possibilities for the curves Λ01(𝜂) and Λ

0
2(𝜂),

which is to have a common point for the values of 𝜂0 = ±𝜋, [𝔞, 𝔟] being either [−𝜋, 𝔟] when 𝜂0 = −𝜋 or [𝔞, 𝜋] when
𝜂0 = 𝜋 . The two nodes are respectively (−𝜋, 𝜋2) and (𝜋, 𝜋2) and this holds for any 𝐻 > 0. Let us start by 𝜂 = −𝜋 and
consider the points

𝑎−𝜋,𝜀 = −𝜋 + 𝛼0𝜀 and 𝑎𝜋,𝜀 = 𝜋 − 𝛼0𝜀, with 𝛼0 =
𝐶0
2𝜋
, 𝜀 ≤ 𝜀0,

which are the abscises of intersecting points of the 𝜀-neighborhood lines of the dispersion curves:Λ01(𝜂) + 𝐶0𝜀 andΛ
0
2(𝜂) −

𝐶0𝜀 near±𝜋 (cf. (4.12) to compare). Since for 𝜂 ∈ [−𝜋, 𝑎−𝜋,𝜀] the eigenvaluesΛ01(𝜂) andΛ
0
2(𝜂) are at a distance𝑂(𝜀) between

them, it suffices to show

|Λ𝜀1(𝜂) − Λ01(𝜂)| ≤ 𝐶0𝜀, |Λ𝜀2(𝜂) − Λ01(𝜂)| ≤ 𝐶0𝜀, ∀𝜀 ≤ 𝜀0, 𝜂 ∈ [−𝜋, 𝑎−𝜋,𝜀], (5.5)

with 𝐶0 being a positive constant independent of 𝜀 and 𝜂.
Considering Theorem4.2 (see Step (2)), it has been shown that for each 𝜂 ∈ [−𝜋, 𝑎−𝜋,𝜀] there are at least two eigenvalues

Λ𝜀
𝑝(𝜀,𝜂,1)

and Λ𝜀
𝑝(𝜀,𝜂,1)+1

satisfying 𝑝(𝜀, 𝜂, 1) ≥ 1 and

|Λ𝜀
𝑝(𝜀,𝜂,1)

(𝜂) − Λ01(𝜂)| ≤ 𝐶0𝜀, |Λ𝜀
𝑝(𝜀,𝜂,1)+1

− Λ01(𝜂)| ≤ 𝐶0𝜀, ∀𝜀 ≤ 𝜀0, 𝜂 ∈ [−𝜋, 𝑎−𝜋,𝜀].

Let us assume that (5.5) does not hold, which means that there is 𝜀∗ < 𝜀0 for which we cannot ensure that 𝑝(𝜀∗, 𝜂𝜀∗ , 1)
is equal to 1 for some 𝜂𝜀∗ ∈ [−𝜋, 𝑎−𝜋,𝜀∗ ] , namely, 𝑝(𝜀∗, 𝜂𝜀∗ , 1) ≥ 2 and 𝑝(𝜀∗, 𝜂𝜀∗ , 1) + 1 ≥ 3. If the set of 𝜀∗ for which (5.5)
does not hold is finite, taking the minimum, we can take the 𝜀∗∗ in such a way that (5.5) holds for 𝜀 ≤ 𝜀∗∗. Therefore,
the worst situation happens when we can extract an infinitesimal sequence of 𝜀∗𝑟 and 𝜂∗𝑟 ∶= 𝜂𝜀∗𝑟 ∈ [−𝜋, 𝑎−𝜋,𝜀∗𝑟 ] for which
𝑝(𝜀∗𝑟 , 𝜂

∗
𝑟 , 1) ≥ 2 and therefore 𝑝(𝜀∗𝑟 , 𝜂∗𝑟 , 1) + 1 ≥ 3. If so, (𝜀𝜂∗𝑟 , 𝜂

∗
𝑟 ) → (0, −𝜋) and, as in (5.4), write the corresponding chain

of inequalities

Λ
𝜀𝜂∗𝑟
3 (𝜂∗𝑟 ) ≤ Λ

𝜀𝜂∗𝑟
𝑝(𝜀𝜂∗𝑟

,𝜂∗𝑟 ,1)+1
(𝜂∗𝑟 ) ≤ Λ

0
1(𝜂

∗
𝑟 ) + 𝐶0𝜀𝜂∗𝑟 ,

cf. (4.13). Taking limits and applying Theorem 2.2, we obtain the following contradiction:

Λ03(−𝜋) ≤ Λ
0
1(−𝜋) = Λ

0
2(−𝜋) < Λ

0
3(−𝜋). (5.6)

Consequently, 𝑝(𝜀, 𝜂, 1) = 1 for 𝜀 ≤ 𝜀0, 𝜂 ∈ [−𝜋, 𝑎−𝜋,𝜀] and Equation (5.5) holds. Since in this interval Λ01(𝜂) and Λ
0
2(𝜂)

are at distance 𝑂(𝜀), also (5.1) holds for𝑚 = 1 and𝑚 = 2. In addition, there cannot be more eigenvalues Λ𝜀𝑝(𝜂) satisfying
(5.1) because of the same argument of contradiction above: indeed, another eigenvalue should compulsorily be Λ𝜀3(𝜂) for
certain 𝜀 and 𝜂 ranging in converging subsequences, which leads to the contradiction (5.6).
In a similarway, we proceedwith the other possible node of the limiting dispersion curves, that is, with the point (0, 4𝜋2)

when 𝑚 = 2 and 𝐻 < 1∕2. By the hypothesis on the dispersion curves, there is only one possibility for the curves Λ02(𝜂)
and Λ03(𝜂) to cut across each other. This possibility means to have a common point at 𝜂0 = 0 and 0 ∈ [𝔞, 𝔟] ⊂ [−𝜋, 𝜋].
We consider the points

𝑎0−,𝜀 = −
𝐶0𝜀
4𝜋

and 𝑎0+,𝜀 =
𝐶0𝜀
4𝜋

,

which are intersecting points of the 𝜀-neighborhood lines of the dispersion curvesΛ02(𝜂) + 𝐶0𝜀 andΛ
0
3(𝜂) − 𝐶0𝜀 near 𝜂 = 0,

cf. Figure 7.
Since for 𝜂 ∈ [𝑎0−,𝜀, 𝑎0+,𝜀] the eigenvalues Λ02(𝜂) and Λ

0
3(𝜂) are at a distance 𝑂(𝜀) between them, it suffices to show

|Λ𝜀2(𝜂) − Λ02(𝜂)| ≤ 𝐶0𝜀, |Λ𝜀3(𝜂) − Λ02(𝜂)| ≤ 𝐶0𝜀, ∀𝜀 ≤ 𝜀0, 𝜂 ∈ [𝑎0−,𝜀, 𝑎0+,𝜀]. (5.7)
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Also, in Theorem 4.2 (see Step (3), and (4.13)), it has been shown that for each 𝜂 ∈ [𝑎0−,𝜀, 𝑎0+,𝜀] there are at least two
eigenvalues Λ𝜀

𝑝(𝜀,𝜂,2)
(𝜂) and Λ𝜀

𝑝(𝜀,𝜂,2)+1
(𝜂) satisfying 𝑝(𝜀, 𝜂, 2) ≥ 2 and

|Λ𝜀
𝑝(𝜀,𝜂,2)

(𝜂) − Λ02(𝜂)| ≤ 𝐶0𝜀, |Λ𝜀
𝑝(𝜀,𝜂,2)+1

(𝜂) − Λ02(𝜂)| ≤ 𝐶0𝜀, ∀𝜀 ≤ 𝜀0, 𝜂 ∈ [𝑎0−,𝜀, 𝑎0+,𝜀].

Let us assume that (5.7) does not hold, which means that there is 𝜀∗ and 𝜂𝜀∗ ∈ [𝑎0−,𝜀∗ , 𝑎0+,𝜀∗ ] for which we cannot ensure
that 𝑝(𝜀∗, 𝜂𝜀∗ , 2) is equal to 2 , namely, 𝑝(𝜀∗, 𝜂𝜀∗ , 2) ≥ 3 and 𝑝(𝜀∗, 𝜂𝜀∗ , 2) + 1 ≥ 4. As in the reasoning above (in the first
step), the worst situation happens when we can extract a sequence (𝜀𝜂∗𝑟 , 𝜂

∗
𝑟 ) → (0, 0) and, as in (5.4), we write

Λ
𝜀𝜂∗𝑟
4 (𝜂∗𝑟 ) ≤ Λ

𝜀𝜂∗𝑟
𝑝(𝜀𝜂∗𝑟

,𝜂∗𝑟 ,2)+1
(𝜂∗𝑟 ) ≤ Λ

0
2(𝜂

∗
𝑟 ) + 𝐶0𝜀𝜂∗𝑟 .

Taking limits and applying Theorem 2.2, we obtain the following contradiction:

Λ04(0) ≤ Λ
0
2(0) = Λ

0
3(0) < Λ

0
4(0). (5.8)

Consequently, 𝑝(𝜀, 𝜂, 2) = 2 for 𝜀 ≤ 𝜀0, 𝜂 ∈ [𝑎0−,𝜀, 𝑎0+,𝜀] and (5.7) holds as well as (5.1) for 𝑚 = 2 and 𝑚 = 3. In addi-
tion, there cannot be more eigenvalues Λ𝜀𝑝(𝜂) satisfying (5.1) because of the same argument of contradiction above:
indeed, another eigenvalue should compulsorily be Λ𝜀4(𝜂) for certain 𝜀 and 𝜂 ranging in subsequences, which leads to
the contradiction (5.8).
It should be noted that when numbering the eigenvalues (1.16) in the sequence (1.14), the eigenvalue number 𝑚 can

change depending on the values of 𝜂 ∈ [−𝜋, 𝜋] and 𝐻 > 0. The rest of the node points when 𝑚 ≥ 2 can be treated in a
similar way, and we avoid introducing here the cumbersome computations. Also, as a matter of fact, if 𝐻 < 1∕

√
8 the

process can be continued for values of𝑚 greater than 3.
Step (3): Let us show (5.2) for the different values of𝑚. Now, from the previous steps of this proof, we note that while 𝜂 ∈

[−𝜋, 0], the points where estimate (5.2) has not been proved yet are those for 𝜂 ∈ [𝑎−𝜋,𝜀, 𝔞]when𝑚 = 1, 2, or 𝜂 ∈ [𝔞, 𝑎0−,𝜀]
when 𝑚 = 2, 3, with any 𝔞 such that −𝜋 < 𝔞 < 0. The same can be said while 𝜂 ∈ [0, 𝜋], with 𝜂 ∈ [𝔟, 𝑎𝜋,𝜀] and 𝑚 = 1, 2,
or 𝜂 ∈ [𝑎0+,𝜀, 𝔟] when𝑚 = 2, 3, with any 𝔟 such that 0 < 𝔟 < 𝜋.
Let us start with𝑚 = 1, 2, and 𝜂 ∈ [−𝜋, 𝔞] ⫌ [𝑎−𝜋,𝜀, 𝔞]. Theorem 4.2 ensures that (4.9) holds for𝑚 = 2with 𝑝(𝜀, 𝜂, 2) ≥

2. We can apply the same contradiction argument used above which leads to a certain sequence

(𝜂∗𝑟 , 𝜀𝜂∗𝑟 ) → (𝜂, 0) as 𝑟 → ∞, for some 𝜂 ∈ [−𝜋, 𝔞],

for which 𝑝(𝜀𝜂∗𝑟 , 𝜂
∗
𝑟 , 2) ≥ 3. Actually, taking limits in

Λ
𝜀𝜂∗𝑟
3 (𝜂∗𝑟 ) ≤ Λ

𝜀𝜂∗𝑟
𝑝(𝜀𝜂∗𝑟

,𝜂∗𝑟 ,1)
(𝜂∗𝑟 ) ≤ Λ

0
2(𝜂

∗
𝑟 ) + 𝐶0𝜀𝜂∗𝑟

cf. (2.3), we obtain Λ03(𝜂) ≤ Λ
0
2(𝜂) which is a contradiction for 𝜂 ∈ [−𝜋, 𝔞] ⊂ [−𝜋, 0). Thus, (5.2) holds for 𝑚 = 2 and

𝜂 ∈ [−𝜋, 𝔞] ⊂ [−𝜋, 0).
For𝑚 = 1, we observe that the construction of the endpoints in the second step applies if we replace the abscise 𝑎−𝜋,𝜀

by 𝑎−𝜋,𝜀 arising in the second step of the proof of Theorem 4.2 (see Figures 5–7). The construction in Theorem 4.2 ensures
that, for 𝜂 ∈ [𝑎−𝜋,𝜀, 𝔞], there are at least two different eigenvalues:Λ𝜀𝑝(𝜀,𝜂,1)(𝜂) satisfying (4.10) with𝑚 = 1, andΛ𝜀

𝑝(𝜀,𝜂,2)
(𝜂)

satisfying (4.10) with 𝑚 = 2. Since we have proved above that 𝑝(𝜀, 𝜂, 2) = 2, also 𝑝(𝜀, 𝜂, 1) = 1. Thus, (5.2) also holds for
𝑚 = 1 and 𝜂 ∈ [−𝜋, 𝔞], and therefore we have obtained that for𝐻 < 1∕2 bounds (5.2) hold for𝑚 = 1, 2.
We proceed in a similar way in the interval 𝜂 ∈ [𝔞, 𝑎0−,𝜀]when𝑚 = 2, 3, arguing by contradiction for a 𝑝(𝜀,𝜂, 3) ≥ 4 and

then, combining the second step of the proof of this theorem with the third step in the proof of Theorem 4.2. Thus, we
obtain that for𝐻 < 1∕

√
8 bounds (5.2) hold for𝑚 = 1, 2, 3.

Therefore, the result of the last statement holds and the theorem is proved. □
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