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Abstract Model evaluation and hypothesis testing are fundamental to any field of science. We
propose here that by changing slightly the way we think and communicate about inference—from
being fundamentally a problem of uncertainty quantification to being a problem of information
quantification—allows us to avoid certain problems related to testing models as hypotheses. We propose
that scientists are typically interested in assessing the information provided by models, not the truth
value or likelihood of a model. Information theory allows us to formalize this perspective.

1. Introduction

We propose for debate the following proposition: “Information quantification provides an alternative to
uncertainty quantification as a basis for model evaluation and hypothesis testing in the Earth Sciences.”
This proposition is at least partially motivated by well-known problems related to model evaluation and
hypothesis testing discussed by Oreskes et al. (1994), who argued that “it is impossible to demonstrate the
truth of any proposition, except in a closed system” and concluded that because of this “we can never verify
a scientific hypothesis of any kind.” As described by Laudan (1990), this is perhaps an overly strong reading
of the underdetermination problem, but it is nevertheless a serious issue when applying quantitative techni-
ques that rely on assigning set memberships to models (including but not limited to likelihoods,
probabilities, etc.).

Based on our experience in discussing these ideas within the community and as highlighted in several of the
articles in the recent WRR debate series on hypothesis testing (Bloschl, 2017), most hydrologists recognize
that no model, measurement, or prediction is true in a strict sense and that the goal of evaluating models
or hypotheses is to measure something like utility (e.g., Beven, 2018), adequacy (e.g., Gupta et al., 2012),
or as a tool in or compliment to a larger heuristic process (e.g.,Baker, 2017 ; Oreskes et al., 1994). The pro-
blem is that when we do hypothesis testing in practice, we use quantitative methods that are based on expli-
cit epistemic axioms or assumptions, and there is—at least often—a fundamental discrepancy between those
axioms versus what we actually expect to learn from these exercises. This problem is widely recognized in
our discipline. One line of attack has been to abandon coherency (Beven et al., 2008)—by declining to be
explicit about the epistemological axioms of our quantitative system (see Nearing, Tian, et al., 2016 for
further explanation); the argument appears to be that this provides latitude to ignore the inherent inconsis-
tencies between philosophy and practice.

In contrast, our goal here is to argue for a philosophy and practice for testing models and/or hypotheses that
starts with explicit first principles and allows us to derive a quantitative hypothesis test that is coherent
within the limits of the underdetermination problem mentioned above. Our argument is that we can do this
using information theory, which allows us to ask questions directly about the information content of (strictly
false, but still informative) models relative to arbitrarily uncertain data. The test that we end up deriving is
organized around the following question: “Is there any information in experimental data that could be used
to improve my model?” This is in principle an objective and binary question with a strict yes/no answer. This
question does not require, at any point, assigning a truth value, degree of belief, likelihood, or any other type
of set membership to any model or hypothesis. If the answer to our question is “yes,” then we know that the
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model could be improved without further experiment, and if the answer is “no,” then we would expect to
perform new experiments to improve the model.

2. Background
2.1. Hypothesis Testing Requires Model Evaluation

Before we begin, it's necessary to understand what we mean by “hypothesis testing” in the title of this article
and in the preceding discussion. Explaining or predicting a phenomenon requires modeling it (Cartwright,
1983), and a model is necessarily a collection of hypotheses (Duhem, 1954; Hempel & Oppenheim, 1943,;
Stanford, 2016). Only an entire model, not its individual hypotheses, can be tested directly (Laudan,
1990). This perspective can—of course—be refined in ways that are meaningful for hydrological modeling
(e.g., Clark et al., 2011), but for our purpose, it is sufficient to understand that hypothesis testing requires
model evaluation. For the remainder of this essay—until the concluding discussion in section 4—we will
not recognize a further distinction between model evaluation and hypothesis testing. This is a simplification
made for brevity, and the reader is encouraged to consider how the ideas developed here might apply to more
refined types of hypothesis testing.

2.2. Hypothesis Testing and Uncertainty Accounting

It is well-known that quantifying uncertainty in hydrology is a hard problem (Beven, 2016; Clark et al., 2011;
Montanari, 2007; Renard et al., 2010), which is a polite way of saying that strictly reliable uncertainty
accounting is impossible. We cannot quantify what we do not know. This is a problem because most hypoth-
esis testing methods in the natural sciences require quantitative uncertainty characterization. In classical
statistics, the central premise is to calculate the likelihood that some experimental data come from a specific
model. Under a Bayesian framework, we estimate something like the probability of a model given a particu-
lar set of data. In both cases, and in all types of hypothesis testing that the authors are aware of, the test
reduces to a comparison between two or more alternative models that are already known and clearly stated.
For example, in classical statistics, this is the null versus test hypothesis, and in Bayesian statistics, any
model that has finite support in the prior would be compared. Meaningful comparison with a “true” but
unknown and unstated model is, and always will be, impossible.

Calculating the relevant quantities for a hypothesis test (e.g., p values, likelihood ratios, model evidences,
etc.) requires one or more distributions representing uncertainty in the model and/or experimental data.
It is the fundamentally unknowable nature of these uncertainty distributions that causes problems. In a
Bayesian framework, this manifests as “misspecification,” which occurs when the prior distribution puts
zero probability density on the true model. This usually happens because we are unable to state any true
model. Misspecification leads to potential for unbounded errors in inference (Gelman & Shalizi, 2013;
Griinwald & Langford, 2007). This problem of “inconsistency under misspecification” was demonstrated,
for example, in the context of hydrological parameter estimation by Beven et al. (2008), who showed that
the wrong likelihood function leads to bias in estimated parameter values. Inconsistency is a
serious problem.

2.3. Probability Theory

Before we describe our proposal for information-theoretic hypothesis testing, it is useful to outline certain
epistemological foundations. More details on these foundations in the context of hydrological modeling were
given by Nearing, Tian, et al. (2016).

The most common theory for reasoning about belief in the natural sciences is probability theory
(e.g., Howson & Urbach, 1989). Following Jaynes (2003, Chapter 1,2), probability theory derives from the
Aristotelian syllogisms, which take as axiomatic that any well-formed proposition is either true or false
but not both. Probabilities represent the degree of belief that we place on the truth value of a model.
Non-Aristotelian theories of reasoning do exist; for example, fuzzy logic allows for propositions to be
simultaneously true and false to different degrees (Kosko, 1990), but this still requires that we assign set
memberships to our models (e.g., models are partially true and partially false). While Cartwright (1983)
argued that theories are not truth apt, that is, they do not admit a truth value one way or another, we argue
that regardless of whether models admit truth values, the fact that no model is true in a logical sense means
we should avoid basing our methods of inference on systems of logic based on truth values.
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As an example, the prototypical Bayesian method of differentiating between models is
p(M|D)xp(DIM)p(M), M

where M is a random variable related to the choice of model and D is a random variable related to the data
from observed experimental outcomes. This can be expanded through various applications of the chain rule
to account for different components of a particular type of modelling problem (e.g., Liu & Gupta, 2007;
Montanari & Koutsoyiannis, 2012). However, when the purpose is to test a hypothesis about a complex sys-
tem, what exactly is the set of Aristotelian propositions represented by the random variable M? Certainly,
such propositions cannot be of the form “model M = m is true” since we know that all models are false in
an Aristotelian sense. In practice, we recognize that these probabilities are measures of relative informative-
ness of different models with respect to some particular data, yet we still use quantitative objects based on
assigning truth values to models. As an example, Oreskes et al. (1994; footnotes 39 and 40) recognized an
inherent contradiction in the concept of “weak verification,” but did not recognize the inherent contradic-
tion in assigning degrees of belief to models that are known to be false.

2.4. Information Theory

Oreskes et al. (1994) pointed out, correctly in our opinion, that what scientists really do is evaluate consis-
tency between modeled versus observation data as part of a heuristic strategy for gathering evidence.
What we actually interpret when we compare models with data is the ability of a model to provide informa-
tion about observable outcomes. What we interpret is different than what we measure—we measure things
like probabilities, likelihoods, degrees of belief, levels of credence, or degrees of truth, but we interpret these
as informativeness. It's easy enough to ask our interpretation question directly, as we did above (i.e., “is there
a way to improve my model given current experimental data?”). In the spirit of debate, is there any other
question a scientist might want to ask? What about an engineer or a policymaker who has a practical, rather
than epistemic, motivation?

In the case of the policymaker, who makes decisions using predictions from scientific models, what justifi-
cation of a model could be more meaningful than a claim like “This model is the best we've been able to build
with the currently available information”? Of course, a decision maker might still be interested to consider
uncertainty in future predictions, and for that, she will—tautologically—need methods of uncertainty quan-
tification. But for the purposes of hypothesis testing, we need not (and, we argue, must not) go further than
quantifying the presence of information. Information measurement is a supportable and affirmative state-
ment of what we know, whereas probabilistic error models and uncertainty are practically useful but funda-
mentally unsupportable negative statements of what we do not know. We cannot measure what we do
not know.

Our strategy for measuring information starts with Shannon (1948), who derived a quantitative theory of
communication from probability theory. His three (explicit) desired properties for a measure of information
were related fundamentally to how that measure would interact with probability distributions. However, the
fact that information theory was derived from probability theory and not the other way around is—at least
from the perspective of the theories themselves —an accident of history. That is, both probability theory and
information theory can be derived in parallel from a more basic set of axioms (Knuth, 2005). It is perhaps
telling about human nature that our most successful quantitative theory of learning grew originally out of
an interest in betting games rather than an interest in communication.

We argue that a sufficient logic of hypothesis testing is incomplete without information theory. To see this,
consider the following thought experiment: We will roll two dice and observe their outcome. Before obser-
ving the two rolls, our doxastic (belief) states about the repeated experiments behave multiplicatively: There
are 6 X 6 = 36 possible outcomes, and each outcome is associated with a (scalar) measure of belief that
behaves according to a product rule. After observing the outcome of the rolls, our epistemic (knowledge)
states about the repeated experiments behave additively: We now require 1+1 = 2 pieces of information
(the actual outcomes of each experiment) to capture everything we know. Doxastic states behave according
to a product rule before observing experimental outcomes and epistemic states behave according to a sum
rule afterwards:
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Product Rule : p(e;,e;) = p(ezler)pler), (2.1)
Sum Rule : h(er,e;) = h(ey|e;) + h(er). 2.2)

Here e; are the outcomes of the repeated experiments and p and h are measures of probability and
information, respectively.

Probabilities describe how belief states interact before running an experiment, that is, probabilities are asso-
ciated with possibilities. Conditional probabilities describe how belief states change due to collecting new
information, but probabilities don't describe how interactions between belief states change during the pro-
cess of observation (from multiplicative before to additive after).

3. Hypothesis Testing with Information Theory
3.1. Theoretical Basis

Gong et al. (2013) provided a unique perspective on testing models under information theory. The philoso-
phy that we describe in this debate paper was developed by Nearing and Gupta (2015) and Nearing and
Gupta (2018) on top of that foundation.

To establish notation, we will distinguish between two types of experimental data: experimental perturba-
tions u and experimental responses y. Perturbation data are related to what we believe to be “causes” in
our experimental apparatus, and response data are related to what we believe to be “effects” (for a discussion
about causality in the context of information theory, see the companion article by Goodwell et al., 2019). The
hypothetical models that we will discuss take perturbation data as inputs and predict response data, so that u
are model inputs (forcings, parameters, initial conditions, etc.) and y are evaluation or test data. We will
notate model predictions as 7z (u).

Independent of our model/hypothesis, and working strictly with the experimentally observed data, there
exists some quantity of information about y (measured system responses) contained in u (measured system
perturbations). We measure this quantity as the information shared between y and u and notate I(y; u).
Similarly, after running the model, there is some quantity of information about y (measured system
responses) contained in 7z (u) (model predictions), which we measure as the mutual information between
y and y and notate I(y; 72(u)). In deterministic models, predictions are a function of inputs, 7z(u), and in
probabilistic models, the distribution over predictions is a function of the inputs. In either case, these three
variables represent a Markov chainy—u— 77 (u). The data processing inequality, which is a theorem in infor-
mation theory (Kinney & Atwal, 2014), states that »z(u) cannot contain more information about y than is
contained in u:

I(y;u)2I(y; 772 (w)). (3)

Accordingly, a perfect model will always yield I(y; u) = I(y; 72 (u)). In more realistic situations, the data pro-
cessing inequality tells us that the amount of information provided by the model will always be a fraction
(less than 1) of the total information provided to the model. The difference between this fraction and unity
measures the effects of model error. This concept is illustrated in Figure 1, which is partially adapted from
Gong et al. (2013).

Data error and/or incompleteness is accounted for in the information metric I(y; u). The perturbation data
may not contain enough information to fully determine the response data. This insufficiency might be for
a variety of reasons including instrument accuracy and/or precision, incomplete coverage of the boundary
conditions (e.g., spatial interpolation of variables like rainfall), or any other source of data imperfection.
This is not the same thing as uncertainty, because we never need to characterize or estimate the relationship
between data and truth to admit that data are imperfect. However, data imperfection accounts for all of the
same reasons or causes for why data are typically considered to contain uncertainty.

3.2. Bounded Estimation

The challenge is that, in practice, we cannot precisely measure the information content provided by the per-
turbation to explain the response data. Estimating information shared between two data sets requires con-
structing or somehow otherwise integrating over a joint empirical distribution, and this is difficult when u
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Figure 1. (Left) An information theory perspective on model performance, from Gong et al. (2013). H(y) is the entropy of the observed response data, I(y; u) is the
fraction of that total entropy that is explained by perturbation data, and I(y; »7z(u)) is the fraction of H(y) explained by model predictions. (Right) A diagram of a
hypothesis testing procedure structured around this type of information partitioning. All of the z«'s represent data sets, and the blue lines represent the information

quantities we need to estimate.

is high dimensional. Most Earth systems models require high-dimensional inputs; in particular, any
dynamical systems model requires boundary conditions specified through time and sometimes through
space. Inputs to most hydrological models are multivariate time series. This dimensionality problem
means that any procedure for estimating I(y; u) will be approximate. This is a practical problem, but not a
fundamental one.

Our goal, therefore, is to estimate I(y; u) in a way that is consistent in some meaningful sense. In our case—
for hypothesis testing—we want this estimate to be conservative in that it should be bounded above by the

unknown true value of the information shared between u and y. We will notate this estimate I(y/;\u). Because
this is not the true value of I(y; u), it is possible for the information content of model 77z predictions to exceed
the estimated information content of the model inputs, despite the bounding relationship set by the data pro-
cessing inequality. However, by another application of the data processing inequality, we have another the-
oretical statistic that always underestimates information missing due to model error. The reason for this is
that we (necessarily) bound I(y; u) by using another model, which we will notate ». This is our analog of
the null hypothesis from classical statistics. The null model #» takes the same input data u, so that

—

I(y;u) = I(y; #(w)<I(y; u). 4

This yields a bounded quantity, &, on the real quantity of information lost due to model error, &:

~

& =1(y;w)-I(y;72(w) & =I(y; #(u)-I(y; 72 (u)) &8, (5)

We will refer to the mapping function # as a benchmark for model »z. Equations (4) and (5) hold for any
benchmark function 7.

Like all hypothesis tests, equation (5) reduces to a comparison between two known and stated models,
neither true: one being our hypothesis »z and the other being a benchmark or null hypothesis ». The result
of the test is simply a bounded measure of the information about available observation data from the null
versus hypothesis model. This test is simple because the only assumption is use of a measure that obeys
the data processing inequality. Almost any divergence measure will work (e.g., Csiszar, 1972); however, only
Shannon's measures (i.e., mutual information) satisfy the thought experiment discussed in section 2.3. All
we are doing is comparing models, but instead of prescribing or estimating uncertainty distributions, we
use the empirical distribution between modeled versus measured data. The result is an interpretation of a
test that does not violate probability theory, but also does not require models to be truth apt.
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We believe that any benchmark model can be used for comparison, but we suggest choosing a high-
quality data-driven model to set the benchmark » for a model 72 that we want to test. This is because
using a purely data-driven model with minimal parametric assumptions, and certainly no assumptions
about the (biogeo)physical properties of the hydrological system itself, means that the benchmark
purely measures a quantity of information that can be extracted directly from observation data, rather
than being a comparison between two different physical system conceptualizations, which is conflated
with the limitations of the observation data. In our previously reported applications of this
technique (Nearing, Mocko, et al., 2016; Nearing et al., 2018; Nearing & Gupta, 2015), » was usually a
probabilistic, nonparametric regression that mapped u — y—for example, a neural network or
Gaussian process.

3.3. Discussion

To reiterate, our motivating question for this type of model testing is: “Is there any information in experi-
mental data that could be used to improve my model?” By using a data-driven regression »as the benchmark,
we can ask whether we were able to discover any information in data pairs {u,y} that was not captured by
model 7z. The answer to this question could be no; since the benchmark 7 is another model, it is possible
for the model 77z that we want to test to produce more information about experimental response data than
the benchmark model .

It is important that the model error metric, &, be bounded above because of the asymmetry of hypothesis
testing. Under the Aristotelian logic, there is no syllogism that allows for scientific verification, only for fal-
sification. In this case, the proposition that we are testing is “there exists no quantity of information in the
available data that is not captured by the model.” By having a conservative bound on I(y; u), this proposition
can be falsified by the modus tollens, which says that if proposition P implies proposition Q and the negation
of Q (i.e., ~Q) is observed, then proposition P is false: (P — Q) A = Q — — P. Therefore, this perspective is
fundamentally falsificationist and is a logically valid hypothesis testing perspective, but instead of falsifying
models as hypotheses, we attempt to falsify propositions about the information content of models relative to
experimental data.

It is worth noting that many of the standard model performance metrics used in the Earth Sciences are diver-
gences (Nearing & Gupta, 2015) and preserve ordering according to the data processing inequality. This
means that scientists have been intuitively circling the proposed perspective for many years. The
Shannon-type information metrics (entropy and mutual information) are additive in the sense that the dif-
ference I(y; »(u))—I(y; 72(u)) can be related directly to the fraction of uncertainty (as measured by entropy)
about the response data y that could be extracted from input data, u, by an improved model (Nearing,
Mocko, et al., 2016).

‘What we propose does not address the problem of underdetermination in the sense that no single metric can
ever account for all aspects of any (finite) data set. However, it is worth noting that y andy can be any trans-
formation of observed or modeled data, respectively. As an example, we might be interested particularly in
modeling peak flow. In this case, we would use a transformation of observed flow that emphasizes peak
flows, for example, by only looking at 95th percentile flows, or by using an exponential transform of the dis-
charge time series. All of the arguments we have made thus far apply to information about any particular
aspect of any particular observed and/or modeled data, and it will typically be necessary to use multiple
hypothesis tests on any given model.

4. Summary, Conclusions, and Practical Outlook
To summarize, the basic propositions argued here are the following:

a It would benefit us to change a fundamental assumption near the center of (at least) several philosophical
theories about hypothesis-driven science—that is, that models admit (even unknown and unknowable)
truth values.

b There exists a certain duality between probability theory and information theory that we might exploit in
a way that is directly relevant to empirical science.

¢ Exploiting these two perspectives allows us to derive a hypothesis test that is bounded under arbitrary
uncertainty in both data or models without ever having to directly characterize that uncertainty.
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The arguments we have made here are mostly philosophical; we are trying to reconcile the theory and prac-
tice of model testing. A fair characterization of our argument is that we see room to improve how hydrolo-
gists and other Earth system scientists conceptualize and communicate about learning from models and
data. One reviewer of this article suggested that the community already knows that we are not measuring
the physical truth value of models as hypotheses, and so, the arguments presented here are redundant.
While we fully agree, our point is that hydrologists—perhaps unintentionally—do indeed make these truth
claims every time we assign an error distribution to our models or data, or any time we use any of the stan-
dard methods for model evaluation.

There is an incongruency between what we say we are doing versus what we actually do in practice. Our
objective here is to address this inconsistency in a structured way that is explicit about all of our basic
assumptions. We are arguing for a philosophical theory (and corresponding discussion) of model testing that
looks more like what we do in practice, or vice versa. Our experience attempting to communicate this
information-theoretic perspective has been that the intuition of at least many working scientists is based
on an often incongruent mix of theory and practice, and we argue that this is not ideal for making sound
and meaningful progress against the hard problems of inference in a science of complex systems. We see
the effects of this nonrigorous intuition in our community's—often somewhat heated—discussions about
uncertainty (Nearing, Tian, et al., 2016).

In our previous applications of this method (cited above and described below), we compared several differ-
ent types of conceptual or physically based hydrology and hydrometeorology models with machine learning
as the benchmark. The former included sophisticated land surface models currently used by several opera-
tional forecasting centers internationally (Nearing et al., 2018). In all cases that we have explored, high-
quality machine learning models outperformed traditional hydrology models at estimating states (soil moist-
ure) and fluxes (evapotranspiration, sensible heat flux, streamflow). This set of results is not fundamental to
the theory outlined in the previous sections, but it does suggest an opportunity for Earth system scientists to
improve the current generation of simulation models given data available from in situ networks and
remote sensing.

As an example of the more refined types of hypothesis testing mentioned in section 2, Ruddell et al., 2019
combined the hypothesis testing theory outlined in this article with the process network theory that is
described in the companion article in this debate series by Goodwell et al. (2019). The effect was to isolate
model structural error from parameter error in specific process components of a complex ecohydrology
model. The approach is based on the idea that if the model structure is correct, information loss from a model
should be minimal at the same points in the parameter space where the information transfers between vari-
ables within the model are similar to the information transfers between those same variables in an observed
system. Using a similar approach, Nearing et al. (2018) evaluated the viability of using ensembles of opera-
tional land surface models to characterize model structural uncertainty.

One interesting aspect of practical applications in the context of problems that are typically related to uncer-
tainty characterization is that information theory often provides bounds, due to the data processing inequal-
ity. As an example of this, outside the context of hypothesis testing, Nearing et al. (2017) derived bounds on
metrics of measurement error under arbitrary (and unknown) uncertainty in a triple collocation setting,
which typically assumes a linear error model (McColl et al., 2014; Stoffelen, 1998).

To reiterate, the point of what we are trying to do here is to treat seriously the discrepancy between what
scientists expect to learn from testing hypotheses or models versus the basic epistemic principles that
underlie our formal, quantitative methods for testing hypotheses. We are not satisfied with previous
attempts to handwave away these discrepancies by saying that hypothesis testing is only one part of a
larger heuristic structure of scientific learning—while this is certainly true, the fact remains that the
way we derive, teach, and apply hypothesis tests requires underlying assumptions that are in fundamen-
tal disagreement with how we interpret those tests. We argue that information theory provides a way
around this problem.

Data Availability Statement

No data or code was generated as part of this project.
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