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ABSTRACT 

This is an early stage proposal of a methodology that can 
be applied to the data-flow analysis of an application as the 
one described in [1], where software can be decomposed in 
task DAGs, thus it answers in part to the proposed industrial 
challenge. The methodology builds on two main aspects: (1) 
using an ARINC-like [2] scheduler, i.e., the partitioning 
concept can provide applications with strong temporal and 
space isolation (in addition, fixed priorities are allowed inside 
a partition at a second scheduling level), and (2) the modelling 
and schedulability analysis technique for distributed multipath 
flows (DAGs) proposed in [3]. This technology can be applied 
to multicore processors (shared bus for global memory plus 
core-local memory) where the worst-case execution time 
(WCET) of tasks can be measured or estimated through worst-
case assumptions on the memory contention representing a 
bounded impact in the response times [4]. Once the WCETs 
have been obtained, the methodology shown in Figure 1 can 
be applied. 

However, measures of WCETs in heterogeneous hardware 
presents a strong dependency on the conditions of particular 
executions mainly due to memory interference among cores 
and also with GPUs [5][6][7][8][9]. This makes it difficult to 
obtain precise measures of WCET values or it may lead to 
very high values of WCET estimations by considering 
hypothetical worst-case situations. For instance, Figure 2 
shows our measures of the impact of GPU on the CPU 
memory accesses for a Jetson AGX Xavier board. We can 
observe that the WCET increases by a factor of 4 as the 
number of GPU threads increases, and the execution time 
variability also widens. 

Partitioning enables controlling inter-core and GPU 
interference through a proper partition windows assignment, 
assuming an optimization algorithm (e.g. [10]) that takes into 
account that these interferences may change. Other techniques 
can also be applied to control memory interference 
[11][12][13][14][15]. Thus, WCETs will no longer be fixed or 
known in advance, and tests to obtain or estimate these 
WCETs should be developed as a part of an optimization 
process or for the analysis of any system configuration. Figure 
3 shows our proposal for this methodology.  

At this moment, the analysis techniques that we propose 
cannot calculate response times in the GPUs, so they will be 
considered as a grey boxes, where direct measures of response 
times in the GPU as well as the memory interference can be 
incorporated into the model for analysis [16]. 

Figure 1. Traditional methodology for real-time analysis 
and optimization of distributed systems 

Figure 2. GPU impact (increasing number of threads) on 
CPU execution times for 100 memory accesses in a 10MB 
buffer (the yellow line represents the average value and 
the blue box represents the 90% of measures) 
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Figure 3. Methodology for the analysis and optimization of distributed DAGs running on heterogeneous hardware 




