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Abstract— We study a control-constrained optimal con-
trol problem governed by a semilinear elliptic equation.
The control acts in a bilinear way on the boundary, and
can be interpreted as a heat transfer coefficient. A detailed
study of the state equation is performed and differentiability
properties of the control-to-state mapping are shown. First
and second order optimality conditions are derived. Our
main result is the proof of superlinear convergence of the
semismooth Newton method to local solutions satisfying
no-gap second order sufficient optimality conditions as
well as a strict complementarity condition.

Index Terms— Optimal control, bilinear control, semis-
mooth Newton method, convergence analysis

I. INTRODUCTION

IN this letter, we propose a semismooth Newton method to
solve the following bilinear optimal control problem:

(P) min
u∈Uad

J(u) :=

∫
Ω

L(x, yu(x)) dx+
ν

2

∫
Γ

u2(x) dx,

where yu is the state associated with the control u solution of{
Ay + a(x, y) = 0 in Ω,

∂nAy + uy = g on Γ.
(1)

Here Ω ⊂ Rd, d = 2 or 3, is a bounded open connected set
with a Lipschitz boundary Γ, ν > 0 and

Uad = {u ∈ L2(Γ) : α ≤ u(x) ≤ β a.e. in Γ},

with 0 ≤ α < β < ∞. The remaining assumptions regarding
the data of the control problem will be given in Sections II
and III. Typical examples would include the tracking type
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functional L(x, y) = 1
2 (y − yd(x))2 for some target state yd

and nonlinearities such as a(x, y) = y3 or a(x, y) = exp(y).
Bilinear control plays an important role not only for the pur-

poses of parameter identification, but also as ways of changing
the intrinsic properties of the controlled system. Applications
of bilinear control to very distinct fields such as nuclear and
thermal control processes, ecologic and physiologic control
or socioeconomic systems can be found in the early reference
[10], where they are investigated in the framework of ordinary
differential equations. In the recent paper [16], the author
underlines the importance of bilinear boundary control of
partial differential equations in several applications, providing
references for them. The goal of that paper is not the analysis
of an optimization algorithm, but the obtention of error esti-
mates for the finite element approximation of (P), assuming
that the state equation is linear.

Our main goal is to analyze the convergence of the semis-
mooth Newton method applied to (P). The novelty of this
paper is twofold. First, the convergence analysis is carried
out under the assumptions of no-gap second order optimality
conditions and a strict complementarity condition, which are
the usual ones to study numerical optimization algorithms
in finite dimensional constrained optimization problems; see
e.g. [12]. This improves the previous results [1], [9], [13] for
distributed controls and [7], [8] for boundary controls, where
conditions leading to local convexity were assumed. Second,
as far as we know, there are no results in this direction for
boundary bilinear controls. In [3] we considered a problem
with distributed control acting as a source in the equation;
in [2] we turned our attention to a bilinear control problem
where the control appears as a reaction coefficient in the
partial differential equation. In the paper at hand, the control
appears as the Robin coefficient on the boundary condition
and a new difficulty appears: the control-to-state mapping is
not differentiable L2(Γ) if d = 3. In this paper, we focus on
the aspects of the proofs that are essentially different from
those in [2] and [3], and refer to those papers when necessary.

II. STATE EQUATION

Let us state the assumptions associated to the state equation.
Assumption 2.1: The operator A is defined in Ω by

Ay = −
d∑

i,j=1

∂xj [aij(x)∂xiy] + a0y.

We suppose that a0, aij ∈ L∞(Ω) for 1≤i, j≤d with 0 ≤



a0 6≡ 0, and there exist 0 < λ̃A ≤ Λ̃A <∞ satisfying

λ̃A|ξ|2 ≤
d∑

i,j=1

aij(x)ξiξj ≤ Λ̃A|ξ|2 for a.a. x∈Ω and ∀ξ∈Rd.

Notice that Assumption 2.1 implies the existence of 0 < λA <
ΛA such that the bilinear form

a(y, z) =

∫
Ω

 d∑
i,j=1

aij∂xiy∂xjz + a0yz

 dx

satisfies

a(y, y) ≥λA‖y‖2H1(Ω) ∀y ∈ H1(Ω), (2)

a(y, z) ≤ΛA‖y‖H1(Ω)‖z‖H1(Ω) ∀y, z ∈ H1(Ω). (3)

Assumption 2.2: We assume that a : Ω × R −→ R is a
Carathéodory function of class C2 with respect to the second
variable satisfying for a.a. x ∈ Ω:

• a(·, 0) ∈ Lp(Ω) for some p > d/2,

• ∂a
∂y

(x, y) ≥ 0 ∀y ∈ R,

• ∀M>0 ∃Ca,M s.t.
2∑
j=1

∣∣∣∂ja
∂yj

(x, y)
∣∣∣≤Ca,M ∀|y| ≤M,

• ∀ε>0 and ∀M>0∃ρ>0 s. t.
∣∣∣∂2a

∂y2
(x, y1)−∂

2a

∂y2
(x, y2)

∣∣∣≤ε
for all |y1|, |y2| ≤M with |y1 − y2| ≤ ρ.

All the above constants are independent of x.
We suppose that g ∈ Lq(Γ) with q > d − 1 and, without

loss of generality, that q ≤ d.
To deal with the nonlinearity of the state equation, we observe
that q = 2 is not enough in dimension d = 3. The proof of the
differentiability of the relation control-to-state requires q > 2.
For linear state equations, q = 2 is enough; see [16].

For d = 2 or 3 it is known that H1/2(Γ) ⊂ L4(Γ) and there
exists CΓ such that

‖y‖L4(Γ) ≤ CΓ‖y‖H1(Ω), ∀y ∈ H1(Ω). (4)

Throughout this paper the following notation will be used:
we fix s = 2 if d = 2 or s = q if d = 3 and define the set

A0 := {u ∈ Ls(Γ) : u ≥ 0}. (5)

We denote Br(ū) = {u ∈ Ls(Γ) : ‖u− ū‖Ls(Γ) < r}.
Theorem 2.3: There exists µ > 0 such that for every u ∈
A0 equation (1) has a unique solution yu ∈ Y := H1(Ω) ∩
C0,µ(Ω̄). Furthermore, the following estimates hold:

‖yu‖H1(Ω)≤C
(
‖a(·, 0)‖Lp(Ω) + ‖g‖Lq(Γ)

)
, (6)

‖yu‖L∞(Ω) ≤M∞(‖a(·, 0)‖Lp(Ω) + ‖g‖Lq(Γ)), (7)
‖yu‖C0,µ(Ω̄) ≤ Cµ,∞(‖a(·, 0)‖Lp(Ω) + ‖u‖Ls(Γ) + ‖g‖Lq(Γ)),

(8)

where C, M∞ and Cµ,∞ are independent of u.
Proof: We define the mapping

b : Ω× R −→ R, b(x, y) := a(x, y)− a(x, 0).

Assumption 2.2 implies that b(x, 0) = 0 and ∂b
∂y (x, y) ≥ 0.

Equation (1) can be written in the variational form

a(y, z) +

∫
Ω

b(x, y)z dx+

∫
Γ

uyz dx

=

∫
Ω

−a(x, 0)z dx+

∫
Γ

gz dx ∀z ∈ H1(Ω). (9)

Using (3), Cauchy’s inequality, (4), (2) and the nonnegativity
of u imposed in (5), we infer that

a(y, z) +

∫
Γ

uyz dx ≤Λu‖y‖H1(Ω)‖z‖H1(Ω), (10)

a(y, y) +

∫
Γ

uy2 dx ≥λA‖y‖2H1(Ω), (11)

where Λu=ΛA + ‖u‖L2(Γ)C
2
Γ. The proof of existence and

uniqueness of a solution in H1(Ω) ∩ L∞(Ω) of (9) as well
as estimates (6) and (7) follow as in [4, Theorem 3.1]. The
L∞(Ω) estimate is obtained following the approach of [14,
Theorem 4.1] and using that u ≥ 0 and b(x, s)s ≥ 0 ∀s ∈ R.

To prove (8) we write (1) in the form{
Ay = −a(x, y) in Ω,

∂nAy = −uy + g on Γ.

From Assumption 2.2 and the mean value theorem we infer

|a(x, y)| ≤ |a(x, 0)|+ Ca,KK,

where K = ‖y‖L∞(Ω). In addition, we have ‖ − uy‖Ls(Γ) ≤
K‖u‖Ls(Γ). Then, from [11, Proposition 3.6] we infer that y
belongs to C0,µ(Ω̄) and satisfies (8) for some µ ∈ (0, 1].
Next we consider the differentiability of the mapping u→ yu.

Theorem 2.4: There exists an open set A in Ls(Γ) such
that A0 ⊂ A and equation (1) has a unique solution yu ∈ Y
∀u ∈ A. Further, the mapping G : A −→ Y defined by
G(u) := yu is of class C2 and ∀u ∈ A and ∀v, v1, v2 ∈ Ls(Γ)
the functions z = G′(u)v and w = G′′(u)(v1, v2) are the
unique solutions of the equations: Az +

∂a

∂y
(x, yu)z = 0 in Ω,

∂nAz + uz = −vyu on Γ,

(12)

 Aw +
∂a

∂y
(x, yu)w = 0 in Ω,

∂nAw + uw = −v1zu,v2 − v2zu,v1 on Γ,

(13)

where zu,vi = G′(u)vi, i = 1, 2.
Proof: We consider the space

YA := {y ∈ Y : Ay ∈ Lp(Ω), ∂nAy ∈ Lq(Γ)}

endowed with the graph norm. We note that YA is a Banach
space. We also define the mapping F : Ls(Γ) × YA −→
Lp(Ω)× Lq(Γ) by

F(u, y) := (Ay + a(·, y), ∂nAy + uy − g).

Since q ≤ s, F is well defined and of class C2 due to
Assumption 2.2. For every (ū, ȳ) ∈ A0 × YA the derivative
∂F
∂y (ū, ȳ) : YA −→ Lp(Ω)× Lq(Γ), given by

∂F
∂y

(ū, ȳ)z =

(
Az +

∂a

∂y
(·, ȳ)z, ∂nAz + ūz

)
∀z ∈ YA,



is linear and continuous. The open mapping theorem implies
that ∂F

∂y (ū, ȳ) is an isomorphism if and only if the equation, Az +
∂a

∂y
(x, ȳ)z = f in Ω,

∂nAz + ūz = h on Γ,

has unique solution z ∈ YA for all (f, h) ∈ Lp(Ω) ×
Lq(Γ). This fact follows from Theorem 2.3. Observing that
F(u, yu) = 0 for all u ∈ A0 and taking ȳ = yū, the implicit
function theorem implies the existence of εū > 0 and εȳ > 0
such that ∀u ∈ Bεū(ū) the equation F(u, y) = 0 has a unique
solution yu in the open ball Bεȳ (ȳ) ⊂ YA ⊂ Y. Moreover,
the mapping u ∈ Bεū(ū) → yu ∈ Bεȳ (ȳ) is of class C2.
Without loss of generality, we assume εū < 1

2λA/(|Γ|
s−2
s C2

Γ).
Actually, for every u ∈ Bεū the equation F(u, y) = 0 has
unique solution y ∈ Y. Indeed, let y1, y2 denote two solutions
of F(u, y) = 0. We set y = y2−y1, subtract the corresponding
equations, and apply the mean value theorem to deduce that
y satisfies  Ay +

∂a

∂y
(x, y1 + θxy)y = 0 in Ω,

∂nAy + uy = 0 on Γ,

(14)

where θx : Ω → [0, 1] is a measurable function. Adding and
subtracting appropriate terms on the boundary, equation (14)
can be written as Ay +

∂a

∂y
(x, y1 + θxy)y = 0 in Ω,

∂nAy + ūy = −(u− ū)y on Γ.

(15)

Testing the variational form of (15) with y we get

λA‖y‖2H1(Ω) ≤ εū|Γ|
s−2
s C2

Γ‖y‖2H1(Ω).

Since εū < 1
2λA/(|Γ|

s−2
s C2

Γ), y = 0 holds. Defining in
Ls(Γ) the open set A = ∪ū∈A0

Bεū(ū) and G : A −→ Y
such that G(u) = yu, we have that G is of class of C2.
Finally, equations (12) and (13) are obtained differentiating
with respect to u the identity F(u,G(u)) = 0.

Remark 2.5: Theorems 2.3 and 2.4 are valid if we
use the operator A∗ instead of A, where A∗ϕ =
−
∑d
i,j=1 ∂xj [aji(x)∂xiϕ]+a0ϕ. Therefore, for every ū ∈ A0

we obtain the existence of ε∗ū > 0 such that, for every
(f, h) ∈ Lp(Ω)× Lq(Γ) and u ∈ Bε∗ū(ū), the equation A∗ϕ+

∂a

∂y
(x, yu)ϕ = f in Ω,

∂nA∗ϕ+ uϕ = h on Γ,

has a unique solution ϕ ∈ Y . Without loss of generality, we
can assume that εū ≤ ε∗ū, so the equation is uniquely solvable
in Y for all u ∈ A.

III. ANALYSIS OF THE OPTIMAL CONTROL PROBLEM

In this section we proceed to the analysis of the optimal
control problem. To this end we make the following hypothe-
ses on J .

Assumption 3.1: The function L : Ω × R −→ R is
Carathéodory and of class of C2 with respect to the second
variable. Further the following properties hold for a.a. x ∈ Ω:

• L(·, 0) ∈ L1(Ω),

• ∀M > 0, ∃LM ∈ Lp(Ω) such that
∣∣∣∂L
∂y

(x, y)
∣∣∣ ≤ LM (x),

• ∀M > 0, ∃CL,M ∈ R such that
∣∣∣∂2L

∂y2
(x, y)

∣∣∣ ≤ CL,M ,
• ∀ε > 0 and ∀M > 0 ∃ρ > 0 such that∣∣∣∂2L

∂y2
(x, y1)− ∂2L

∂y2
(x, y2)

∣∣∣ ≤ ε
for all |y|, |y1|, |y2| ≤ M with |y1 − y2| ≤ ρ. All the above
constants are independent of x.
The following theorem states the differentiability properties of
the minimizing functional.

Theorem 3.2: The functional J : A −→ R is of class C2

and its derivatives are given by the expressions:

J ′(u)v =

∫
Γ

(νu− yuϕu)v dx, (16)

J ′′(u)(v1, v2) =∫
Ω

[∂2L

∂y2
(x, yu)− ϕu

∂2a

∂y2
(x, yu)

]
zu,v1

zu,v2
dx (17)

−
∫

Γ

[
v1zu,v2

+ v2zu,v1

]
ϕu dx+ ν

∫
Γ

v1v2 dx,

for all u ∈ A and all v, v1, v2 ∈ Ls(Γ), where zu,vi =
G′(u)vi, i = 1, 2 and ϕu ∈ Y is the adjoint state, the unique
solution of the equation A∗ϕ+

∂a

∂y
(x, yu)ϕ =

∂L

∂y
(x, yu) in Ω,

∂nA∗ϕ+ uϕ = 0 on Γ.

(18)

Proof: Existence, uniqueness and regularity of ϕu follow
from Remark 2.5, Assumption 3.1, and Theorem 2.4. The
proofs of (16) and (17) are standard and can be established
working identically to [2, Theorem 3.4].

According to Theorem 3.2 the mapping Φ : A −→ Y given
by Φ(u) := ϕu is well defined. Let us prove that it is C1.

Theorem 3.3: The mapping Φ is of class C1 and for all
u ∈ A and v ∈ Ls(Γ) the function ηu,v = Φ′(u)v is the
unique solution ofA
∗η+

∂a

∂y
(x, yu)η=

[∂2L

∂y2
(x, yu)−ϕu

∂2a

∂y2
(x, yu)

]
zu,v in Ω,

∂nA∗ η+uη=− vϕu on Γ,
(19)

where zu,v = G′(u)v.

Proof: Using Assumption 3.1 and the fact that
yu, ϕu, zu,v ∈ L∞(Ω) we obtain that the right hand side of
(19) belongs to Lp(Ω) × Ls(Γ). Existence, uniqueness, and
regularity of ηu,v follow from Remark 2.5. To establish the
differentiability of Φ we define

YA∗ = {ϕ ∈ Y : A∗ϕ ∈ Lp(Ω) and ∂nA∗ϕ ∈ L
q(Γ)}



and G : A× YA∗ −→ Lp(Ω)× Lq(Γ) by

G(u, ϕ) :=
(
A∗ϕ+

∂a

∂y
(·, yu)ϕ− ∂L

∂y
(·, yu), ∂nA∗ϕ+ uϕ

)
.

From assumptions 2.2 and 3.1 we deduce that G is of class
C1. Moreover, ∂G∂ϕ (u, ϕ) : YA∗ −→ Lp(Ω)×Lq(Γ) is a linear
and continuous mapping, and ∀η ∈ YA∗ we have that

∂G
∂ϕ

(u, ϕ)η =

(
A∗η +

∂a

∂y
(·, yu)η, ∂nA∗ η + uη

)
.

Using again Remark 2.5 we get that A∗η +
∂a

∂y
(x, yu)η = f in Ω,

∂nA∗ η + uη = h on Γ,

has a unique solution in YA∗ for all (f, h) ∈ Lp(Ω)×Lq(Γ).
Hence, ∂G∂ϕ (u, ϕ) : YA∗ −→ Lp(Ω)×Lq(Γ) is an isomorphism.
Then, applying the implicit function theorem and differentiat-
ing the identity G(u,Φ(u)) = 0 the result follows.
Combining (19) with (17) we deduce the following alternative
representation formula for J ′′(u).

Corollary 3.4: For every v1, v2 ∈ Ls(Γ) and all u ∈ A, the
following identities hold

J ′′(u)(v1, v2) =

∫
Γ

[
νv1 − (ϕuzu,v1

+ yuηu,v1
)
]
v2 dx

=

∫
Γ

[
νv2 − (ϕuzu,v2

+ yuηu,v2
)
]
v1 dx. (20)

Remark 3.5: In dimension d = 3, we can also extend J ′(u)
and J ′′(u) respectively to continuous linear and bilinear forms
in L2(Γ) and L2(Γ)2 by the same expressions given above.
Indeed, we notice that for all v ∈ L2(Γ), the Lax-Milgram
Theorem implies that equations (12) and (19) have a unique
solution in H1(Ω) ⊂ L2(Ω).

Theorem 3.6: Problem (P) has at least one solution. More-
over, if ū ∈ Uad is a local minimizer of (P) then there exist
ȳ, ϕ̄ ∈ Y such that{

Aȳ + a(x, ȳ) = 0 in Ω,

∂nA ȳ + ūȳ = g on Γ,
(21) A∗ϕ̄+

∂a

∂y
(x, ȳ)ϕ̄ =

∂L

∂y
(x, ȳ) in Ω,

∂nA∗ ϕ̄+ ūϕ̄ = 0 on Γ,

(22)

ū(x) = Proj[α,β]

(
1

ν
ȳ(x)ϕ̄(x)

)
∀x ∈ Γ. (23)

Moreover, the regularity ū ∈ C0,µ(Γ) holds.
Existence of optimal solutions follows using standard tech-

niques. First order optimality conditions are an immediate
consequence of (16) and the convexity of Uad. The Hölder
continuity of ū is a consequence of (23), the same regularity
for ȳ and ϕ̄, and the Lipschitz property of the projection
Proj[α,β](t) = max{α,min{β, t}}. In this paper a local
minimizer is intended in the L2(Γ) sense.

From now on (ū, ȳ, ϕ̄) ∈ Uad × Y 2 will denote a triplet
satisfying (21)-(23). Associated with this triplet we define the
cone of critical directions

Cū={v∈L2(Γ) : v(x)=0 if νū(x)−ȳ(x)ϕ̄(x)6=0
a.e. in Γ and (24) holds},

v(x)

{
≥ 0 if ū(x) = α,
≤ 0 if ū(x) = β.

(24)

We proceed now to the second order optimality conditions.
The proof of the following theorem is standard; see, e.g. [5,
Theorem 2.3].

Theorem 3.7: If ū is a local minimizer of (P), then
J ′′(ū)v2 ≥ 0 ∀v ∈ Cū holds. Conversely, if ū ∈ Uad

satisfies the first order optimality conditions (21)–(23) and
J ′′(ū)v2 > 0 ∀v ∈ Cū \ {0}, then there exist ε > 0 and
δ > 0 such that

J(ū)+
δ

2
‖u−ū‖2L2(Γ) ≤ J(u)∀u ∈ Uad with ‖u−ū‖L2(Γ) ≤ ε.

Definition 3.8: Let us define

Σū = {x ∈ Γ : ū(x) ∈ {α, β} and νū(x)− ȳ(x)ϕ̄(x) = 0}.

We say that the strict complementarity condition is satisfied
at ū if |Σū| = 0, where | · | stands for the (d− 1) dimensional
Lebesgue measure on Γ.

For every τ ≥ 0, we define the subspace

T τū={v∈L2(Γ) : v(x)=0 if |νū(x)−ȳ(x)ϕ̄(x)| > τ}.
Theorem 3.9: Assume that ū satisfies the strict complemen-

tarity condition. Then, the following properties hold:
1- T 0

ū = Cū.
2- If ū satisfies the second order optimality condition
J ′′(ū)v2 > 0 ∀v ∈ Cū \ {0}, then ∃τ > 0 and κ > 0 such
that

J ′′(ū)v2 ≥ κ‖v‖2L2(Γ) ∀v ∈ T
τ
ū . (25)

For the proof the reader is referred to [2, Theorem 3.10].

IV. CONVERGENCE OF THE SEMISMOOTH NEWTON
METHOD

We define F :A−→Ls(Γ) by F (u)=u−Proj[α,β]

(
1
ν yuϕu

)
.

From theorems 2.4 and 3.2 we deduce that F is well defined.
Due to Theorem 3.6, any local minimizer of (P) is a solution
of F (u) = 0. If a local minimizer ū satisfies J ′′(ū)v2 > 0
∀v ∈ Cū\{0}, it is the unique stationary point in Bδ(ū)∩Uad;
see [5, Corollary 2.6]. We are going to apply the semismooth
Newton method sketched in Algorithm 1 to solve this equation.
Here ∂F (u) is a set valued mapping such that F is ∂F

Algorithm 1: Semismooth Newton method.

1 Initialize Choose u0 ∈ A. Set j = 0.
2 for j ≥ 0 do
3 Choose Mj ∈ ∂F (uj) and solve Mjvj = −F (uj).
4 Set uj+1 = uj + vj and j = j + 1.
5 end

semismooth in the sense stated in [15, Chapter 3]. Local
superlinear convergence follows from the semismoothness of
F and the uniform boundedness of the norms of the inverses
of the operators Mj . In order to define ∂F (u) ∀u ∈ A we
introduce some additional functions.

S : A −→ Ls(Γ), S(u) =
1

ν
G(u)Φ(u),

ψ : R −→ R, ψ(t) = Proj[α,β](t),

Ψ : A −→ Ls(Γ), Ψ(u)(x) = ψ(S(u)(x)).



For every u ∈ A we define

∂Ψ(u) =
{
N ∈ L(Ls(Γ), Ls(Γ)) :Nv = hS′(u)v ∀v ∈ Ls(Γ)

and for some measurable function

h : Ω −→ R such that h(x) ∈ ∂ψ(S(u)(x))
}
.

We observe that ψ is a Lipschitz function and by ∂ψ(t) we
denote the subdifferential in Clarke’s sense; see [6, Chapter
2]. Note that

∂ψ(t) =

 {1} if t ∈ (α, β),
{0} if t 6∈ [α, β],
[0, 1] if t ∈ {α, β}.

According to [15, Prop. 2.26], ψ is 1-order ∂ψ-semismooth.
Theorem 4.1: Ψ is ∂Ψ-semismooth in A.

The proof follows that of [2, Theorem 4.3]. Along that proof,
the Lipschitz continuity of S is obtained, which we state as a
lemma.

Lemma 4.2: For all ū ∈ A0, there exists LS > 0 such that

‖S(u1)−S(u2)‖C(Γ) ≤ LS‖u1−u2‖Ls(Γ) ∀u1, u2 ∈ Bεū(ū)

where εū is the one introduced in Theorem 2.4.
Corollary 4.3: The function F : A −→ Ls(Γ) is ∂F -

semismooth in A, where

∂F (u) = {M = I −N : N ∈ ∂Ψ(u)},

and I denotes the identity in Ls(Γ).
We select the operators Mu : Ls(Γ) −→ Ls(Γ) for every

u ∈ A as follows. First, we define the function λ : R −→ R
by

λ(t) =
{ 1 if t ∈ (α, β),

0 otherwise.

It is obvious that λ(t) ∈ ∂ψ(t) for every t ∈ R. We define
Mu : Ls(Γ) −→ Ls(Γ) by Muv = v − hu · S′(u)v, where
hu(x) = λ(S(u)(x)) = λ

(
1
ν yu(x)ϕu(x)

)
. It is immediate that

Mu ∈ ∂F (u). For this selection we have the following result.
Theorem 4.4: Let (ū, ȳ, ϕ̄) ∈ Uad×Y 2 satisfy the first order

optimality conditions (21)–(23), the strict complementarity
condition |Σū| = 0, and the second order sufficient optimality
condition J ′′(ū)v2 > 0 for every v ∈ Cū \ {0}. Then, there
exist δ > 0 and C > 0 such that for every u ∈ Bδ(ū) ⊂ A
the linear operator Mu : Ls(Γ) −→ Ls(Γ) is an isomorphism
and ‖M−1

u ‖ ≤ C holds.
Proof: For any u ∈ A, we define

Au = {x ∈ Γ :
1

ν
yu(x)ϕu(x) 6∈ (α, β)},

Iu = {x ∈ Γ :
1

ν
yu(x)ϕu(x) ∈ (α, β)},

so Muv = v − 1
ν [zu,vϕu + yuηu,v]χIu

. Here χS stands for
the characteristic function of a set S. Mu being obviously
continuous, it is enough to prove that the equation Muv = w
has a unique solution v ∈ Ls(Γ) for every w ∈ Ls(Γ). Clearly,
v = w in Au, and hence, denoting b = w + 1

ν [zu,χAu
wϕu +

yuηu,χAu
w] ∈ Ls(Γ), to compute v we have to solve

χIu
v − 1

ν
[zu,χIu

vϕu + yuηu,χIu
v] = b in Iu. (26)

Using (20), it is obvious that this equation is the optimality
condition of the unconstrained quadratic optimization problem

(Q) min
v∈L2(Iu)

J(v) =
1

2ν
J ′′(u)(χIu

v)2 −
∫
Iu
bv dx.

Here and elsewhere, for every measurable set Σ ⊂ Γ and
v ∈ L1(Σ), χ

Σ
v denotes the extension by 0 to Γ \ Σ. The

continuity of J ′′ established in Theorem 3.2 and (25) imply
the existence of δ0 > 0 such that

J ′′(u)v2 ≥ κ

2
‖v‖2L2(Γ) ∀v ∈ T τū and ∀u ∈ Bδ0(ū).

Setting δ = min{δ0, εū, τ
νLS
}, where εū and LS are in-

troduced in Theorem 2.4 and Lemma 4.2 respectively, we
have that L2(Iu) ⊂ T τū for all u ∈ Bδ(ū); see [2, Theorem
4.5]. Therefore (Q) has a unique solution v ∈ L2(Iu). Since
zu,χIu

v, ηu,χIu
v ∈ Ls(Γ), (26) implies that v ∈ Ls(Iu) and,

consequently, v is the unique solution of the equation Muv =
w in Ls(Γ).

To prove the uniform boundness of M−1
u we proceed in

two steps. First, using the same technique as in [2, Theorem
4.5], we obtain the existence of a constant C2 > 0 such that
‖v‖L2(Γ) ≤ C2‖w‖Ls(Γ). If d = 2 the proof is complete
with C = C2. For d = 3, we use Remark 3.5 and the
previous estimate to obtain ‖zu,χIu

v‖Ls(Γ) +‖ηu,χIu
v‖Ls(Γ) ≤

C3‖v‖L2(Γ) ≤ C3C2‖w‖Ls(Γ) for some C3 > 0. Applying this
and (26), we get ‖v‖Ls(Iu) ≤ ‖b‖Ls(Γ) +C4(‖zu,χIu

v‖Ls(Γ) +

‖ηu,χIu
v‖Ls(Γ)) ≤ C5‖w‖Ls(Γ), and the result follows for

C = max{1, C5}.
Algorithm 2 implements the semismooth Newton method

to solve (P). As a straightforward consequence of [15, Theo-
rem 3.13], Corollary 4.3, and Theorem 4.4 we conclude the
convergence of this algorithm.

Corollary 4.5: Let (ū, ȳ, ϕ̄) ∈ Uad×Y 2 satisfy the first or-
der optimality conditions (21)–(23), the strict complementarity
condition |Σū| = 0, and the second order sufficient optimality
condition J ′′(ū)v2 > 0 for every v ∈ Cū \ {0}. Then, there
exists δ > 0 such that for all u0 ∈ Bδ(ū) the sequence {uj}
generated by Algorithm 2 is contained in the ball Bδ(ū) and
converges superlinearly to ū.
The radius of the basin of attraction δ depends on parameters
related to the continuity properties of the involved functionals
and its derivatives, the second order condition and the neigh-
borhood in Ls(Γ) for which the state equation is meaningful.

V. A NUMERICAL EXAMPLE AND SOME COMPUTATIONAL
CONSIDERATIONS

Consider Ω = (0, 1)3, Ay = −∆y + y, a(x, y) = y3 −
sin(2πx1) sin(πx2) cos(3πx3), g ≡ 0, L(x, y) = 0.5(y −
yd(x))2, with yd(x) = −512

∏3
i=1 xi(1− xi), ν = 0.01, α =

0, and β = 1. We solve a finite element discretization of (P).
Continuous piecewise linear functions are used for the state,
the adjoint state, and the control. The Tichonov regularization
term is discretized using the lumped mass matrix. In this way,
the optimization algorithm for the discrete problem is exactly
the discrete version of Algorithm 2.

The convergence history for u0 = 0 is summarized in tables
I and II for different mesh sizes. The expected superlinear con-
vergence can be seen in the relative errors between consecutive



Algorithm 2: Semismooth Newton method for (P).

1 Initialize. Choose u0 ∈ A. Set j = 0.
2 for j ≥ 0 do
3 Compute yj = G(uj)
4 Compute ϕj = Φ(uj)

5 Set Aj = Aβj ∪ Aαj and Ij = Γ \ Aj , where

Aβj = {x ∈ Γ : yj(x)ϕj(x) ≥ νβ},

Aαj = {x ∈ Γ : yj(x)ϕj(x) ≤ να}

6 Set wj(x) = −F (uj)(x):

wj(x) =

 −uj(x) + β if x ∈ Aβj
−uj(x) + 1

νϕj(x)yj(x) if x ∈ Ij
−uj(x) + α if x ∈ Aαj

7 Compute zj = zuj ,χAj
wj and ηj = ηuj ,χAj

wj

8 Solve the quadratic problem

(Qj) min
v∈L2(Ij)

Jj(v) :=
1

2ν
J ′′(uj)(χIj

v)2

−
∫
Ij

(wj +
1

ν
[zjϕj + yjηj ])v dx

Name vIj its solution.
9 Set uj+1 = uj + χAj

wj + χIj
vIj and j = j + 1.

10 end

iterations, denoted δj . We also remark the mesh-independence
of the convergence history, which is to be expected since we
have obtained our results in the infinite-dimensional setting.

At each iteration we have to solve a nonlinear equation to
compute yj and solve an unconstrained quadratic problem to
compute vIj . We use Newton’s method for the first task and
the conjugate gradient method for the second one. Notice that
Jj(v) = 1

2 (v,Ajv)L2(Ij) − (bj , v)L2(Ij), where bj = χIj
(wj +

1
ν [zjϕj + yjηj ]) and, for any v ∈ L2(Ij),

Ajv = χIj

(
v +

1

ν
[zuj ,χIj

vϕj + ηuj ,χIj
vyj ]

)
;

see eqs. (12) and (19)
We include in the tables the number of Newton iterations

used to solve the nonlinear equation at each iteration. Each of
these requires the factorization of the finite element matrix, and
this number is a good measure of the global complexity of the
method. In contrast, each of the conjugate gradient iterations
used to solve (Qj) requires the solution of two linear systems,
but the matrix has been previously factorized in the last step
of the nonlinear solve.
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