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A B S T R A C T

Landslide-generated tsunamis are a relevant hazard. Their low frequency/high consequences character and the
complex phenomena related to their generation, propagation and interaction with the shore make the proper
modeling of these phenomena a crucial activity to mitigate the related risk. In this article, a new numerical
method for modeling tsunamis generated by granular landslides in OpenFOAM® is presented. The approach
consists in modeling the granular material by using a Coulomb viscoplastic rheology (non-Newtonian rheology)
implemented in the standard solver multiPhaseInterFoam. The proposed approach is simple as it only depends
on few physics-based parameters, thus implying less uncertainties than dense fluid models and more flexibility
and computational efficiency than Euler–Euler approaches. This numerical framework is applied to reproduce
three literature benchmark landslide-tsunami cases: two-dimensional (2D) submerged as well as 2D and three-
dimensional (3D) subaerial. Comparing numerical and experimental results, a good agreement is found for
granular material behavior, while an overall very good (excellent in some cases) agreement is found as far
as fluid behavior and waves characteristics are concerned, testifying that the momentum transfer between
granular and fluid phases is well reproduced by this simple rheological model. Qualitative descriptions of the
numerical results, in terms of landslide behavior, wave generation characteristics, and velocity field during the
generation/propagation process are provided. Moreover, quantitative comparisons between experimental and
numerical results by comparing landslide evolution, free surface elevation time series, and runup time series
are presented and discussed in the article.
1. Introduction

Landslide-generated tsunamis are a relevant source of hazard. As
well known, landslide tsunamis are generally characterized by smaller
length and time scales than those of tsunamis generated by earthquakes
and, when a landslide occurs directly at the water body boundaries,
the effects of the impulsive waves (e.g., runup, inundation, edge waves,
radiated waves, Bellotti and Romano, 2017) can be magnified by the lo-
cal geometry, especially for confined geometries (e.g., bays, reservoirs,
lakes, and fjords, Heller and Ruffini, 2023).

Landslide tsunami risk is dominated by rare but, often, very destruc-
tive events causing numerous casualties and consistent socio-economic
losses. It is worth citing the event which occurred in 1958 at Lituya
Bay (Alaska, Fritz et al., 2009) that caused the largest wave runup
recorded in modern times (524 m) killing 5 people, the Vajont Valley
event (Italy, Panizzo et al., 2005) in 1963, that destroyed 4 villages
causing the loss of nearly 2000 human lives and resulted in severe
socio-economic consequences. Furthermore, it is worth mentioning the
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1929 Grand Banks event (Canada, Zengaffinen et al., 2020) and the
one of 1998 in Papua New Guinea (Synolakis et al., 2002), causing
approximately 2200 fatalities, both triggered by large submarine mass
failures, and, more recently, the tsunami which occurred in 2002 at
Stromboli Island (Italy, Tinti et al., 2005) and the Anak Krakatoa
event (Indonesia, Grilli et al., 2019) in 2018, when a volcano flank
collapse triggered a tsunami that caused several hundreds of casualties.

The low frequency/high consequences character of tsunamis in
general, and landslide-generated tsunamis in particular, induces consid-
erable uncertainty into hazard assessment of such events. Furthermore,
these are highly localized phenomena, both in space and time, and,
unlike cyclones and storm surges, the lack (or the incompleteness) of
historical records hinders in predicting the future level of hazard. Thus,
the proper understanding and modeling of these phenomena is crucial,
also for improving Tsunamis Early Warning Systems (TEWS) (Cecioni
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et al., 2011; De Girolamo et al., 2014) and Probabilistic Tsunamis Haz-
ard Assessment (PTHA) tools (Grilli et al., 2009; Løvholt and Harbitz,
2020).

Due to the complex physical phenomena involved in the tsunami
generation, near-field and far-field wave propagation and interaction
with the coast, landslide tsunamis are investigated by means of phys-
ical, numerical and analytical modeling. As far as physical model
experiments are concerned, different approaches have been pursued in
the last years, considering both rigid (Watts, 1998; Liu et al., 2005; Enet
and Grilli, 2007; Di Risio et al., 2009a,b; Heller and Spinneken, 2013;
Romano et al., 2013, 2016, 2017; Bellotti and Romano, 2017; Heller
and Spinneken, 2015) and deformable/granular (Heller and Hager,
2010; Mohammed and Fritz, 2012; Viroulet et al., 2014; Lindstrøm,
2016; McFall and Fritz, 2016; Zitti et al., 2016; Grilli et al., 2017;
Miller et al., 2017; Takabatake et al., 2022) landslides in 2D and 3D
configurations.

Similarly, as far as numerical models are considered, several ap-
proaches are available, based on Eulerian and Lagrangian frameworks
with three grid types (structured, unstructured, and meshless) used for
modeling landslide tsunamis, employing either depth-averaged models,
using Nonlinear Shallow Water or Boussinesq Equations, and Navier–
Stokes models, considering both 2D and 3D configurations (e.g., Watts
et al., 2003; Lynett and Liu, 2005; Liu et al., 2005; Løvholt et al., 2005;
Bellotti et al., 2008; Cecioni et al., 2011; Yavari-Ramshe and Ataie-
Ashtiani, 2016; Grilli et al., 2017; Whittaker et al., 2017; Si et al., 2018;
Kim et al., 2019b; Ruffini et al., 2019; Grilli et al., 2019; Heidarzadeh
et al., 2020).

Recently, significant efforts have been spent in developing modeling
techniques of landslide tsunamis by using computational fluid dynamics
(CFD) methods. In fact, these methods can be very useful to model in
detail the complex phenomena that take place during the generation
and near-field propagation/interaction with the coast phases. Similarly
to physical model tests, in CFD numerical methods different approaches
have been pursued to simulate landslide-generated tsunamis, modeling
the landslide body as a rigid impermeable model (e.g., Montagna et al.,
2011; Heller et al., 2016; Whittaker et al., 2017; Kim et al., 2019a;
Chen et al., 2020; Romano et al., 2020) or as a deformable/granular
material (Løvholt et al., 2005; Abadie et al., 2010; Ma et al., 2015; Shi
et al., 2016; Kim et al., 2019b; Si et al., 2018; Clous and Abadie, 2019;
Mulligan et al., 2020; Franci et al., 2020; Paris et al., 2021; Rauter
et al., 2021, 2022; Lee and Huang, 2022; Guan and Shi, 2023), allowing
also to successfully replicate/simulate complex case studies (La Palma,
Canary Island, Abadie et al., 2012, 2019), Anak Krakatau (Indonesia,
Grilli et al., 2019; Paris et al., 2020), and Lake Askja (Iceland, Rauter
et al., 2022).

In the recent years, the open-source OpenFOAM® framework has
become popular among the CFD tools due to its high level of accuracy,
flexibility, and customizability. In fact, focusing on the numerical mod-
eling of tsunamis generated by deformable/granular landslides, this
framework has been recently used to successfully simulate these com-
plex phenomena (e.g., Si et al., 2018; Rauter et al., 2021; Paris et al.,
2021; Rauter et al., 2022). In order to simulate the behavior of granular
materials in OpenFOAM®, roughly two families of approaches can
be identified, namely: (I) dense fluid approaches and (II) Euler–Euler
approaches. In the first methods, a single set of mass and momentum
conservation equations is solved for both the granular and the fluid
phase, and the granular material is modeled as a fluid characterized
by its own density and viscosity (e.g., Paris et al., 2021; Rauter et al.,
2021), also taking advantage of Newtonian and non-Newtonian (in
which shear stress is not directly proportional to deformation rate)
continuum rheologies originating from hydromechanics and soil me-
chanics. While, in the latter methods, different mass and momentum
conservation equations are solved and coupled for both granular and
fluid phases (e.g., Si et al., 2018; Rauter et al., 2022). Both approaches
have advantages and disadvantages. On the one hand, dense fluid
2

models are computationally efficient, nevertheless, to determine the
viscosity value might be problematic, as clearly demonstrated by Paris
et al. (2021). On the other hand, Euler–Euler approaches are more
accurate, nevertheless, they are characterized by higher computational
demand and potentially by higher uncertainty, related to the larger
number of physical parameters and equations needed.

The modeling of granular material behavior in general, and the
modeling of the interaction and momentum transfer between granular
and fluid phases in particular, is still a challenging topic in research.
In fact, depending on the flow configuration, granular material defor-
mation may behave as an elastic, plastic, or viscous material, or the
combination of them (Ancey, 2007; Domnik and Pudasaini, 2012). As
pointed out by Ancey (2007), determining the rheological behavior of
geophysical materials remains difficult because they encompass coarse,
irregular particles over a very wide range of size. Consequently, the
true nature of plastic behavior for geophysical flows is still vigorously
debated. Several materials, including granular materials, may be mod-
eled as viscoplastic fluids. These fluids (e.g., Bingham fluids) typically
behave as single-phase fluids on the macroscopic scale and exhibit a
viscous behavior after yielding.

In this article, a new numerical approach to model tsunamis gener-
ated by granular landslides in OpenFOAM® is presented. The numer-
ical approach consists in modeling the granular material by using a
Coulomb viscoplastic non-Newtonian rheological model (Domnik and
Pudasaini, 2012; von Boetticher et al., 2016), which includes some ba-
sic features and observed phenomena in dense granular flows (Domnik
and Pudasaini, 2012), implemented in the standard solver multiPha-
seInterFoam. The advantage of this approach lies in its simplicity,
flexibility and computational efficiency. In fact, it only depends on
few physics-based parameters (e.g., internal friction angle and density),
thus implying less uncertainties in determining the viscosity value than
dense fluid models (Paris et al., 2021). Furthermore, it is more flexible
and computationally efficient than Euler–Euler approaches, although
the modeling of the landslide dynamics could be less accurate (Lee
and Huang, 2022; Rauter et al., 2022), as some physical phenomena
(e.g., mixing and permeation among phases) are not well reproduced
and/or neglected. Nevertheless, the flexibility and computational ef-
ficiency favor the simulation of complex 3D cases, not addressed in
previous studies using a similar numerical framework (Rauter et al.,
2021; Paris et al., 2021), in which runup features and wave trapping
are relevant aspects. This numerical framework is applied to repro-
duce three benchmark cases, aiming at exploring a wide range of
initial/triggering conditions and configurations for landslide-generated
tsunamis, identified by the tsunamis experts community (http://www1.
udel.edu/kirby/landslide/problems.html Kirby et al., 2022), namely:
a 2D submerged landslide case of Grilli et al. (2017), a 2D subaerial
landslide case of Viroulet et al. (2014), and a 3D subaerial (accelerated)
landslide case of Mohammed and Fritz (2012), respectively. Thus,
the aim of the present article is to present the numerical approach
and to test it under a wide range of geometrical configurations (2D
and 3D) and landslide initial conditions (submerged, subaerial, and
accelerated).

This article is structured as follows. After the introduction, the
description of the numerical model framework (i.e., OpenFOAM®) and
the rheological model used to simulate the granular landslides is pro-
vided. Then, a brief description of the experimental benchmark cases
of landslide-generated tsunamis is given together with the numerical
setup used to reproduce numerically those experiments. A results and
discussion section follows. Finally, a concluding remarks section closes
the article.

2. Numerical model

The numerical modeling of tsunamis generated by deformable land-
slides, described in this article, has been developed on the OpenFOAM®
framework (Jasak, 1996). IHFOAM (Higuera et al., 2013a,b), based

®
on interFoam of OpenFOAM , includes wave boundary conditions for
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coastal and offshore engineering applications and are used to solve the
3D Reynolds-Averaged Navier–Stokes equations (RANS) for two phase
flows. RANS equations are solved coupled to the Volume of Fluid (VOF)
equation. The base equations as well as a description of the proposed
method are presented in this Section 2.

2.1. Governing equations

The RANS equations, used to model the flow, are based on the
Reynolds decomposition, that identifies an average and a fluctuating
component (i.e. velocity and pressure fields for incompressible mod-
els). These equations are represented by the mass and momentum
conservation equations, coupled to the VOF equation as follows:
𝜕𝑢𝑖
𝜕𝑥𝑖

= 0, (1)

𝜕𝜌𝑢𝑖
𝜕𝑡

+ 𝑢𝑗
𝜕𝜌𝑢𝑖
𝜕𝑥𝑗

= −𝑔𝑗𝑥𝑗
𝜕𝜌
𝜕𝑥𝑖

−
𝜕𝑝∗

𝜕𝑥𝑖
− 𝑓𝜎𝑖 −

𝜕
𝜕𝑥𝑗

𝜇eff
( 𝜕𝜌𝑢𝑖
𝜕𝑥𝑗

+
𝜕𝜌𝑢𝑗
𝜕𝑥𝑖

)

, (2)

𝜕𝛼
𝜕𝑡

+
𝜕𝑢𝑖𝛼
𝜕𝑥𝑖

+
𝜕𝑢𝑐𝑖𝛼(1 − 𝛼)

𝜕𝑥𝑖
= 0, (3)

here subscript 𝑖 = 1, 2, 3, as well as 𝑗, represent the three coordinate
irections, obeying the Einstein summation convention, 𝑢𝑖 (m/s) are
he ensemble averaged components of the velocity, 𝑥𝑖 (m) the Cartesian
oordinates, 𝑔𝑗 (m/s2) the components of the gravitational acceleration,
(kg/m3) the density of the fluid, 𝑝∗ the ensemble averaged pressure

n excess of hydrostatic, defined as 𝑝∗ = 𝑝 − 𝜌𝑔𝑗𝑥𝑗 (Pa), being 𝑝 the
otal pressure, 𝛼 (-) the volume fraction (VOF indicator function) which
s assumed to be 1 for the water phase and 0 for the air phase, 𝑓𝜎𝑖
N/m3) the surface tension, defined as 𝑓𝜎𝑖 = 𝜎𝜅 𝜕𝛼

𝜕𝑥𝑖
, where 𝜎 (N/m) is

the surface tension constant and 𝜅 (1/m) the curvature (Brackbill et al.,
1992). 𝜇eff (Pa ⋅ s ) is the effective dynamic viscosity that is defined as
𝜇eff = 𝜇+𝜌𝜈𝑡 and takes into account the dynamic molecular (𝜇) and the
turbulent viscosity effects (𝜌𝜈𝑡); 𝜈𝑡 (m2/s) is the eddy viscosity, which
is provided by the turbulence closure model. Finally, the compression

velocity 𝑢𝑐𝑖 (m/s) is calculated as 𝑢𝑐𝑖 = min[𝑐𝛼|𝑢𝑖|,max(|𝑢𝑖|)]
𝜕𝛼
𝜕𝑥𝑖

|

𝜕𝛼
𝜕𝑥𝑖

|

, where

he compression coefficient 𝑐𝛼 (-) is assumed to be 1 (Weller, 2008;
arschall et al., 2012).

Finally, it should be mentioned that the solver supports several
urbulence models (e.g. two equation models, 𝑘 − 𝜀, 𝑘 − 𝜔 and 𝑘 − 𝜔 −
𝑆𝑆𝑇 ). In this study, the 𝑘−𝜔−𝑆𝑆𝑇 (Shear Stress Transport) turbulence
model, designed to yield the best behavior of the 𝑘−𝜀 and 𝑘−𝜔 models,
with the enhancement from Larsen and Fuhrman (2018) to deal with
the overproduction of turbulence levels, has been used.

2.2. Non-Newtonian Coulomb viscoplastic rheology

To simulate the behavior of the granular material (i.e., the de-
formable landslide) and to simulate the interaction between land-
slides (both submerged and subaerial) and water bodies inducing the
generation, propagation and interaction with the coast of lanslide-
generated tsunamis, a Coulomb viscoplastic non-Newtonian rheological
model (Domnik and Pudasaini, 2012) has been implemented in the
OpenFOAM® framework in the standard solver multiPhaseInterFoam.
It is important to highlight that this rheology has been originally
implemented and validated in OpenFOAM® by von Boetticher et al.
(2016) in the solver interMixingFoam to study debris flows occurring in
ir (i.e., no interaction between debris flow and clear water bodies).

Here a brief description, based on the work of von Boetticher et al.
2016), of the rheology model, is provided. The reader is referred
o Domnik and Pudasaini (2012) and von Boetticher et al. (2016) for
urther details related to theoretical aspects.

As stated by Domnik and Pudasaini (2012), flows of granular mate-
ial could be modeled as viscoplastic fluids, where the granular Cauchy
tress tensor 𝐓𝑠 can be written as

= −𝑝𝐈 + 2𝜇 𝐃, (4)
3

𝑠 𝑠
here 𝑝𝐈 is the pressure times the identity matrix and 𝜇𝑠 is the cor-
responding dynamic viscosity, which was modeled by Domnik and
Pudasaini (2012) as

𝜇𝑠 = 𝜇𝑚𝑖𝑛 +
𝜏0𝑠
‖𝐃‖

(

1 − exp−𝑚𝑦‖𝐃‖
)

, (5)

where 𝜇𝑚𝑖𝑛 is a minimal dynamic viscosity, 𝜏0𝑠 is a yield stress, and ‖𝐃‖
is the norm of the strain-rate tensor defined by Domnik and Pudasaini
(2012) as

‖𝐃‖ =
√

2tr(𝐃2), (6)

while 𝑚𝑦 is a numerical parameter with units of seconds. Consis-
tently with von Boetticher et al. (2016), 𝑚𝑦 is kept constant in this
article. Domnik et al. (2013) derived the yield stress as a pressure-
dependent Coulomb friction, 𝑝 sin (𝛿), being 𝛿 the internal friction angle
of the granular material. Therefore, Eq. (5) can be written as

𝜇𝑠 = 𝜇𝑚𝑖𝑛 +
𝑝 sin (𝛿)
‖𝐃‖

(

1 − exp−𝑚𝑦‖𝐃‖
)

. (7)

Therefore, this Coulomb viscoplastic rheology model is used to
simulate the granular material (i.e., the landslide). As stated by von
Boetticher et al. (2016), the pressure- and shear-dependent viscosity
is calculated in every cell with the corresponding local pressure 𝑝 and
strain-rate tensor 𝐃 derived from the phase-averaged flow field. Thus,
if the granular phase is considered, 𝜇eff = 𝜇𝑠 in Eq. (2).

In this work, this rheological model has been added to the standard
OpenFOAM viscosity library and linked to the standard OpenFOAM
solver multiPhaseInterFoam, to simulate an immiscible sliding granu-
lar flow interaction with water, with an additional unmixed phase
representing the air.

3. Description of the benchmark experiments and numerical setup

To test the capability of the numerical approach to reproduce
tsunamis induced by granular (i.e., deformable) landslides a set of three
experimental benchmark cases from the literature has been numeri-
cally reproduced. They have been selected with the aim of exploring
a wide range of initial/triggering conditions and configurations for
landslide-generated tsunamis. In fact, different initial landslide posi-
tions, spanning from submerged to subaerial landslides, and velocities,
spanning from resting to accelerated landslides, have been chosen thus
investigating and stressing the capability of the numerical model to
reproduce different landslide conditions.

With this in mind, the three selected benchmarck cases are: (I) a 2D
case of waves generated by submerged deformable landslides of Grilli
et al. (2017); (II) a 2D case of waves generated by subaerial deformable
landslides of Viroulet et al. (2014); (III) a 3D case of waves generated
by a subaerial (accelerated) deformable landslide of Mohammed and
Fritz (2012).

In the following a brief description of each experimental bench-
mark is provided, together with the description of the numerical
setup/implementation. The readers are referred to the mentioned works
for further details on the experimental conditions.

3.1. Grilli et al. (2017) : 2𝐷 submerged landslide

These laboratory experiments of tsunamis generated by underwater
deformable landslides have been performed at the Ecole Centrale de
Marseille (IRPHE, Marseille, France). The experimental setup was made
up of a wave flume of length 𝑙 = 6.27 m and width 𝑤 = 0.25 m and a
slope (slope angle 𝜃 = 35◦) was placed at one edge of the flume. The
granular landslides are modeled by a volume of glass beads (density
𝜌𝑏 = 2500 kg/m3). In each experiment, a mass of beads was submerged
in fresh water (density 𝜌𝑤 = 1000 kg/m3), in a reservoir of triangular
shape located on the slope, fronted by a sluice gate.

The experiments consisted in instantaneously withdrawing the gate,

thus the beads were released along the slope, generating the impulsive
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Fig. 1. Sketches and pictures of the experimental benchmarks. Upper panels: submerged 2D landslide case (Grilli et al., 2017). Middle panels: subaerial 2D landslide case (Viroulet
et al., 2014). Lower panels: subaerial 3D landslide case (Mohammed and Fritz, 2012). Note: pictures are adapted from Grilli et al. (2017), Viroulet et al. (2014), and Mohammed
and Fritz (2012), respectively.
,

waves. During the experiments the water depth (ℎ = 0.320–0.370 m),
beads diameter (𝑑𝑏 = 4 and 10 mm) and dry mass (𝑀𝑏 = 1.5–2.5 kg)
have been varied. Each experiment was recorded using a high-speed
video camera placed on the side of the tank to trak the underwater
motion of the beads. Furthermore, time series of free surface elevations
were measured at four wave gages WG1–WG4 placed along the flume.
Pictures of the experiments are shown in the panel a) of Fig. 1.

In this work, test 17 (described in http://www1.udel.edu/kirby/
landslide/problems.html), has been numerically reproduced (ℎ = 0.33 m
𝑑𝑏 = 4 mm, 𝑀𝑏 = 2.0 kg). A 2D numerical wave flume with a length
𝑙 = 6.27 m, a width 𝑤 = 0.02 m and a total height ℎ𝑓 = 0.50 m has
been created. A general mesh with a spatial resolution of 𝛥𝑥, 𝛥𝑧 =
0.005 m has been adopted in the numerical domain, while an extra
refinement with spatial resolution 𝛥𝑥, 𝛥𝑧 = 0.0025 m has been applied
around the free surface, along the slope and at the toe of the slope
(i.e., runout region). The numerical wave flume, and an example of the
computational mesh, are reported in the panel a) of Fig. 2. As for the
rheological model of the granular material, the following parameters
values have been used: bulk density 𝜌𝑏 = 1951 kg/m3, internal friction
angle 𝛿 = 34.0◦, and minimal dynamic viscosity 𝜇𝑚𝑖𝑛 = 1e − 6 m2/s.
Impermeable surface boundary conditions have been applied at the
slope surface, at the bottom and at the wall of the wave flume.

The simulations were performed using a computer desktop with the
following characteristics: Intel® Core™ i7-7700K CPU 4.20 GHz CPU
unit, 32 GB RAM. To simulate 5 s using 1 processor (the mesh has
0.19M cells), a total time of approximately 10 h were needed.

3.2. Viroulet et al. (2014) : 2𝐷 subaerial landslide

These laboratory experiments of tsunami generated by subaerial
deformable landslides have been performed at the Ecole Centrale de
Marseille (IRPHE, Marseille, France). The experimental setup is made
up of a wave flume of length 𝑙 = 2.20 m and width 𝑤 = 0.20 m
and a slope (𝜃 = 35◦−60◦) was placed at one edge of the flume.
The granular landslides were modeled with a volume of glass beads
(density 𝜌𝑏 = 2500 kg/m3) initially contained in a triangular cavity,
placed above the still water level (ℎ = 0.148 m) and fronted by a
4

sluice gate. In each experiment, a mass of beads was submerged in fresh
water (𝜌𝑤 = 1000 kg/m3), in a reservoir of triangular shape located on
the slope. The experiments consisted in instantaneously withdrawing
the gate, thus the beads were released along the slope, generating the
impulsive waves. Time series of free surface elevations were measured
at four wave gages WG1–WG4 placed along the flume. Pictures of the
experiments are shown in the panel b) of Fig. 1.

In this work, the test with 𝜃 = 45◦, ℎ = 0.148 m and 𝑑𝑏 = 1.5 mm,
described in http://www1.udel.edu/kirby/landslide/problems.html, has
been numerically reproduced. A 2D numerical wave flume with a
length 𝑙 = 2.20 m, a width 𝑤 = 0.02 m and a total height ℎ𝑓 = 0.45 m
has been created. A general mesh with a spatial resolution of 𝛥𝑥, 𝛥𝑧 =
0.005 m has been adopted in the numerical domain, while an extra
refinement with spatial resolution 𝛥𝑥, 𝛥𝑧 = 0.0025 m has been applied
around the free surface, along the slope and at the toe of the slope
(i.e., runout region). The numerical wave flume and an example of
the computational mesh are reported in panel b) of Fig. 2. As for the
rheological model of the granular material, the following parameters
values have been used: 𝜌𝑏 = 1585 kg/m3, 𝛿 = 23.0◦ and 𝜇𝑚𝑖𝑛 = 1e − 6
m2/s. Impermeable surface boundary conditions have been applied at
the slope surface, at the bottom and at the wall of the wave flume.

The simulations were performed using a computer desktop with the
following characteristics: Intel® Core™ i7-7700K CPU 4.20 GHz CPU
unit, 32 GB RAM. To simulate 3 s using 1 processor (the mesh has 0.1M
cells), a total time of approximately 3.5 h were needed.

3.3. Mohammed and Fritz (2012) : 3𝐷 subaerial landslide

These laboratory experiments of tsunami generated by subaerial
deformable landslides have been performed in the tsunami wave basin
(TWB) of the Network for Earthquake Engineering Simulation (NEES)
at Oregon State University (Corvallis, Oregon, USA). The experimental
setup was made up of a wave basin of length 𝑙 = 48.80 m and width
𝑤 = 26.50 m, with varying still water depths. A hillslope (𝜃 = 27.1◦)
was placed at the left hand side of the basin. A 9.3 m long steel plate
was used as sliding surface. The granular landslides were modeled by
a volume of naturally rounded river gravel (particle size in the range

http://www1.udel.edu/kirby/landslide/problems.html
http://www1.udel.edu/kirby/landslide/problems.html
http://www1.udel.edu/kirby/landslide/problems.html
http://www1.udel.edu/kirby/landslide/problems.html
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Fig. 2. Numerical setups, with zoom on the extra mesh refinement zones and initial positions of the landslides, used for the submerged 2D landslide case of Grilli et al. (2017)
(panel a)) and for the subaerial 2D landslide case of Viroulet et al. (2014) (panel b)).
𝑑𝑔 = 6.35–19.05 mm, 𝑑50 = 13.7 mm and 𝜌𝑏 = 2600 kg/m3) initially
contained into a box (2.1 m × 1.2 m × 0.3 m), placed on the sliding
surface, that can be accelerated by a pneumatic pistons system.

The experiments consisted in accelerating the box containing the
landslide, thus the slide velocity corresponding to the box velocity. The
landslide was released as the box reaches the maximum velocity. Then,
the deformable granular landslide collapsed down the hillslope while
the box was decelerated and slid down simulating a gravity driven
granular landslide. During the experiments, the water depth (ℎ = 0.3,
0.6, 0.9 and 1.2 m) and pressure in the pneumatic pistons (𝑃 = 145,
116, 87 and 58 psi), corresponding to different landslide velocities,
have been varied. Pictures of the experiments are shown in the panel
c) of Fig. 1.

In this work, the test with ℎ = 0.6 m and 𝑃 = 58 psi, described
in http://www1.udel.edu/kirby/landslide/problems.html, has been nu-
merically reproduced. A 3D numerical wave tank with a length 𝑙 =
30.00 m, a width 𝑤 = 13.27 m and a total height ℎ𝑓 = 3.50 m has been
created. A general mesh with a spatial resolution of 𝛥𝑥, 𝛥𝑦, 𝛥𝑧 = 0.07 m
has been adopted in the numerical domain, while an extra refinement
with spatial resolution 𝛥𝑥, 𝛥𝑦, 𝛥𝑧 = 0.0175 m has been applied around
the free surface, along the slope (only around the landslide path) and
at the toe of the slope (i.e., runout region). The numerical wave tank
and an example of the computational mesh are reported in the panels
a) and b) of Fig. 3. For the rheological model of the granular material
𝜌𝑏 = 1760 kg/m3, 𝛿 = 41.0◦, and 𝜇𝑚𝑖𝑛 = 1e − 6 m2/s have been used.

In contrast to the 2D tests, both the length and width of the
numerical wave tank are smaller than those of the experimental one in
order to save computational time. As for the length, a shorter value has
been used to save computational time. In fact, since the focus of a CFD
approach is on the near-field, it is not useful to model the whole length
of the wave tank. Therefore, to avoid that spurious reflected waves
contaminate the wave field, an absorbing boundary contidion (see
Higuera et al., 2013a) has been applied at the east boundary of the
numerical domain to allow the wave freely exiting from the domain
5

along the 𝑥 direction. As for the width, a symmetry plane, parallel
to the centerline of the box containing the granular material, has
been applied (see panel b) of Fig. 3). On the other boundaries of the
numerical domain (i.e., slope surface, bottom and walls of the wave
tank) impermeable surface boundary conditions have been applied.

Another difference, if compared with the physical model experi-
ments, is related to the landslide initial or release conditions. In fact,
as previously described, the experimental granular material is initially
contained into a box, which is accelerated up to a certain velocity
and then released. On the other hand, in the numerical simulations
the acceleration phase of numerical granular material has not been
modeled. Instead, the numerical simulations start at the same time
instant at which the release of the experimental landslide occurs. Thus,
in the numerical simulations, the granular material is released at an
abscissa 𝑋∗

𝑠 (measured along the slope), having an initial velocity 𝑣∗𝑓
which are identical to the ones of the experimental box, considered
at the release time instant (see panels c) and d) of Fig. 3). Moreover,
the initial landslide shape of the numerical landslisde is the same as
of the box, while in the physical model experiments the acceleration
phase could have slightly modified the initial shape of the granular
material. Obviously, these differences in the initial conditions could
have an influence in the numerical results, as discussed in detail in
Section 4.

The simulations were performed using a HPC supercomputing clus-
ter with 1276 cores, 29,53 TFlops, 5TB RAM and 130TB Storage 29.53
Tflops, 80 Compute nodes iDataPlex dx360 M4 Server (64 GB RAM, 2
* Intel® Xeon® CPU E5-2670 @ 2.60 GHz, IB FDR). Runs have been
parallelized using 128 processor units (the mesh has 28.9M cells). To
simulate 10 s, a total of approximately 9 days were needed.

3.4. Mesh optimization

For each benchmark case, a convergence analysis of the computa-
tional mesh has been carried out to tune the optimum value of the

http://www1.udel.edu/kirby/landslide/problems.html
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Fig. 3. Numerical setup, with zoom on the extra mesh refinement zones (panel a)) and initial position (panel b) and velocity (panels c), d)) of the landslide, used for the subaerial
3D landslide case of Mohammed and Fritz (2012).
Table 1
Mesh convergence analysis results for the three benchmarks. Note: NMSE𝑐𝑊 𝐺 is calculated at the closest WG: WG1 for Grilli
et al. (2017), WG1 for Viroulet et al. (2014) and WG12 for Mohammed and Fritz (2012), respectively. Values in brackets (⋅)
are calculated neglecting the trailing waves.

Mesh 𝛥𝑥, 𝛥𝑦, 𝛥𝑧 𝛥𝑥, 𝛥𝑦, 𝛥𝑧 Number NMSE𝑐𝑊 𝐺
Name General (m) Refinement (m) of cells

M1 0.0063 0.0032 0.12 M 0.334 (0.103)
Grilli et al. (2017) M2 0.0050 0.0025 0.19 M 0.301 (0.075)

M3 0.0038 0.0019 0.34 M 0.272 (0.051)

M1 0.0063 0.0032 0.05 M 0.121
Viroulet et al. (2014) M2 0.0050 0.0025 0.08 M 0.089

M3 0.0038 0.0019 0.14 M 0.069

M1 0.0900 0.0225 15.1 M 0.15
Mohammed and Fritz (2012) M2 0.0700 0.0175 28.7 M 0.097

M3 0.0500 0.0125 45.3 M 0.091
mesh size to be used for the simulations. To this end, three meshes
(M1, M2 and M3) with increasing spatial resolution have been tested
for each benchmark (see Table 1). In order to select the mesh to be
used, the quantitative parameter NMSE𝑐𝑊 𝐺 (Normalized Mean Squared
Error between numerical and experimental signals, evaluated at the
closest wave gauge to the landslide initial position) has been calculated.
For each benchmark, the mesh M2 has been selected to be used for
the following simulations, as it guarantees the best trade-off between
accuracy and computational efficiency (particularly important for the
3D case).

4. Results and discussion

In this section, numerical results are analyzed, compared with the
experimental ones and in-depth discussed. Firstly, a qualitative descrip-
tion of the numerical results, aiming at describing the physical process
of the tsunami generation induced by the granular material, is given.
Landslide behavior, waves characteristics, velocity field and free sur-
face elevation pattern during the generation/propagation process are
qualitatively presented and discussed for the three benchmark cases.
Secondly, a quantitative comparison between experimental and numer-
ical results, including a sensitivity analysis on the input parameters, is
provided. The comparison is performed looking at three characteristics,
namely: (I) landslide evolution, (II) free surface elevation time series,
and (III) runup time series (for the 3D case only).

Fig. 4 shows six selected snapshots (𝑡 = 0.15, 0.21, 0.31, 0.41, 0.51,
0.71 s from panel a) to f), respectively) that depict the evolution in
6

time of the interaction between the granular landslide and the water
body for the submerged 2D case (Grilli et al., 2017). The velocity
magnitude pattern, both for landslide and water, is represented in each
panel by using color maps and streamlines, respectively. Furthermore,
thin black lines identify the shape of the free surface elevations, while
the gray filled areas represent the slope. Fig. 4 shows that the model
is able to provide, at least from a qualitative point of view, a good
reproduction of the physics. After the landslide starts to deform, sliding
along the slope, a wave trough is generated above the initial position
of the landslide. Then, while the landslide slides down, a wave crest is
generated by the piston-like mechanisms and a rundown can be seen
on the shore. The waves propagate away from the generation area,
nevertheless, it appears, after the first time instants, that the granular
material tends to be quite viscous and the sliding along the slope is
slowed down, although this aspect is not evident from these snapshots.
This is further discussed later.

A similar process is presented in Fig. 5, where six selected snapshots
(𝑡 = 0.11, 0.19, 0.29, 0.39, 0.49, 2.50 s from panel a) to f), respectively)
show the evolution in time of the interaction between the granular
landslide and the water body for the subaerial 2D case (Viroulet et al.,
2014). In this figure, the same nomenclature as for Fig. 4 is used.
After the landslide triggering, the granular material starts to deform,
sliding along the slope, hits the water surface and enters the water,
generating a wave crest, following the typical piston-like mechanism.
Then, the generated waves propagate away from the generation are and
the landslide reaches the bottom of the flume, arresting its motion.

Figs. 6 and 7 refer to the numerical results of the subaerial 3D
case (Mohammed and Fritz, 2012). Fig. 6 is divided into two parts. The
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Fig. 4. Snapshots of the evolution in time (𝑡 = 0.15, 0.21, 0.31, 0.41, 0.51, 0.71 s from panel a) to f), respectively) of the interaction between the granular landslide and the
water body for the submerged 2D case (Grilli et al., 2017). Note: the velocity magnitude pattern, both for landslide and water, is represented by using color maps and streamlines,
respectively. The thin black lines identify the free surface elevations, while the gray filled areas represent the slope.
Fig. 5. Snapshots of the evolution in time (𝑡 = 0.11, 0.19, 0.29, 0.39, 0.49, 2.50 s from panel a) to f), respectively) of the interaction between the granular landslide and the water
body for the subaerial 2D case (Viroulet et al., 2014). Note: the velocity magnitude pattern, both for landslide and water, is represented by using color maps and streamlines,
respectively. The thin black lines identify the free surface elevations, while the gray filled areas represent the slope.
first and second columns show eight selected snapshots (𝑡 = 0.50, 1.00,
1.50, 2.00, 2.50, 3.00, 5.50, 12.23 s from panel a1) to h1), respectively)
that depict the evolution in time of the interaction between the granular
landslide and the water body along a cross section placed in the
centerline of the landslide (i.e., on the numerical symmetry plane). The
velocity magnitude pattern, both for landslide and water, is represented
7

by using color maps. The third and fourth columns of Fig. 6 show
the evolution in time of the interaction between the granular landslide
(velocity magnitude pattern and evolution in space) and the water body
at the same selected time instants previously reported (from panel a2)
to h2), respectively) from a different perspective, showing also the free
surface elevation pattern (gray scale).
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Fig. 6. Snapshots of the evolution in time (𝑡 = 0.50, 1.00, 1.50, 2.00, 2.50, 3.00, 5.50, 12.23 s) of the interaction between the granular landslide and the water body for the
subaerial 3D case (Mohammed and Fritz, 2012) from different perspectives. Note: the velocity magnitude pattern, both for landslide and water, is represented by using color maps.
Fig. 7. Snapshots of the evolution in time (𝑡 = 0.50, 1.00, 1.50, 2.00, 2.50, 3.00, 5.50, 12.23 s) of the interaction between the granular landslide and the water body for the
subaerial 3D case (Mohammed and Fritz, 2012) from different perspectives. Note: the free surface elevation pattern is represented by using color maps.
Based on Fig. 6 it is interesting to interpret the behavior of the
model in reproducing the complex physical phenomena related to
landslide-tsunamis generation physics. The landslide material sliding
along the slope, hits the water surface and enters the water, generating
a wave crest, following the typical piston-like mechanism. Then, the
generated waves propagate away from the generation are and the land-
slide reaches the bottom of the flume, arresting its motion. Obviously,
since this is a 3D case the landslide suffers also a lateral expansion and
deformation.

Fig. 7 is, consistently, divided into two parts. The first and second
columns show eight selected snapshots (𝑡 = 0.50, 1.00, 1.50, 2.00, 2.50,
3.00, 5.50, 12.23 s from panel a1) to h1), respectively) that depict a
plan view of the evolution in time of the free surface elevation pattern
(color scale), while the third and fourth columns (from panel a2) to h2),
respectively) show, from a different perspective, the detail of the runup
pattern close to the landslide impact area and along the shoreline. Fig. 7
confirms, from another point of view, the same physical considerations
8

discussed in Fig. 6. It is worth noticing that this perspective magnifies
the view of the runup pattern, typically dominated by the edge waves
activity (Bellotti and Romano, 2017).

4.1. Landslide evolution

4.1.1. 2𝐷 Submerged landslide
Fig. 8 presents the comparison between the experimental and nu-

merical landslide evolution along the slope (i.e., in space) at six selected
time instants (𝑡 = 0.00, 0.02, 0.17, 0.32, 0.47, 0.62 s). In the figure,
thin dashed blue lines refer to the undisturbed still water level, thick
red lines refer to the numerical landslide evolution and black lines with
dot markers refer to the experimental landslide evolution.

Fig. 8 shows that in the first time instants after the landslide release,
the numerical and experimental results present a good agreement, both
in shape and in timing. In fact, the numerical landslide front and
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Fig. 8. Comparison between the experimental and numerical landslide evolution along the slope at six selected time instants (𝑡 = 0.00, 0.02, 0.17, 0.32, 0.47, 0.62 s) for the 2D
submerged case of Grilli et al. (2017). Note: thin dashed blue lines refer to the undisturbed still water levels, thick red lines refer to the numerical landslide evolution and black
lines with dot markers refer to the experimental landslide evolution.
thickness well resemble the experimental data. Nevertheless, starting
from 𝑡 = 0.32 s, the numerical results differ from the experimental
results. It appears that the numerical landslide is slower than the ex-
perimental one, as reported also in previous works dealing with similar
modeling approaches (e.g., Clous and Abadie, 2019; Paris et al., 2021).
Therefore, for increasing time the difference between experimental
and numerical landslide increases, resulting a very different runout
pattern. Although the landslide evolution in the last part of its pattern
is not well reproduced, this aspect will not necessarily reflect in a poor
reproduction of the impulsive waves. In fact, it is well documented
in the scientific literature that for submerged landslides most of the
energy transfer between landslide and waves takes place at the very
beginning of the landslide motion (Grilli et al., 2009; Clous and Abadie,
2019; Romano et al., 2020). This aspect is better discussed in the next
sections, when numerical and experimental free surface elevation time
series are compared.

4.1.2. 2𝐷 subaerial landslide
Fig. 9 presents the comparison between the experimental and nu-

merical landslide evolution along the slope (i.e., in space) at six selected
time instants (𝑡 = 0.00, 0.10, 0.20, 0.30, 0.40, 0.50 s). In the figure, thin
dashed blue lines refer to the undisturbed still water levels, thick red
lines refer to the numerical landslide evolution and black lines with dot
markers refer to the experimental landslide evolution.

Fig. 9 shows that an overall very good agreement between experi-
mental and numerical results can be seen for every time instant, both
in shape and in timing. In fact, the numerical landslide front evolution
is very similar, in time, to the experimental one throughout the whole
process, while the numerical landslide shape slightly differ from the
experimental one when the landslide approaches the flume bottom.
Indeed, it can be noticed the lack of humps in the numerical landslide.
This aspect is reasonable considering the numerical approach is based
on a multiphase approach, in which mixing and permeation among
phases are not properly modeled.
9

4.1.3. 3𝐷 subaerial landslide
Fig. 10 presents the comparison between experimental (empty black

dots) and numerical (full red diamonds) landslide front velocity mea-
sured along the abscissa 𝑋𝑠, which is parallel to the slope. The first
group of black markers (𝑋𝑠 < 1.0 m) refers to the acceleration phase of
the box; so, no comparison is performed for this phase, which has not
been reproduced numerically. Indeed, the comparison between experi-
mental and numerical results starts after the box opening, i.e., when the
landslide is released and starts sliding along the slope. In this phase, the
numerical landslide front velocity is, at the very beginning, larger than
the experimental one. This overestimation is probably a model effect
due to discrepancies in the initial conditions. In fact, the numerical
landslide is released having the initial shape and velocity of the box
at the release time instant, while in the physical model experiments
the acceleration phase could have slightly modified the initial shape
of the granular material. Thus, it is possible that box-shape of the
numerical granular material is not consistent with its velocity, causing
this discrepancy. Note that a similar effect is noticed also looking at
the landslide thickness, as discussed later. After the first time instants,
numerical and experimental landslide front velocities are very similar
up to the impact with the water surface.

Furthermore, the landslide thickness is analyzed. Fig. 11 shows
the comparison between experimental (black lines) and numerical (red
lines) landslide thickness 𝜁 along the abscissa 𝑋𝑠 after the landslide
release (i.e., box opening). Each panel is a snapshot referring to a
different time instant 𝑡∗, being 𝑡∗ = 0 s the time instant at which
the landslide hits the water surface, accordingly to the experimental
results of Mohammed and Fritz (2012). Confirming what is shown in
Fig. 10, during the initial phase after the landslide release the numerical
landslide front appears to be faster than the experimental one. It is
worth to remind that the phenomenon at hand is extremely fast as the
box is accelerated; in fact, the granular material takes approximately
0.4 s to reach the water surface. Therefore, slight differences in the
initial conditions may affect significantly the timing of the landslide
front. Nevertheless, the landslide thickness is always comparable be-
tween experimental and numerical results. Thus, the reproduction of

the landslide evolution along the slope is overall satisfactory.



Coastal Engineering 186 (2023) 104391A. Romano et al.
Fig. 9. Comparison between the experimental and numerical landslide evolution along the slope at six selected time instants (𝑡 = 0.00, 0.10, 0.20, 0.30, 0.40, 0.50 s) for the 2D
subaerial case of Viroulet et al. (2014). Note: thin dashed blue lines refer to the undisturbed still water levels, thick red lines refer to the numerical landslide evolution and black
lines with dot markers refer to the experimental landslide evolution.
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Fig. 10. Comparison between experimental (empty black dots) and numerical (full red
diamonds) landslide front velocity measured along the abscissa 𝑋𝑠 for the 3D subaerial
case of Mohammed and Fritz (2012). Note: the first group of black markers (𝑋𝑠 <
1.0 m) refer to the acceleration phase of the box.

4.2. Free surface elevation

4.2.1. 2𝐷 Submerged landslide
Fig. 12 presents the comparison between experimental and numeri-

cal free surface elevation time series measured at the four wave gauges
(WG𝑖, 𝑖 = 1, 2, 3, 4) used during the experiments carried out by Grilli
et al. (2017). The uppermost panel refers to WG1 (i.e., the closest to the
generation area), while the lowest one refers to WG4 (i.e., the farthest
to the generation area), respectively. In the figure, empty black dots
refer to experimental results, while thin blue lines refer to numerical
ones. Furthermore, to provide a quantitative comparison between nu-
merical and experimental results, three parameters are used: (I) the
10
Table 2
Parameter values for the quantitative comparison between numerical and
experimental results of the 2D submerged case of Grilli et al. (2017):
𝛥𝜂𝑚𝑎𝑥𝑐 , 𝛥𝜂𝑚𝑖𝑛𝑡 and NMSE. Note: the values refer to the four wave gauges
presented in Fig. 12. Values in brackets (⋅) are calculated neglecting the
trailing waves.
Gauge name 𝛥𝜂𝑚𝑎𝑥𝑐 𝛥𝜂𝑚𝑖𝑛𝑡 NMSE

WG1 0.043 0.029 0.301 (0.075)
WG2 0.233 0.045 0.138 (0.048)
WG3 0.309 0.027 0.047
WG4 0.147 0.023 0.150

percentage difference between experimental and numerical maxima
values of wave crest in the wave packet (𝛥𝜂𝑚𝑎𝑥𝑐 ); (II) the percentage
difference between experimental and numerical minima values of wave
trough in the wave packet (𝛥𝜂𝑚𝑖𝑛𝑡 ); (III) the Normalized Mean Squared
rror (NMSE). These parameters, related to all the signals presented in
ig. 12, are reported in Table 2.

Overall a very good agreement between experimental and numerical
esults, especially referring to the first three wave crests and troughs
the most important ones), has been achieved (0.043 ≤ 𝛥𝜂𝑚𝑎𝑥𝑐 ≤ 0.309,

0.023 ≤ 𝛥𝜂𝑚𝑖𝑛𝑡 ≤ 0.045, 0.047 ≤ NMSE ≤ 0.301). Looking at WG1 we
can notice that approximately after 2 s numerical and experimental
results differ slightly. In fact, small trailing waves appear not to be
well reproduced by the numerical model. This is possibly related to
the weak reproduction of the final part of the landslide evolution (see
Fig. 8). Nevertheless, although the numerical landslide is slower than
the experimental one, only in the final part, the most important part of
the wave signals (first wave crests and troughs) are not much affected,
indeed they are well reproduced (𝛥𝜂𝑚𝑖𝑛𝑡 = 0.029 and 0.045, while NMSE,
calculated without considering the trailing waves, is equal to 0.075
and 0.048 for WG1 and WG2, respectively; see Table 2). This aspect
is well supported by the literature findings (Grilli et al., 2009; Clous
and Abadie, 2019; Romano et al., 2020) related to tsunamis generated
by submerged landslides, confirming that for submerged landslides the
momentum/energy transfer between landslide and waves takes place
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Fig. 11. Comparison between experimental (black lines) and numerical (red lines) landslide thickness 𝜁 along the abscissa 𝑋𝑠 after the landslide release for the 3D subaerial case
of Mohammed and Fritz (2012).
Fig. 12. Comparison between experimental and numerical free surface elevation time series measured at four wave gauges (WG𝑖, 𝑖 = 1, 2, 3, 4) for the 2𝐷 submerged case of Grilli
et al. (2017).
during the very first time instants. Thus, a good modeling/reproduction
of such phase results in a proper reproduction of the impulsive wave
signals.

4.2.2. 2𝐷 subaerial landslide
Fig. 13 presents the comparison between experimental and numeri-

cal free surface elevation time series measured at the four wave gauges
(WG𝑖, 𝑖 = 1, 2, 3, 4) used during the experiments carried out by Grilli
11
et al. (2017). Again, the uppermost panel refers to WG1 (i.e., the closest
to the generation area), while the lowest one refers to WG4 (i.e., the
farthest to the generation area), respectively. In the figure, empty
black dots refer to experimental results, while thin blue lines refer to
numerical ones. Furthermore, for a quantitative comparison between
numerical and experimental results, the same parameters previously
defined (𝛥𝜂𝑚𝑎𝑥𝑐 , 𝛥𝜂𝑚𝑖𝑛𝑡 and NMSE) are used. These parameters, related
to all the signals presented in Fig. 13, are reported in Table 3.
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Fig. 13. Comparison between experimental and numerical free surface elevation time series measured at four wave gauges (WG𝑖, 𝑖 = 1, 2, 3, 4) for the 2D subaerial case of Viroulet
et al. (2014).
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Table 3
Parameter values for the quantitative comparison between numerical and
experimental results of the 2D submerged case of Viroulet et al. (2014):
𝛥𝜂𝑚𝑎𝑥𝑐 , 𝛥𝜂𝑚𝑖𝑛𝑡 and NMSE. Note: the values refer to the four wave gauges
presented in Fig. 13.
Gauge name 𝛥𝜂𝑚𝑎𝑥𝑐 𝛥𝜂𝑚𝑖𝑛𝑡 NMSE

WG1 0.340 0.002 0.089
WG2 0.310 0.079 0.076
WG3 0.340 0.089 0.089
WG4 0.493 0.189 0.134

Overall a good agreement between experimental and numerical
esults is noticed for all the signals (0.310 ≤ 𝛥𝜂𝑚𝑎𝑥𝑐 ≤ 0.493, 0.002
𝛥𝜂𝑚𝑖𝑛𝑡 ≤ 0.189, 0.076 ≤ NMSE ≤ 0.134). All the wave characteristics

are well reproduced by the numerical model, especially referring to the
first three wave crests and troughs (the most important ones in the near-
field). Nevertheless, looking at all the considered wave gauges it can
be seen that numerical results slightly overestimate experimental ones.
This overestimation can be explained considering that the numerical
approach is based on a multiphase approach, in which mixing and per-
meation among phases, which as pointed out by Lindstrøm (2016) and
later by Heller and Ruffini (2023) are important aspects for subaerial
landslide-tsunamis, are not properly modeled. Thus the lack of water
permeation into the granular material may result in slightly larger wave
characteristics (see Table 3).

4.2.3. Parameters uncertainty effect on free surface elevation in the near-
field

As stated, this article aims at presenting and testing the numerical
approach under very different landslide initial conditions. Nevertheless,
it is of interest to investigate the effect of parameters uncertainty
(i.e., sensitivity analysis by varying the input parameters) on the land-
slide and waves characteristics in the near-field. Thus, in this section
a sensitivity analysis is presented to provide an estimate, although
preliminary and not systematic, of the variability of the wave char-
acteristics as far as the input rheological parameters are varied. As
12

an example, only the friction angle is varied in a range of ±30% for p
both the 2D submerged and the 2D subaerial cases to preliminary
investigate its influence in terms of free surface elevation in the near-
field, therefore, only related to the first wave (𝜂1𝑠𝑡) of the tsunami
packet.

Fig. 14 shows the comparison, in terms of phase diagrams, between
experimental (𝜂1𝑠𝑡𝑒𝑥𝑝, 𝑥-axis) and numerical (𝜂1𝑠𝑡𝑛𝑢𝑚, 𝑦-axis) free surface
levation of the first wave as a function of 𝛿 at the four wave gauges for
he 2D submerged case of Grilli et al. (2017). In the figure, blue dots
efer to the results obtained with the reference internal friction angle,
hile red dots refer to those obtained by increasing this parameter
y 30%. In Fig. 15 the same comparison for the 2D subaerial case
f Viroulet et al. (2014) is presented. The same nomenclature of Fig. 14
s used, but in this case the internal friction angle has been decreased
y 30% (red dots).

These phase diagrams show how the uncertainty on 𝛿 affects the
ree surface elevation in the near-field. As far as the submerged case
s considered (Fig. 14), it can be seen that uncertainties in 𝛿 reflect in
maller wave troughs and crests at the four wave gauges. Wave troughs
btained by varying the mentioned parameter exhibit differences in
he order of 25%, while differences are smaller if the wave crests are
onsidered (in the order of 20%). Nevertheless, the global shape of the
ignals is always well reproduced.

Analogous considerations can be done for the subaerial case shown
n Fig. 15, where it can be seen that uncertainties in the internal friction
ngle are reflected in larger wave crests and troughs at the four wave
auges. Here wave crests exhibit differences in the order of 23%, while
ifference are smaller if the wave troughs are considered (in the order
f 15%). Also in this case, the global shape of the signals is always well
eproduced.

.2.4. 3𝐷 subaerial landslide
Conversely to the 2D cases previously discussed, in which only four

ave gauges (placed along the certerline of the wave flume) were
sed, here, being a 3D case, much more wave gauges have been used.
oreover, also runup gauges have been deployed, as later discussed.
herefore, Fig. 16 shows the sketch of the wave and runup gauges
ositions used for the comparison. Wave gauges are identified by dots,
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Fig. 14. Comparison between experimental (𝑥-axis) and numerical (𝑦-axis) free surface elevation of the first wave as a function of the friction angle at the four wave gauges for
the 2D submerged case of Grilli et al. (2017). Blue dots refer to the results obtained with the reference internal friction angle, while red dots refer to those obtained by increasing
this parameter by 30%.
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where empty black dots refer to those wave gauges that are not used
for the comparison, while full blue dots identify those that have been
used for the comparison. Runup gauges are identified by red squares.
Finally, the figure shows the numerical domain extension (gray filled
area).

In Figs. 17 and 18 the comparison between experimental and nu-
merical free surface elevation time series at eight selected wave gauges
(WG12, WG13, WG19, WG21, WG18, WG7, WG9 and WG11, see
Fig. 16) is presented. In the figures, empty black dots refer to exper-
imental results, while thin blue lines refer to numerical ones. Fig. 17
refers to the wave gauges WG12, WG13, WG19 and WG21. Three of
these wave gauges (WG12, WG13, and WG19) are placed very close
to the landslide impact point, while the remaining one (WG21) is
placed in a lateral position. For the quantitative comparison between
numerical and experimental results, 𝛥𝜂𝑚𝑎𝑥𝑐 , 𝛥𝜂𝑚𝑖𝑛𝑡 and NMSE are used.

hese parameters, related to all the signals presented in Figs. 17 and
8, are reported in Table 4.

Looking at Fig. 17, it can be noticed an overall very good agreement
etween experimental and numerical results, especially referring to
he first three wave crests and troughs, while trailing waves, which
re very small, are not properly reproduced (0.029 ≤ 𝛥𝜂𝑚𝑎𝑥𝑐 ≤ 0.374,

0.010 ≤ 𝛥𝜂𝑚𝑖𝑛𝑡 ≤ 0.079, 0.097 ≤ NMSE ≤ 0.141). Both wave directivity
nd frequency dispersion, which are extremely important for such
phenomena (Romano et al., 2016), are properly reproduced. Very

imilar considerations can be obtained from Fig. 18, which refers to
our wave gauges placed farther than the previous one, namely: WG18
the most lateral), WG7, WG9 and WG11. Again, an overall good
greement between experimental and numerical results is found in
erms of wave characteristics, while a small delay (0.1 s) between
umerical and experimental signals is noticed (0.062 ≤ 𝛥𝜂𝑚𝑎𝑥𝑐 ≤ 0.308,

0.049 ≤ 𝛥𝜂𝑚𝑖𝑛 ≤ 0.156, 0.052 ≤ NMSE ≤ 0.385).
13

𝑡 (
Table 4
Parameter values for the quantitative comparison between numerical
and experimental results of the 3D subaerial case of Mohammed and
Fritz (2012): 𝛥𝜂𝑚𝑎𝑥𝑐 , 𝛥𝜂𝑚𝑖𝑛𝑡 and NMSE. Note: the values refer to the eight
wave gauges presented in Figs. 17 and 18 and to the four runup gauges
presented in Fig. 16.
Gauge name 𝛥𝜂𝑚𝑎𝑥𝑐 𝛥𝜂𝑚𝑖𝑛𝑡 NMSE

WG12 0.083 0.063 0.097
WG13 0.029 0.056 0.127
WG19 0.101 0.010 0.126
WG21 0.374 0.079 0.141
WG18 0.308 0.049 0.052
WG7 0.062 0.156 0.344
WG9 0.182 0.142 0.385
WG11 0.086 0.049 0.281
RG1 1.318 0.131 0.347
RG2 1.327 0.318 0.344
RG3 0.850 0.266 0.265
RG4 0.417 0.128 0.207

4.3. Runup

4.3.1. 3𝐷 subaerial landslide
Finally, only for the 3D subaerial case runup time series are an-

lyzed. In fact, as shown in Fig. 16, four runup gauges (RG1, RG2,
G3 and RG4) were placed along the planar beach that forms the
xperimental setup used by Mohammed and Fritz (2012). Similarly,
umerical runup gauges have been placed in the numerical domain in
he same positions. Fig. 19 show the comparison between experimental
nd numerical runup time series measured at the four runup gauges

RG1, RG2, RG3 and RG4) during the experiments. The uppermost
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Fig. 15. Comparison between experimental (𝑥-axis) and numerical (𝑦-axis) free surface elevation of the first wave as a function of the friction angle at the four wave gauges for
the 2D subaerial case of Viroulet et al. (2014). Blue dots refer to the results obtained with the reference internal friction angle, while red dots refer to those obtained by decreasing
this parameter by 30%.
Fig. 16. Sketch of the wave and runup gauges positions used for the comparison for the 3D subaerial case of Mohammed and Fritz (2012). Note: wave gauges are identified by
dots, where empty black dots refer to those wave gauges that are not used for the comparison, while full blue dots identify those that have been used for the comparison. Runup
gauges are identified by red squares. The numerical domain is identified by the gray filled area. Dimensions are in meters.
panel refers to RG1 (i.e., the closest to the generation area), while the
lowest one refers to RG4 (i.e., the farthest to the generation area),
respectively. In the figure, empty black dots refer to experimental
results, while thin blue lines refer to numerical ones. In the figure,
empty black dots refer to experimental results, while thin red lines refer
to numerical ones. Coherently, for the quantitative comparison between
14
numerical and experimental runup results, 𝛥𝜂𝑚𝑎𝑥𝑐 , 𝛥𝜂𝑚𝑖𝑛𝑡 and NMSE are
used. These parameters, related to all the signals presented in Figs. 19,
are reported in Table 4.

Fig. 19 shows that the runup pattern is well reproduced by the
numerical model. Shape, timing and magnitude of runup/rundown
characteristics are in line with the experimental results. The runup



Coastal Engineering 186 (2023) 104391A. Romano et al.

f
d
b
(
a

Fig. 17. Comparison between experimental and numerical free surface elevation time series measured at four wave gauges (WG𝑖, 𝑖 = 12, 13, 19, 21) for the 3D subaerial case
of Mohammed and Fritz (2012).
Fig. 18. Comparison between experimental and numerical free surface elevation time series measured at four wave gauges (WG𝑖, 𝑖 = 18, 7, 9, 11) for the 3D subaerial case
of Mohammed and Fritz (2012).
of the first wave is significantly overestimated at the first two runup
gauges (𝛥𝜂𝑚𝑎𝑥𝑐 = 1.318, 1.328 for RG1 and RG2, respectively), while the
rundown of the same wave, at the same gauges, as well as the global
shape of the signals (𝛥𝜂𝑚𝑖𝑛𝑡 = 0.131, 0.318 and NMSE = 0.347, 0.344
or RG1 and RG2, respectively), are very similar to the experimental
ata. This overestimation of the runup of the first wave appears to
e less important as the distance from the generation area increases
𝛥𝜂𝑚𝑎𝑥𝑐 = 0.850, 0.417 for RG3 and RG4, respectively). In fact, looking
15

t RG3 and RG4 (third and fourth panel), where runup/rundown of
the second and third waves are important due to frequency dispersion
mechanisms and edge waves activity (Romano et al., 2013; Bellotti
and Romano, 2017), runup and rundown characteristics, as well as
the global shape of the signals (𝛥𝜂𝑚𝑖𝑛𝑡 = 0.266, 0.128 and NMSE =
0.265, 0.207 for RG3 and RG4, respectively), are well reproduced by
the numerical model. Also for the runup signals frequency dispersion
mechanisms are very well reproduced by the numerical model (see
third and fourth panel of Fig. 19). Trailing runup waves, which are

very small, are not properly reproduced.
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Fig. 19. Comparison between experimental and numerical runup time series measured at four runup gauges (RG𝑖, 𝑖 = 1, 2, 3, 4) for the 3D subaerial case of Mohammed and Fritz
2012).
The overestimation of the runup of the first wave close to the
andslide impact point is probably due to the larger velocity of the
umerical landslide, to the initial shape of the numerical granular
both initial condition effects) and to the numerical modeling of the
o-called water entry problem; in fact, as previously mentioned, the
resent numerical approach is based on a multiphase approach, in
hich mixing and permeation among phases are not properly modeled.
hus, the lack of water permeation into the granular material may
esult in larger wave characteristics (Lindstrøm, 2016).

. Concluding remarks

In this article, a new numerical approach to model tsunamis gener-
ted by granular landslides in OpenFOAM® is presented and validated
nder a wide range of geometrical configurations and landslide initial
onditions. Within this numerical framework the granular material
i.e., the landslide) is modeled by using a Coulomb viscoplastic non-
ewtonian rheological model (von Boetticher et al., 2016; Domnik and
udasaini, 2012) implemented in multiPhaseInterFoam. The strength of
his approach consists in its simplicity, flexibility and computational
fficiency. In fact, only depending on few physics-based parameters it
mplies less uncertainty level in the parameter values determination
han dense fluid models (e.g., viscosity value, Paris et al., 2021). It is
multiphase approach, therefore this implies that the modeling of the

andslide dynamics could be less accurate if compared with a Euler–
uler approach (Lee and Huang, 2022; Rauter et al., 2022), as some
hysical phenomena (e.g., mixing and permeation among phases) are
ot well reproduced and/or neglected. Nevertheless, it is more compu-
ationally efficient and, at the same time, the modeling of the energy
ransfer between landslide and waves is very accurate, for both 2D
submerged and subaerial) as well as 3D landslides. Furthermore, the
lexibility and computational efficiency favor its application to complex
D cases, in which runup features and wave trapping phenomena are
elevant aspects.

To test the numerical approach under very different initial condi-
ions/configurations, three literature benchmark cases, identified by
sunamis experts, have been reproduced, namely: a 2D submerged land-
lide (Grilli et al., 2017), a 2D subaerial landslide (Viroulet et al., 2014)
16
and 3D subaerial (accelerated) landslide (Mohammed and Fritz, 2012).
Qualitative and quantitative comparison have been performed looking
at landslide evolution, free surface elevation and runup (only for the 3D
case) time series. For the three benchmark cases, comparing numerical
and experimental results, a good agreement is found for granular
material behavior (i.e., landslide evolution), while an overall very good
(excellent in some cases) agreement is found as far as fluid behavior and
waves characteristics (i.e., free surface elevation and runup time series)
are concerned, testifying that the momentum transfer between granular
and fluid phases is well reproduced by this simple rheological model.
For the 2D submerged cases differences in the landslide evolution of
the last time instants of the landslide are noticed, as reported also in
previous works dealing with similar modeling approaches (Clous and
Abadie, 2019; Paris et al., 2021). Nevertheless, as the first time instants
of the landslide motion (i.e., the important ones for momentum transfer
between landslide and waves) are well reproduced, this aspect does not
affect the proper modeling of the wave signals. Also for the 3D subaerial
case a not perfect reproduction of landslide evolution is found, probably
due to the differences initial conditions used for numerical simulations.
Numerical free surface elevation time series present always a very good
agreement with experimental data.

Moreover, runup and rundown (for the 3D case only) are well repro-
duced by the numerical model in terms of shape, timing, magnitude of
runup/rundown characteristics (apart from the runup of the first wave
close to the landslide impact point, which are overestimated, probably
due to initial conditions and numerical approximations) and physical
features of the runup pattern (i.e., frequency dispersion mechanisms
and edge waves activity).

Finally, it is worth to highlight that, using the numerical approach
presented and validated in this article, further research is ongoing to
investigate a wide range of complex physical processes/mechanisms
related to landslide-generated tsunamis (e.g., wave runup pattern as
a function of landslide characteristics and shoreline configurations,
energy transfer, near- and far-field wave propagation and interaction
with the coast, etc.), which are crucial for improving the understanding

and modeling of such phenomena, especially in the near-field.
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