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A B S T R A C T

We study the performance exhibited by the transport protocols, Transport Control Protocol (TCP) and QUIC,
over realistic satellite networks. We propose a novel methodology, which combines real implementation
(exploiting virtualization techniques) and simulation, to carry out systematic and repetitive experiments.
We modify the default operation of the ns-3 framework and we integrate the dynamism that characterizes
satellite communication links, particularly Low Earth Orbit (LEO). We carry out a thorough assessment over
different setups, changing the operating frequency band and packet buffer lengths. In addition, we ascertain
the impact of using the multi-streaming feature that QUIC integrates. The results show that QUIC yields
lower delays than TCP, although it might suffer from higher jitter in particular setups. In addition, the results
evince that using multiple streams in QUIC does not yield a relevant gain for the default Round-Robin (RR)
scheduler. We propose more appropriate scheduling strategies, which are able to yield better performances
with unbalanced traffic. Even if the behavior of transport protocols over non-terrestrial-networks might not
be always appropriate, the obtained results evince that QUIC can definitively bring benefits when compared
to TCP. Furthermore, we have shown that optimal scheduling policies yields a fairer performance when using
multiple flows, having unbalanced traffic loads.
1. Introduction

The presence of Non-Terrestrial Networks (NTN) in forthcoming
cellular technologies, 5G and Beyond 5G (B5G) networks, is expected to
be remarkably more relevant than in previous systems. They are consid-
ered as pivotal elements of such network deployments, since they will
allow providing connectivity services to remote areas (satellite) as well
as quickly deploying communication resources in certain places, using
Unmanned Aerial Vehicle (UAV). In short, the impact of aggregating
NTN networks to more traditional cellular architectures is beneficial in
terms of reliability, scalability, coverage, and service continuity.

On the other hand, these benefits come with various challenges. For
instance, it is well known the poor performance exhibited by traditional
transport protocols, most notably Transmission Control Protocol (TCP),
over wireless links. This is expected to become more prominent with
the advent of 5G and B5G systems [1], including NTN. Furthermore,
legacy transport protocols do not behave well with the traffic patterns
that characterize novel services.
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In order to address the aforementioned shortcomings, the scientific
community is making an effort to design and develop new transport
protocols, which could overcome some of the limitations exhibited
by TCP. One of the most relevant examples of such efforts is the
QUIC protocol, originally promoted by Google, which has been recently
standardized [2]. Among its advantages, we can highlight that QUIC
enables multi-streaming, which avoids Head-of-line (HOL) blocking. In
this sense, when a loss affects a particular stream, the rest of active
streams do not get affected.

With the aim of increasing system efficiency, scheduling algorithms
emerge to manage resources, increasing the performance and reducing
the delay. During a QUIC connection, the capacity is first limited by the
congestion control mechanisms, which establish when there is a trans-
mission opportunity. Then the scheduling policy decides which stream
frames will be selected to build a QUIC packet. The default operation
of the QUIC protocol is the well-known RR strategy, where packet data
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slices are equally assigned to each stream, always following the same
order, so handling all streams without any priority whatsoever.

In this paper we address the evaluation of the combination of QUIC
and NTN and, in particular, we study the performance of this transport
protocol over Low Earth Orbit (LEO) communications. By exploiting
a novel methodology, which permits mimicking the behavior of the
wireless links that characterize the underlying connectivity, we can
extract conclusions on the performance of such protocol over these
networks. We first compare the performance of QUIC and TCP, and then
we study the behavior of different scheduling strategies, to ascertain the
potential benefits that they might bring.

The contributions of this paper are:

• We introduce a novel methodology that changes the legacy behav-
ior of the point-to-point link in ns-3 to adapt its features during
an experiment, according to different events. This permits us
to capture the dynamism of NTN underlying links. In addition,
the proposed framework can easily deploy custom topologies,
embracing several Inter-Satellite Link (ISL) links, with different
features. In this sense, we can include disconnection times, which
might be common, for instance, for crossed-ISL.

• We use the aforementioned solution, as well as virtualization
techniques (Docker containers), to assess the performance of the
QUIC protocol over LEO satellite network scenarios. We consider
different configurations, changing the buffer lengths, the number
of streams, the distribution of capacity between them, and we
compare the performance with that obtained when using TCP.1
At a second glance, we analyze the performance over a NTN sce-
nario with various hops and different link configurations, which
leverage a more realistic setup.

• We also look at the application layer, by configuring multiple
streams to mimic web traffic, where one connection is able to
send different objects. We consider three schedulers besides the
one included in QUIC, RR; we implement the well-known Fair
Queuing (FQ), and Weighted Fair Queuing (WFQ) schedulers,
and we propose a novel one, based on Lyapunov’s theory. The
performance of such schedulers is then analyzed in terms of buffer
occupancy, throughput, and delay.

The rest of the paper is structured as follows: Section 2 discusses
the related work, pointing out how this paper is positioned against it.
Section 3 depicts the general scenario that we consider, and Section 4
introduces the proposed methodology. The scheduling strategies that
we integrate into the QUIC protocol are described in Section 5, while
Section 6 discusses the results obtained after an extensive experiment
campaign. Finally, we conclude the paper in Section 7, where we
provide an outlook of our future work.

2. Related work

In the last years the interest for NTN, in general, and LEO constella-
tions, in particular, has remarkably increased. One of the main reasons
is the recent interest in exploiting them as an enabling technology
for 5G and beyond 5G networks [3,4]. Liu et al. introduce in [5]
a Satellite Access Network (SAN), and they pay special attention to
new research lines leveraged by this communication paradigm. Apart
from the architectural perspectives, there exist works that analyze the
technical convergence of terrestrial and non-terrestrial networks. In
this sense, Leyva-Mayorga et al. provide in [6] an overview of the
integration of LEO constellation within the 5G/B5G access network,
and they focus on characterizing the physical links of the resulting SAN.

1 The developed evaluation framework, as well as the data that was
btained during the experiments carried out for this paper have been made
ublicly available in a GitHub repository: https://github.com/tlmat-unican/
ightweight-ns-3-link-simulation.
2

Standardization bodies have also started considering satellites as
enablers for B5G networks. In [7] the authors survey current efforts in
the integration of NTN and 5G technologies. The paper first describes
current 3GPP standardization approaches, to afterwards discuss main
challenges, such as: (1) architectural options; (2) network management
techniques; and (3) required modifications in users’ terminals. Simi-
larly, Darwish et al. study in [8] how standardization bodies define
LEO-based radio access network, paying special attention to 3GPP New
Radio (NR) standards. There are also papers proposing technical solu-
tions for LEO-based access networks. The authors of [9] introduce an
uplink scheduling solution for massive Machine Type Communications
Narrow Band Internet of Things (mMTC NB-IoT) services supported
by LEO constellations. It does not require modifications at the NB-IoT
devices, and features techniques to reduce the differential Doppler shift.

As can be seen, the aforementioned papers set the grounds of how
LEO constellations can be used for service provisioning in 5G/B5G net-
works. In this context, a second group of works focuses on the capabili-
ties of SAN in general, and LEO in particular, to enable satellite-assisted
edge/cloud services, which is an application scenario of interest in our
work.

Xie et al. provides in [10] an overview of Satellite-Terrestrial inte-
grated Edge Computing Networks (STECN), which combines satellite-
terrestrial networking with edge computing to improve the Quality of
Service (QoS). The paper analyzes design principles, key functionalities,
as well as some challenges of this approach. In the same line, the
authors of [11] propose the combination of Mobile Edge Computing
(MEC) with LEO, promoting the so-called LEO Satellite Edge Comput-
ing (LSEC), and they investigate resource allocation and computation
offloading in the LSEC network. Based on the need of providing services
to ground users, Zhang et al. exploit in [12] Orbital Edge Computing
(OEC) by developing an algorithm to allocate resources, which shows
a good performance in terms of computational cost. Zhou et al. focus
on multicast-based multimedia streaming in the next generation of
wireless and mobile networks [13]. They also discuss the utilization
of hierarchical non-terrestrial networks, consisting of LEO satellites,
High-Altitude Platforms (HAPs), and User Equipment (UE). However,
existing multi-cast protocols for NTN cause long delays and jitter, due
to packet loss events, and [13] proposes a reliable multi-cast protocol,
namely Overhearing NOMA Repairing Reliable Multi-cast (ONRM), to
reduce delay.

Other works assume a full integration of satellites and existing
terrestrial networks. This is the case of [14], which considers a topology
with base stations and LEO-based small cells, as well as terrestrial
and satellite backhaul links. Over such topology, the authors formu-
late an optimization problem to minimize the whole network energy
consumption, while keeping QoS constraints.

Although these works share the application framework with ours,
the goal is different and complementary. Most of them aim to provide
network intelligence to improve the integration with LEO satellites. On
the other hand, we pursue the performance evaluation of existing (TCP)
and coming (QUIC) transport protocols over these networks. We thus
now focus on works that have studied the behavior of QUIC and how
it stands compared to TCP.

For instance, Shreedhar et al. assess in [15] QUIC performance for
web, cloud storage and video workloads in uncontrolled environments.
However, the authors do not pay much attention to the underlying
access network. Similarly, Qian et al. study in [16] QUIC’s performance.
In this case, the work focuses on the interaction with LTE-A access
networks. The authors study the behavior of different congestion con-
trol algorithms, and they extend the regular QUIC operation with its
multi-path functionality, by developing a prototype that allows dual
WiFi and LTE-A communications. Closer to the edge/cloud computing
scenario, Dizdarević and Jukan benchmark QUIC performance for IoT-
edge-cloud continuum in [17]. The authors perform the evaluation

over two different scenarios: (1) IoT-edge, and (2) IoT-edge-cloud. The
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assessment, which uses Raspberry Pi devices, focuses on the cloud
architecture, while little attention is paid to the access network.

As can be observed, there is a gap in the evaluation of trans-
port protocols in general, and QUIC in particular, over SAN and,
more specifically, over scenarios that integrate terrestrial and non-
terrestrial networks. There are only a few works that have addressed
this evaluation.

In the past, Tsonuda et al. [18] analyzed the performance of Stream
Control Transmission Protocol (SCTP) over LEO networks, using adap-
tive multi-stream. Besides, the multi-homing feature of SCTP has been
also exploited over LEO networks in [19] to improve handover proce-
dures. If we focus on QUIC, Yang et al. tackle in [20] the interplay be-
tween LEO networks and QUIC, but from a different perspective. They
focus on Multipath QUIC (MPQUIC), and they propose a performance
model for LEO (handover, outage, etc.). Martin and Khademi [21]
discuss the suitability of Bottleneck Bandwidth and Round-trip prop-
agation time (BBR) congestion control for QUIC over Geostationary
Equatorial Orbit (GEO) satellite communication networks. The authors
explore the potential of high-throughput GEO satellites, and how the
increasing deployment of user-space QUIC protocol and BBR congestion
control can impact Internet paths traversing satellite links, due to the
fact that the transport performance depends on the choice of congestion
control and QUIC implementation. The work that seems closer to ours
is the one carried out by Yang, Li and Wu [22]. They model the
wireless channel with Satellite Tool Kit (STK) through Matlab and
then use the corresponding traces to analyze QUIC’s performance over
LEO constellations. They also exploit emulation over real devices, but
they use high-capacity wired links, whose characteristics (delay and
loss rate) are statistically modified based on the previous analysis. We
consider that our evaluation approach is rather different, since: (1) they
do not consider buffer lengths, and so disregard self-inflicted delay; (2)
we assume that losses at lower layers are captured by channel capacity
fluctuations, capturing the fact that a Signal to Interference & Noise
Ratio (SINR) reduction would lead to lower capacity, so that our losses
mostly occur due to buffer saturation; (3) they focus on small files (web
pages of a few tens of kB) while we analyze the performance for large
files transfer; (4) last, by considering channel capacity, we are able to
analyze the impact of the application rate.

Finally, it is worth mentioning that not many studies have addressed
the analysis of scheduling techniques to orchestrate the multi-stream
functionality provided by QUIC. In this sense, it is worth mentioning
the work of Cui et al. [23]. In this work, the authors exploit QUIC
multi-streaming to mitigate the delay of Moving Picture Experts Group
(MPEG) Dynamic Adaptive Streaming over HTTP (DASH) video stream-
ing caused by head-of-line blocking. They designed a deadline-based
scheduler at the DASH level; if a video segment does not reach the
receiver within the specified time, the proposed scheme switches to a
simple transmission, disabling QUIC streams and prioritizing the first
requested segment. As can be observed, their solution is complemen-
tary to ours, since the scheduler presented herewith is at QUIC level
and so it would be activated after the one in [23]. In addition, our
proposed solution is not bounded to any specific application, so that
both schemes could be complementary. Finally, there are few papers
that have tackled scheduling techniques [24,25], but in the scope of
multi-path communications, not as a means to manage the multiple
streams a QUIC connection might create.

All in all, we believe that this work fills an existing gap in the
evaluation of transport layer protocols, in particular QUIC, over novel
access network topologies, embracing LEO satellite constellations.

3. Application scenario

We consider communications over LEO satellite networks. The un-
derlying topology embraces two distinct link types: (1) LMS, which
is established between the ground station and the first satellite and
3

between the last satellite and the other end ground station; and (2) ISL,
between two consecutive satellites in the corresponding constellation.

Under the aforementioned topology, two setups are investigated. In
the first one, communication is established between a satellite and a
ground station (or vice versa) comprising a single LMS link. In this
configuration information is received from (or sent to) a satellite, for
instance, if the LEO network is used to deploy edge computing. On the
other hand, we will also consider end-to-end communications between
two ground stations. The main difference between both setups is that
in the latter, the information must traverse two LMS links as well as a
number of ISLs.

The LMS model is taken from the work by Fontán et al. [26].
In that work an extensive measurement campaign was carried out,
embracing several scenarios, environments, and configurations. The
authors observed that the link between ground stations and satellite
(or vice versa) may experience different conditions, caused (among
others) by the mobility that characterizes LEO constellations. Based on
the measurements, the authors model the channel variations using a
three-state Markov Chain, whose states correspond to: (l) Line of Sight
(LoS), with ideal propagation conditions; (m) mid-shadowing, where
the conditions are worse; and (d) deep-shadowing, with the most severe
connectivity conditions. It is worth noting that approaches based on
Markov chains have been also used in other works, such as [27,28]
or [29], to model satellite links.

The model adopted in [26] for the LMS link is depicted in Fig. 1(a).
It represents a discrete Markov chain with three states, which corre-
spond to the line-of-sight, mid-shadowing and deep-shadowing condi-
tions, as well as the corresponding transitions between them. In their
paper, Fontán et al. also include the parameters of the transition matrix
for several channel instances and different operating frequency bands,
resulting in up to 85 different configurations. In order to reflect the
characteristics of the LMS links, we have modified the legacy operation
of the model, using a continuous Markov chain instead of the original
discrete approach, to allow channel transitions to happen at any point
in time. Then, the sojourn time at each state follows an exponential
distribution, with mean [30]:

𝜏𝑖 =
𝛿

1 − 𝑝𝑖𝑖
(1)

where the sub-indexes 𝑖 ∈ {𝑙, 𝑚, 𝑑} indicate the corresponding channel
state. line-of-sight (𝑙); mid-shadowing (𝑚); and deep-shadowing (𝑑). In
addition, 𝑝𝑖𝑖 holds for the probability of staying at the same state and 𝛿
is the corresponding slot time, when channel transitions might happen.
Besides, in this continuous version of the LMS channel model, whenever
a particular state is left, the next one is selected with probability:

𝛼𝑖𝑗 =
𝑝𝑖𝑗

𝑝𝑖𝑗 + 𝑝𝑖𝑘
(2)

where 𝑖, 𝑗, 𝑘 = {𝑙, 𝑚, 𝑑} and 𝑖 ≠ 𝑗 ≠ 𝑘.
As already mentioned, the model for the LMS link is based on the

work by Fontan et al. [26]. They proposed an empirical model, which
considers a discrete Markov Chain, whose parameters were based on
real measurements. The modification that we use in this work was
originally proposed in [30], where we showed that the behavior of
the underlying links, which were based on continuous Markov Chains,
captures quite well the one exhibited by the original model. The benefit
of the time-based configuration that we included is that it allows using
such model for any type of traffic pattern. Opposed to our previous
work, we exploit this characteristic herewith to study the impact of the
dynamic nature of these links over the performance of transport layer
protocols and mechanisms. For that, we integrate the proposed model
in the framework of the ns-3 simulator, as we depict in Section 4.

On the other hand, the ISLs are modeled with a 2-state Markov
Chain, as depicted in Fig. 1(b). In this case, it is assumed that the
connection between two satellites has a constant rate (Connect state),
but there can be temporary disconnections (Disconnect state), due to

lack of direct visibility between satellites, which are constantly moving.
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Fig. 1. Markov chain models for LMS and ISL links, which have been used for the performance evaluation.
i
a
o
r
t
s
r
t
e

i
n
c
d
d
s
b

o
n
s
o
w
s
s
a
a
w
d
t

e also use a continuous process to model transitions between both
tates, regardless of the particular traffic patterns. This approach was
roposed by Zhu et al. in [29]. Thanks to this, and to the possibility of
aving background traffic, we could also mimic certain LEO connectiv-
ty features, such as crossed-ISL links, that appear due to the continuous
ovement that characterizes these nodes.

It is important to remark that, although they share some character-
stics, both models are not alike the well-known Gilbert–Elliot, since we
sed the different states to modify the capacity of the channels, rather
han to create packet erasures.

. Analysis methodology

This section describes the analysis approach adopted for the evalu-
tion of transport solutions over LEO-based communications. We will
irst describe the overall methodology and the platform that was used.
hen, we will focus on the implementation of the satellite links over ns-
3, which is exploited to emulate the characteristics of the underlying
connectivity.

4.1. Evaluation test-bench

The platform used for the evaluation is depicted in Fig. 2. It com-
bines a real implementation of the transport protocols with simulated
connectivity. In this sense, the channel modeling focuses on the capac-
ity variation as a consequence of long-scale fading. As can be seen in
the figure, the applications that generate and consume traffic, either
using QUIC or TCP, are packaged into Docker containers. We have used
different Docker networks to isolate one application from each other, so
that they become reachable only through the virtual bridges generated
by Docker. The applications, both client and server, are implemented
in GO programming language. For the evaluation we use the own host
TCP implementation, as well as the quic-go 0.15.12 version.

In order to ensure that all the traffic exchanged between the ap-
plications goes through the simulator, the containers are configured
to use one simulated node as the default gateway for the outgoing
traffic. As can be seen in Fig. 2, the left-hand container and the first
node N1 share the same IP sub-network, so that they are reachable.
It is worth noting that the Carrier Sense Multiple Access (CSMA) link
that is used to connect the tap-bridge with N1 is provided with infinite
transmission capacity and no delay, so it becomes transparent to the
traffic. This way, the left-hand container, together with N1, are used to
mimic a ground station. Then, the LEO satellites are emulated through
nodes, and the satellite links, either LMS or ISL, with point-to-point
links having different properties. Since the main focus of this work is
the transport protocol performance, we foster a lightweight modeling
approach, which does not aim to precisely capture the lower layer
mechanisms and characteristics. We assume that there exists a physical
layer able to manage access to a shared medium, regardless of the
underlying technology (CDMA or FDMA). We also consider that every
link, for a particular situation, has a certain capacity, which is shared
between eventual competing flows.

2 https://github.com/lucas-clemente/quic-go
4

4.2. ns-3 channel implementation

The LMS channel has been integrated by modifying the point-to-
point network device implementation of ns-3. Such devices, which
are included in the PointToPointNetDevice class, consist of a
buffer that receives traffic from the protocol stack, and an interface
characterized by a certain transmission rate, RTT, and error probability.
Thus, the simulator originally uses the transmission rate and packet
length to schedule the transmissions of packets through the interface.
In addition, the transmission rate is usually set at the beginning of the
simulation and it remains unaltered afterwards.

On the other hand, the PointToPointNetDevice class has a
public method (SetDataRate) that allows changing the rate during
the simulation. However, we noticed some issues when using it in
extreme cases. In particular, when the transmission is set to 0 (for
nstance if we want to emulate a temporary disconnection) to be
fterwards increased, the device was not able to restart the transmission
f queued packets. To overcome this limitation, whenever there is a
ate change, and the previous value was 0, we check the occupancy of
he buffer. If there were any waiting packet, its transmission would be
tarted again (function TransmitStart is called), so that the device
ecovers its normal operation. In any case, it is worth noting that the
ransmission rate change is not preemptive, and packet transmission
vents are not thus re-scheduled upon a rate change.

For each link in the scenario, one independent Markov Chain is
mplemented to modify the transmission rate in a point-to-point con-
ection. This way, when a link changes to a new state, the simulator
alls the function SetDataRate of the corresponding point-to-point
evice and schedules an event to leave the state according to the
well time distribution. This process is repeated until the end of the
imulation, regardless of the link and whether or not it is currently
eing used.

In order to simplify the configuration of scenarios, we have devel-
ped a set of utilities to create a custom topology based on a generic
s-3 scenario. It is fed with a JSON configuration file that completely
pecifies the network topology. In particular, it defines the number
f links in the scenario, as well as their type and features. So far,
e have implemented link types that adopt the aforementioned 3-

tate and 2-state Markov Chain models, as well as ideal links with a
tatic configuration. In addition, the simulation of crossed ISLs can be
chieved by adjusting link properties, incorporating background traffic,
nd simulating temporary disconnections. By configuring each link
ith its specific properties, it becomes possible to accurately capture
ifferent constellation geometries. We plan to exploit these features of
he proposed methodology in our future work.

For simplicity, the particular settings of the models (i.e. transition
matrices, average dwell times, among others) are implemented in the
ns-3 C++ code, and the configuration file indicates the model that needs
to be loaded for every link. In our future work, we will generalize the
implementation, so that the link models could be also fully defined
through configuration. We will also analyze the possibility to include
random large-scale fading.

In all cases, the configuration file also establishes the value of the
legacy parameters of the point-to-point link, and devices, which do not

https://github.com/lucas-clemente/quic-go
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Fig. 2. Diagram of the evaluation platform, which integrates ns-3, Docker containers and the LMS and ISL models.
depend on the adopted model: error rate, delay, MTU, and size of the
buffer.

The modified ns-3 implementation with the link models and au-
tomation utilities has been made publicly available in a GitHub repos-
itory.3

5. Multi-stream QUIC application

Although QUIC and TCP are connection oriented protocols, and they
both provide functionalities to ensure reliable end-to-end communi-
cations (mainly congestion control, flow control, in order delivery),
they treat traffic flows in different ways. In the case of TCP, there
is one traffic flow per connection, while QUIC introduces the stream
concept. QUIC streams are independent traffic flows sent over the same
connection. Within each stream in-order-delivery is ensured, while the
congestion control is jointly applied to the overall connection. Thus,
the connection transmission capacity is shared among streams using a
scheduler. In the following we describe the architecture of the QUIC
application that has been used, and the proposed scheduler proposed.
In addition, we briefly describe the legacy policies that will be used for
performance comparison.

5.1. QUIC application architecture

As mentioned before, we use quic-go version 0.15.1. This QUIC
implementation does not provide buffering for application data. In this
sense, when the application sends data of a particular stream through a
QUIC connection, it keeps a single MTU for each stream before it is sent
to the User Datagram Protocol (UDP) buffer, as illustrated in Fig. 3. In
addition, similar to TCP sockets, send functions are blocking. For this
reason, when the application rate of one stream exceeds the capacity
provided by the combination of congestion-control and scheduling, the
application stalls, thus impacting the actual traffic generation.

3 https://github.com/tlmat-unican/Lightweight-ns-3-link-simulation
5

Fig. 3. Architecture of the proposed application, featuring a buffer mechanism.

In order to avoid this behavior, we have implemented a QUIC
application that features a simple buffering mechanism, by using two
independent threads for each stream. The first one is responsible for
generating traffic, according to its configuration, and allocate it in the
corresponding stream buffer. In parallel, the second thread gets data
from the buffer and sends it through the QUIC connection as soon
as possible. To avoid race conditions, stream buffers are protected
by locks, so that threads cannot read and write simultaneously. The
resulting application architecture is depicted in Fig. 3.

5.2. Stream schedulers

The QUIC implementation used in this work uses RR as its de-
fault scheduler. For each transmission opportunity, it selects a stream,
following a sequential order. Besides, when a stream does not have

https://github.com/tlmat-unican/Lightweight-ns-3-link-simulation
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enough bytes to fill the packet, the scheduler selects the next one, in
order.

We have also implemented FQ and WFQ for comparison purposes.
Both schedulers assume that there are 𝐶 resources to be shared among

streams; in our case the resources are the number of bytes of the
UIC packet. Any stream 𝑖 has a number of bytes to send 𝑟𝑖. With FQ
ll streams are given the same number of resources ( 𝐶

𝑁 ). In addition, if
there are streams demanding fewer resources, 𝑟𝑖 <

𝐶
𝑁 , their demand is

thus fully satisfied, and the remaining resources are equally distributed
among the rest of streams. The WFQ scheduling is similar to FQ, but in
this case the assignment for a stream 𝑖 is weighted by a pre-configured
parameter, 𝑐𝑖 =

𝑤𝑖⋅𝐶
∑

∀𝑖 𝑤𝑖
. This allows prioritizing particular streams.

The aforementioned schedulers exhibit some limitations. On the one
and, RR and FQ cannot prioritize particular streams, since their goal is
o manage all streams alike. On the other hand, WFQ is able to provide
ome prioritization, but the weights need to be configured beforehand,
nd it would not be therefore able to adapt to traffic variations.

In order to overcome these limitations, we propose a BP based
cheduling, which is based on Lyapunov’s theory [31]. This policy
ims to ensure stream queue stability for any traffic and capacity
channel and congestion control) conditions, provided capacity limits
re respected in average. It is worth noting that, different to WFQ, the
roposed solution does not require pre-configuration.

We model the stream scheduling as a queuing system. In this sense,
𝑘(𝑡) corresponds to the occupancy (in bytes) of the buffer application

or the 𝑘th stream, at any time 𝑡, while the scheduling decision for that
tream is defined as 𝛼𝑘(𝑡). The transmission capacity of the connection
t any time 𝑡 is modeled as a random variable 𝜔(𝑡), whose value depends
n the channel conditions and congestion control. Then, each queue is
pdated as:

𝑘(𝑡 + 1) = max[𝑄𝑘(𝑡) − 𝑏𝑘(𝑡), 0] + 𝑎𝑘(𝑡) (3)

where 𝑎𝑘(𝑡) and 𝑏𝑘(𝑡) are the arrival and departure variables, respec-
tively. It is worth noting that 𝑏𝑘(𝑡) actually corresponds to each decision
𝛼𝑘(𝑡), while 𝑎𝑘(𝑡) is an arbitrary random variable over which we have no
control whatsoever. At each time instant, we have to take a scheduling
decision from a set  that stabilizes the application queues, ensuring
that the transmission capacity is not exceeded, ∑

𝑘 𝛼𝑘(𝑡) ≤ 𝜔(𝑡) ∀𝑡.
Exploiting Lyapunov’s theory it can be shown [31] that this problem
is solved using the BP algorithm. Hence, at every slot we have to take
a decision that optimizes the following problem:

Problem 1.

max
𝛼(𝑡)

𝑁
∑

𝑘=1
𝑄𝑘(𝑡) ⋅ 𝑏𝑘(𝑡) (4)

𝒔.𝒕. 𝛼 ∈  (5)

As can be observed, in Problem 1 queue occupancy has constant
coefficients in each time slot, leading to a constrained linear problem.
In practice, the problem solution boils down to selecting the streams
with the highest queue occupancy in descending order at each schedul-
ing decision. These are then processed in descending order, until the
transmission capacity for the corresponding QUIC packet is reached.
If we look at it as a max-weight problem, the optimization would
aim at maximizing the previous objective function, which is directly
influenced by the value of 𝑏𝑘(𝑡).

6. Performance evaluation

This section discusses the results that were obtained during the eval-
uation of TCP and QUIC, including the various scheduling strategies,
over LEO scenarios. Their main configuration parameters are summa-
rized in Table 1. As can be seen, we use two different bands, Ka and
S, each of them characterized by the transition probability matrix, the
average dwell time in each state, and the corresponding transmission
6

Table 1
Scenario setup.
Ka band
LMS parameters from [26, Table XVII]

LMS rate [80, 40, 16] Mbps
Average link rate 45.33 Mbps

LMS transition matrix  =
⎛

⎜

⎜

⎝

0 0.93156 0.068437
0.34526 0 0.65474
0.070012 0.92999 0

⎞

⎟

⎟

⎠

LMS sojourn time [0.2530, 0.7299, 0.1666] s
𝛿 100 ms

S band
LMS parameters from [26, Table XVII]

LMS rate [4, 2, 0.8] Mbps
Average link rate 2.32 Mbps

LMS transition matrix  =
⎛

⎜

⎜

⎝

0 0.94076 0.059243
0.77084 0 0.22916
0.49418 0.50582 0

⎞

⎟

⎟

⎠

LMS sojourn time [0.5485, 0.4992, 0.3529] s
𝛿 100 ms

Application and buffer

Buffer sizes [7, 15,∞] Packets
Packet size 1000 Bytes

rates. The maximum transmission rates, which correspond to line-of-
sight situation, are 4 and 80 Mbps for S (2–4 GHz) and Ka (26.5–40 GHz)
band, respectively. Additionally, mid- and deep-shadowing capacities
are set to 50% and 20% of such maximum capacity.

In the following we will first compare the performance of QUIC and
TCP over LMS links, using the default configurations. Then, we will
focus on the QUIC protocol, analyzing the behavior of the schedulers
described Section 5 over LMS links, considering asymmetric traffic
flows. This will be further extended by analyzing the impact of ISL
disconnections over an end-to-end scenario.

6.1. TCP and QUIC performance over single a LMS link

Before discussing the average performances of TCP and QUIC over
LMS links, Fig. 4 illustrates the variability exhibited by a particular LMS
channel instance, and its impact over the buffer occupancy, congestion
window (CWND), and traffic delay. Here, the buffer refers to the one in
the point-to-point device (see Fig. 2), and its occupancy thus indicates
the adaptation of the congestion control to the channel variation.
The results are obtained from a single QUIC transmission, with one
stream and constant application traffic rate, over the Ka band with
infinite buffer capacity. The background colors of Fig. 4 represent the
channel state, and the lines the instantaneous evolution of the different
parameters.

As can be seen in Fig. 4(a) the buffer size increases during the
connection, which entails a file transfer, with slow variations that are
correlated to the congestion window, and fast variations that depend
on the particular channel state. At the same time, we observe that the
packet delay follows the same trend as the buffer occupancy, showing
large variation (jitter) when the channel shifts between states. On the
other hand, Fig. 4(b) shows the evolution of the congestion window in
the very same experiment. As can be observed, CWND grows up while
the buffer is inflating, until a expiration time event happens, where the
congestion window decreases its value, alike the buffer occupancy. All
in all, Fig. 4 shows that the LMS link is rather challenging for transport
protocols to adapt to the actual transmission capacity, which has strong
impact on the application performance, particularly on the delay and
jitter.

We now compare the performance obtained by QUIC and TCP over
various LMS links for different configurations. Both transport protocols
use CUBIC as their congestion control mechanism. Fig. 5 shows the
packet delay and application throughput obtained in both bands, Ka
and S, and for different buffer sizes. The results are averaged over 30
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Fig. 4. Example of the evolution of the buffer size, delay and congestion window over a LMS channel with an infinite capacity buffer.
ndependents runs, each experiment comprising transmissions active
or 60 s. In all cases, the application generates traffic at the average link
apacity. When using QUIC we represent the results that were obtained
or different number of active streams, using the default scheduler (RR).

As expected, we can observe that the buffer size has a strong impact
ver the delay. However, the results show that the performance of
CP is more severely hindered, showing a very high delay with an

nfinite buffer. Since both protocols use the same congestion control,
his difference is caused by the congestion detection improvements that
re implemented in QUIC [32]. On the other hand, the average rate is
airly stable, regardless of the protocol or buffer size. As for the multi-
tream capability, the results evince that it has little impact on the
rotocol performance. This comparison indicates that QUIC is a more
uitable transport solution for highly varying channels, such as LMS
inks.

.2. QUIC schedulers performance over LMS

After comparing QUIC and TCP, we now focus on the performance
f QUIC over LMS links when using different schedulers. In order to
apture how they impact the protocol behavior, QUIC is configured for
ll cases with two streams, having different application rates: the rate
f the first stream is twice the rate of the second one. Furthermore,
7

e configure different overall sending rates, as a ratio of the average
Table 2
Application traffic configuration.

Common setup

Average channel capacity (Ka) 45 Mbps
Packet size 1000 Bytes
Packet distribution Poisson
Traffic time generation 60 s

Scenario 1 (50%)

App. data rates Stream1: 15 Mbps; Stream2: 7.5 Mbps

Scenario 2 (80%)

App. data rates Stream1: 24 Mbps; Stream2: 12 Mbps

Scenario 3 (100%)

App. data rates Stream1: 30 Mbps; Stream2: 15 Mbps

channel capacity. We restrict the evaluation to the Ka band, which has
a higher average capacity (∼ 45 Mbps). Table 2 summarizes the traffic
configurations used in this analysis.

As for the schedulers, it is worth noting that WFQ is configured to
provide a higher priority (×2) to the first stream, reflecting the average
traffic load distribution.

First, Fig. 6 shows the evolution of the application buffer using the
different streams (rows) and traffic rates (columns). As expected, we
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Fig. 5. Performance comparison between TCP and QUIC over a single LMS channel. Average results are obtained from 30 independent executions where traffic is generated during
min at a rate equal to the average channel capacity.
Fig. 6. Queue buffer evolution of different streams over time, using both different scheduling algorithms and binary sending rates, on a LMS link.
bserve that RR and FQ (first and second rows) are not able to adapt
o the traffic unbalance, leading to rather different application buffer
ccupancy. This behavior is more accused as the application traffic
ate gets closer to the average channel capacity. On the other hand,
FQ yields a fairer distribution between the streams, leading to better

alanced buffer occupancy as the traffic rates increases. Nevertheless,
8

it does not optimally exploit situations where the traffic rate does not
exactly correspond to its average value. This sub-optimal behavior is
corrected over time when the channel is not saturated, but in circum-
stances close to saturation this effect is not observed, and WFQ is not
able to yield a fair distribution of the shared resources. On the other
hand, the proposed policy, based on the BP algorithm, harmonizes the
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Fig. 7. Average delay experienced over a Ka band LMS link, when using the different schedulers.
Fig. 8. Delay distribution with RR and BP over an E2E channel with interruptions.
uffer occupancy on both streams, regardless of the channel variation,
ven when the traffic reaches the channel capacity, due to the fact that
t checks the buffer occupancy when building the QUIC packet.

We now analyze the impact of the schedulers over the application
erformance. We will focus on the delay, since all the experiments
howed that the difference in terms of throughput was almost negligi-
le. Fig. 7 shows the average delay experienced by application packets,
or traffic loads of 50% and 80% of the average channel capacity. The
esults are obtained from 30 independent experiments, each of them
omprising connections lasting 60 s. To better illustrate the behavior
e show the average delays experienced by each stream independently,
nd that affecting the overall connection. As can be observed, the
tatic schedulers (RR, FQ and WFQ) yield rather unbalanced delay
etween both streams, regardless of the traffic load. Interestingly, the
efault RR implementation shows a fairer delay distribution, due to the
etter usage of the total transmission capacity. On the other hand, the
roposed BP algorithm is able to harmonize the delay of both streams,
lmost to the same value. In addition, the proposed solution yields a
light overall delay reduction.

.3. QUIC schedulers performance for E2E scenarios

We now broaden the performance analysis of the scheduling policies
ver an end-to-end setup, embracing two Ka LMS links, which em-
late connectivity conditions between ground stations and satellites,
onnected by a single ISL. As mentioned in Section 3, the ISL is
odeled with a two state Markov Chain, depicted in Fig. 1(b), to mimic

nterruption situations in the communication.
Following the same setup as before, we configure two unbalanced

UIC streams, where the rate of the first one is twice as high as the sec-
nd. Since we introduce interruption situations with different average
ime, so decreasing the overall network capacity, the aggregated traffic
ate is set to 50% of the average LMS capacity.

The ISL link is modeled with exponentially distributed dwell times:
n active period (Connect) with 80 Mbps transmission rate and average
ojourn time of 5 s; and an idle state that emulates link disconnec-
9

ions and whose average dwell time is increased from 0 to 0.5 s. For
each value of the average interruption time, we run an independent
simulation, which lasts 120 s, which allows a sufficient number of
state transitions to obtain meaningful results. It is worth noting that
the execution only stops when all bytes are received at the receiving
application.

Fig. 8 depicts the distribution of the average end-to-end delay of
both streams for two scheduling strategies, the proposed BP and the
default RR, as we increase the average interruption time at the ISL
link. As expected, we observe that the average end-to-end delay steadily
increases, as well as its sparsity. It is worth noting that this variability is
slightly higher when using the BP algorithm, which on the other hand
leads to a more balanced behavior for the streams, since it achieves
harmonizing the buffers for all configurations. This can be clearly
observed for an average disconnection time of 0.5 s, where the BP
solution yields similar values for the two streams, whereas with RR they
significantly differ.

7. Conclusion

In this work we have first assessed the performance of transport
protocols (TCP and QUIC) over LEO networks. We have developed
a novel methodology that combines virtualization techniques through
Docker containers and real protocol implementations, with a simulation
framework in ns-3 to enable systematic experiments, featuring realis-
tic modeling of the underlying connectivity. The results evince that
QUIC outperforms the traditional TCP when operated over channels
exhibiting high variability.

We have broadened the analysis to thoroughly characterize the
behavior of different scheduling strategies, which exploit the multi-
streaming capability QUIC features. The default Round-Robin algorithm
used by the QUIC implementation has shown not to be an optimal
solution for unbalanced traffic across various streams. Besides, the well
known Fair Queuing approach is able to keep the transmission bit rate,
without severely hindering the average delay, but it cannot adapt to
situations of unbalanced traffic.

On the other hand, the WFQ solution yields a good balance between

the buffer length of the active streams. However, it is not able to adapt
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to varying conditions, and the corresponding weights would need to
be set in advance. The proposed scheme, based on the Back-Pressure
algorithm has shown to stabilize all active streams’ queue lengths, just
using the occupancy state of such buffers.

The proposed methodology allows increasing the complexity of the
underlying connectivity, by adding disconnection times at the ISL links
(as was discussed in the paper) or background traffic. This could be
exploited, for instance, to model the features of different LEO networks,
such as crossed-ISL links, which might be caused by continuous satellite
movements in different constellations. We will also tackle the enhance-
ment of the proposed models, by adding new features, such as random
large-scale fading, on top of the dynamism captured by the proposed
Markov Chain.

In our future work we plan to exploit the methodology to broaden
the analysis, and to include other elements, such as congestion control
mechanisms. In addition, we will explore the adoption of novel schedul-
ing algorithms and explicitly account for the traffic delay. We will
also explore the possibility of using external capacity traces to emulate
link behavior within ns-3, obtained either from real networks or from
igh precision simulation frameworks, which cannot be used directly
ith real applications. This new feature would allow broadening the
valuation and further validate the obtained results.
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