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PENALIZATION OF DIRICHLET OPTIMAL CONTROL PROBLEMS *
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Abstract. We apply Robin penalization to Dirichlet optimal control problems governed by semilinear
elliptic equations. Error estimates in terms of the penalization parameter are stated. The results are
compared with some previous ones in the literature and are checked by a numerical experiment. A
detailed study of the regularity of the solutions of the PDEs is carried out.
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1. INTRODUCTION

The purpose of this paper is to study solution strategies for the control problem

Min J(u) = /QL(I,yu(ac))dx—i— g/ru(m)Qda(x)
(P) uGUad:{UELQ(F): agu(m)gﬂa.e.xef},
—Ayu + a(xayu) =0inQ, y, =uonT,

where € is an open convex bounded polygonal domain in R?, T is its boundary, N > 0, —oo < a < 3 < 400
and a(z,y) and L(z,y) are functions whose properties will be stated later. The case when av = —oco and 5 = oo
is studied for linear equations in Section 7. We approximate problem (P) by

N
Min J.(u) = / L(z, ye u(x))dz + g/u(x)Qda(x)
Q r
u € Uada
—AYey + (2, Ye ) =010 Q, €0Yen + Yeu =uwon T,

(Pe)

with € > 0 small enough.
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The main objective of our paper is to show that local solutions @ to problem (P) satisfying a sufficient second
order optimality condition may be approximated by a sequence {u.} of local solutions to (P.), and that

@ — e || g2y < Cel=1/P

for some p > 2.

Approximations of Dirichlet control problems by penalized Robin control problems have been studied in [12]
in the case of the stationary Navier-Stokes equations and in [2] in the case of linear elliptic equations without
control constraints. A convergence result is stated in [12] without error estimates in function of . In [2], error
estimates of order £'/2 are proved for regular domains, and of order £'/2=% for all § > 0 in the case of convex
polygons. Also mention that the case of parabolic equations is studied in [3].

By establishing an error of order e!~/? where p is precisely defined in function of the angles of the polygons
and the data of the problems, we clearly improve the results of [2] (see also Sect. 7).

A key point in the proof is based on regularity results for the normal derivative of solutions to elliptic equations
that we state in Lemma A.2. We think that such results are new and can be useful in other situations.

We present a detailed numerical experiment which shows that our theory is quite sharp. Throughout all
the paper we make intensive use of regularity results for elliptic PDEs and some nonstandard trace results in
polygons. They are all collected and proved in detail in an appendix.

2. ASSUMPTIONS AND MAIN RESULTS

We will make the following assumptions on the functions that appear in the nonlinear term of the state
equation and in the functional.
(A1) a: QxR — R is measurable with respect to the first variable and of class C? with respect to the second
one, a(x,0) € LP(Q), p > 2, dya(x,y) > 0 for a.e. x € Q and every y € R. For all M > 0 there exists a
constant C, ) such that

|Oya(z,y)| + |8§ya($,y)‘ < Cyum forae. z € Qand |yl < M,

‘ a(x,y1) 0§ya($,y2)‘ < Com|y2 — 1| for a.e. © € Q and |y1], |y2| < M.

(A2) L: QxR — R is measurable with respect to the first variable and of class C? with respect to the second
one, L(z,0) € L'(Q). For all M > 0 there exist a constant C, py and a function ¥y, ,y € LP(£) such
that

|0y L(x,y)| < UL pm(x | y)| < Cpu for ae. x € Qand Jy| < M,

| L(z,y1) ajy (ac,yg)‘ < C’L,M|y2 — 1| for a.e. € Q and |y1], |y2| < M.

Let w be the biggest angle of the convex polygonal domain € and define pg = 2/(2 — 7/w) if w > 7/2. In the
rest of the paper the exponent p is defined by

[ min{p,pa} Hfw>mn/2
o P ifw<7/2and p < +o0.

If w < 7/2 and p = oo, then p can be arbitrarily chosen in the interval (2, +00).
Let us now state the main result of the paper.

Theorem 2.1. Suppose that @ is a local solution of (P) satisfying the second order sufficient optimality condi-
tions (6.4). Then there exist p > 0 and €* > 0 such that, for all0 < e < *, (P.) has at least a local solution .
in By(w) NUgg = {t € Usa : ||[u—10||po(ry < p}, and any sequence {tu.} of local solutions of (Pc) in B,(u)NUaq
obeys

@ — | p2ry < Ce'~1/P.
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Moreover @ belongs to C(T), and the sequences {u:} of local solutions to (P.) in B,(u) N Ugq converges to i

in C(T).

To prove this result, we have to study the following linear equation
— Aye + ap(z)y. =0in Q, €0,y + ye =u on T, (2.1)

where ag € LP(2), ag > 0 for a.e. x € Q. In the following theorem and in Appendix A, C(M) will denote
different constants depending on M, where [|ag||prq) < M.

Theorem 2.2. Let u € H*(T), with —1 < s < 1. The unique solution y. € H™™25+3/2X(Q) of equation (2.1)
obeys

[9ellrery < CM)e*" [l gre (2.2)
for all s <t < min{l, s+ 1}. Moreover, for all f% <s<1,s<t<min{l,s+ 1}

el gre+1/2(qy < C(M)e® ™ ||ull grs(ry-

Remark 2.3. The constant C(M) that appears in Theorem 2.2 depends only on an upper bound of the norm
of ap in LP(€2) and not on ag itself, as is carefully shown in all the proofs of Appendix A. So this result can be
applied to the solutions of
—Ay. +a.(x)y: =01in Q, €0,y + ye =u on I,

where {a. : 0 < e <1} is a family of nonnegative functions uniformly bounded in LP(2).

A similar result appears in [9] in the case of regular domains and when ag(x) = 0. The proof of this result, as
well as the precise meaning of solutions to equations when the data are not regular are stated in Appendix A.

The rest of the paper is as follows. In the next section we study the state equations for (P) and (P.), and
we estimate the difference between the state and the penalized state for a fixed control. In Section 4, we recall
the well known first order optimality conditions and some of the properties of the solutions that we can deduce
from them. In Section 5, we prove the convergence of solutions of the penalized problems to the solution of
the original problem. Next, we estimate the difference between the normal derivatives of the adjoint states
of the original and of the penalized problems. In Section 6, we introduce second order sufficient optimality
conditions and we prove Theorem 2.1. In Section 7, we explain how to apply our method to unconstrained
linear quadratic problems. In Section 8, some numerical experiments are reported. The proof of Theorem 2.2
is given in Appendix A.

3. STATE EQUATION

We have the following results concerning the state equation.

Lemma 3.1 ([5]). For allu € L>®(T)NH?(T), with 0 < o < 1/2, the state equation
— Ay, +a(z,y,) =0in Q, y, =u onT (3.1)
has a unique solution, y,, € L>(Q) N HY?*7(Q) and it satisfies the estimate
lyull L= (@) < llullp(r) + Cllal:, 0)]| Lr(g)-
Moreover, the following Lipschitz properties hold
lyu = YollLe @) < llu = vllLe), 1Yu = Yollmrrzee @) < Cllu — v 5o ),

for all u, v € L>®*(T) N H? (). Finally if u, — u weakly* in L>°(T), then y,, — Y. strongly in L"(Q) for all
r < +00.
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Lemma 3.2. For allu € L>®(T)NH(T"), with 0 < ¢ < 1/2, there exists a unique y. ., € H>/*>T7(Q) solution of
— Ay + (2, Yen) =00 Q, €0Yey + Yeu =u on T (3.2)

Moreover
19e ull Lo @) < llull ooy + Cllal:, 0] Lr(e), (33)
where C' is independent of €.

Proof. The existence of a unique solution in H(Q)NL> () to equation (3.2) is already proved in [1], Theorem 5.
To establish the more precise estimate (3.3), notice that y. , = yo + y1, where yo is the solution of

1
7Ay0 + / aya(xa Gye,u) d¢ Yo = 70’(1‘7 0) in Qa Eauyo +yo=0onT,
0
and y; is the solution of
1
—Ayy + / Oya(z,0y.w)d0y1 =0in Q, edyy1 +y1 =uon .
0

We can easily show that

lyillzee (@) < llullzee(r),
by observing that =+ [|u|| () are upper and lower solutions to the equation satisfied by 1 (see e.g. [15] for the
notions of upper and lower solutions). The estimate

llvollz=(y < Clla(-,0)|zr(),

follows from Theorem 2 in [1]. Thus the L°°()-estimate is proved.
To deduce the regularity y. ., € H3/?t7(Q) we use assumption (A1) and Lemma A.5 in the appendix, taking
into account that we can write the boundary condition

Eavys,u + Yeu = U ON r

equivalently as
u  e—1
al/ya,u + Yeu = g + Tye,u on T

Since we know that y. ., € H'(Q), then y. ,|r € H'/?(T") and the result follows from Lemma A.5 for s = ¢. O

Remark 3.3. Lemmas 3.1 and 3.2 imply the existence of K > 0 depending on «, and ||a(-,0)|z»(q), such
that for all u € Ugq,
[ve,ullLee @) < K, [YullLe@) < K.

Throughout the following, we often use estimates for the normal derivative of solutions to elliptic equations
which are not standard and that we prove in Appendix A. Let us state these results. In Lemma A.6, we prove
that the solution to equation

—Ay+ap(z)y=0inQ, y=nonT,
obeys
10vyll zs-1(ry < C(M)|nl 1= (1), (34)
when 0 < s < 1. Here ||ao||pro) < M, C(M) is a constant depending on M, and the solution y together with
0,y are defined in the sense of transposition.
In Lemma A.2, we prove that the solution to equation

—Az+ap(z)z=¢ginQ, z=0onT,
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obeys
[0v2llw1-1/a.0(ry < C(M)]|gllLae)- (3.5)
Now, for a fixed control, we can estimate the difference between the state and the approximate state.

Theorem 3.4. Let u belong to L=(I') N HY?(T'). Let y, be the solution of (3.1) and y., be the solution of
(3.2). Then there exist C > 0 and €9 > 0 such that for all 0 < & < g

||yu - ya,uHL?(Q) < Ck,

where C is a constant depending on |la(-,0)||12(q), and on R (an upper bound for |[ul|peory + [|ull gi/2(ry), but
is independent of u, provided that ||ul|pes(ry + [ull gr/2ry < R.

Proof. The function y. . — y, obeys the equation

1
7A(ye,u - yu) + / aya(xayu + a(ye,u - yu)) do (ys,u - yu) = 0 iIl Qa
0

€0y (Ye,u = Yu) + (Ye,u — Yu) = —€0yyy on T'.
Assumption (A1), the uniform boundness of ||ye ||z~ (q), and Remark 2.3 allow us to use Theorem 2.2 with
s =t=—1/2 to obtain
1Yeu — YullL2() < CellOvyullg-1/2(ry-
To estimate 0,y,, we observe that y, = 2z, + (, where z, obeys Az, = 0in © and 2z, = w on I', and
A¢ = —a(z,y,) in Q and ¢ =0 on I'. From estimate (3.4) for s = 1/2, we get

1002l -1/ < Clul ey
With estimate (3.5), we can write
1001 12y < Cllal-, yu)llz) < C(llal-, 0)||2(q) + £Cax),

where [|yu[[=(q) < k. 0

4. FIRST ORDER OPTIMALITY CONDITIONS

The existence of at least one solution to problem (P) can be proved in a classical way. The optimality
conditions for our problems are well known in the literature. We summarize them, as well as some of their
immediate consequences in the following lemmas. For detailed proofs we refer to [5,7]. For every u € Uyq, we
define the adjoint state associated with u as the unique solution to equation

_A@u + aya(xayu(x))@u = 6yL($,yu($)) in €2, @y =0onT.

Lemma 4.1 ([5]). Let u € L=(T') be a solution of (P), and let § = yg € HY?(Q) N L>®(Q) be its associated
state. Then @ = pyg, the adjoint state associated to u, belongs to WP(2) and

() = Proji, (%&,g&(x)) . (4.1)

Moreover, @ belongs to W'=Y/PP(T) and 5 € WHP(Q).

In a similar way, for every u € Uy,q we define the approximate adjoint state ., associated with v as the
unique solution to equation

— Aey + 0ya(, Yo u (X)) e = Oy L(2, ye u(x)) In Q, €0vpey + Peu =0 o0n T (4.2)
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Lemma 4.2 ([7]). For 0 < e < 1, let u. € L>(T) be a solution of (P.), and let J. = ye a. € W>P(Q) be its
associated approzimate state. Then ¢. = @e 4., the approximate adjoint state associated with U., belongs to
W2P(Q) and

. -1 _ . 1, _
tic(x) = Proji, g (N—Egoe(x)) = Proji, g (Nau%(x)) . (4.3)

Remark 4.3. From the first equality in equation (4.3), we can deduce that . € C%1(T"). Nevertheless, the
Lipschitz constant of 4. may depend on 1/¢. Actually, we will only use the fact that . € H'~'/?(T"), which
will be proved in Proposition 5.3 below.

5. CONVERGENCE AND STUDY OF THE ADJOINT EQUATION

First, we are going to show that the approximate optimal controls are bounded, not only in L>(T"), but in
an appropriate Sobolev space, and we will be able to deduce the uniform convergence of sequences of solutions
of the approximate control problems. To do this, we introduce a kind of “intermediate” adjoint state between
¢y and @, ,,. For every u € L>(T"), let us define ¢, ,, the solution of

— Aoy + Oya(®, Ye ) Ve = Oy L(T,ye ) in Q, ey, =0 on T (5.1)

Lemma 5.1. There exists C > 0 such that for every u € Uyq and every 0 < e < 1

[te,ull L (@) < C, (5.2)
||8u'¢a,u||H1*1/p(F) S C; (53)

and
[0v0e,ullr-1/» @y < C. (5.4)

Proof. Assumptions (A1) and (A2) and Remark 3.3 imply

18yal-s Yeu( D<) < Carcs 10y L(sYeulLr@) < Ve rllLr@

for all 0 < € < 1, where K is the constant introduced in Remark 3.3. Estimate (5.2) can now be deduced
from [17].
Using estimate (3.5), we deduce that

”avwe,u”Wlfl/PvP(F) < C”ayL('a yE,u('))”LP(Q)'

Inequality (5.3) follows from this estimate and the continuous imbedding W*'=1/»»(T') ¢ H'~/P(I).
The difference ¢, — 9., satisfies

- A(‘PE,u - ws,u) + aya(:c, yE,u)(SDE,u - 1/)6,71) =0in £, (5.5)

Eav(cpe,u - we,u) + (Sas,u - ws,u) = *gavws,u onI'.
Remark 2.3, Theorem 2.2 with s =¢ =1 — 1/p and inequality (5.2) lead to

||90€,u - we,uHHl*l/p(F) < CEHauwa,uHHlfl/p(F) < Ce. (56)

With the boundary condition of the adjoint equation for the penalized problem (4.2), and taking into account
that ., = 0 on I', we have
) ~ Peu  Peu — we,u
v Peu = = :
€ €

With this equality and estimate (5.6) we obtain (5.4). O
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The next result will be the key point to obtain the error estimate for the control.

Proposition 5.2. Let u belong to Ugq N HI/Q(I‘). Let ¢, and @, be respectively the adjoint and approximate
adjoint states corresponding to u. Then

Hausas,u - av@u”LQ(F) < Cslil/pa

where C'is a constant that depends on R, an upper bound for |[ull Lo o)+ v/l g1/2(q), la(-;0)llr)s 1L k|l Lr(0),
Cu.x and Cr ik, and K is the constant given in Remark 3.3.

Proof. Let us take 9. ,, the solution of (5.1). First, from the normal trace result proved in Lemma A.1, we have:
100 (e = Yew)llL2wy < Clllven — Yeullmsz) + [1A(eu — Ve u)llL2(e))- (5.7)
Remark 2.3, Theorem 2.2 for s =1 —1/p, t = 1, and inequality (5.3) lead to
[pe,u = Yeullmsr (o) < CEl_l/pHazﬂPe,u||H171/p(r) < CelTr, (5.8)
Equation (5.5), assumption (A1) and Theorem 2.2 for s =t = —1/2 give
1A(Pe,u — Ve u)llzz) < Cllgew — Yeullre) < CellOvteull g-1/2y < Ce. (5.9)
Collecting together estimates (5.7)—(5.9), we obtain
100 (@e,u — Ve L2y < Ce' 7P, (5.10)

On the other hand, the difference ¢, — 1., satisfies the equation

_A(Spu - we,u) + 8ya(xayu)(90u - we,u) = (aya(xaya,u) - 8ya(xayu))w6,u + 8yL(xayu) - ayL(I; ye,u) in
Yu — e =0o0n T (5.11)

We want to estimate the normal derivative of the solution. We proceed as follows. Assumptions (A1) and (A2)

tell us that the second derivatives with respect to y of a(-,y) and L(-,y) are bounded, and hence their first
derivatives are Lipschitz. Thus we have

|aya(xa Yeu(T)) — aya(:c, Yu(2))| < Cok|Yu(®) — Ye u()],

and

10y L(z, yu () — Oy L(2, ye,u())| < CLk|yu(®) — ye,u(z)].
With these inequalities and (5.2), we deduce that the norm in L?(2) of the second member of equation (5.11)
is bounded by C||yy — Ue,ull£2(q). Following [11], we can then deduce that

H‘Pu - wa,u”H?(Q) < C”yu - ya,uHLz(Q)-
Taking Theorem 3.4 into account, we obtain

100 (Pu — Vel 2y < Cllow = Yeullm2(0) < Cllyu — Ye,ullz2(0) < Ce. (5.12)

The result of the proposition follows from estimates (5.10) and (5.12). O
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Proposition 5.3. For 0 <e <1, let u. € L>(T") be a local solution of (P:). Then the following holds.
(a) The sequence {u.} is bounded in H'~'/P(T).
(b) There exists at least a subsequence extracted from {u.} converging to some @ € Uyq in C(T).

(c) Let {u.} a subsequence converging to some @ € Ugyq. If each element . is a global solution of (P.), then
U € Uqgq is a solution of (P).

(d) If the subsequence {u.} converges to u uniformly on T', and if @ is a local solution of (P), then {0, o:}
converges uniformly to 0,p, where ¢ and @, are given in Lemmas 4.1 and 4.2.

Proof. (a) The first claim follows immediately from (5.4) and (4.3). Since p > 2, 2(1 —1/p) > 1 and H'~1/7(I")
is continuously imbedded in C(T"). Thus {a.} is included in C(T).

(b) Since 2(1 —1/p) > 1, H'=Y/?(T) is compactly imbedded in C(T'), and hence there is a subsequence of .
converging uniformly on T' to some @ € C(T') N Uyg.

(c) Since {.} is uniformly bounded in C(T) and in H'/2(T'), we can use Theorem 3.4 to deduce
lya. — Uell2() < Ce,
where y. = y. 4. Using Lemma 3.1, we have
lya — Fell2) < llva — va lr2) + va. — ellr2@) < C(lla — el z2) + ).

So we have . — yz in L%(2). Let @ be a solution of (P). Since % belongs to U,q and {#.} is uniformly bounded
in L*°(Q), we can write

J(a) < liminf J.(a.) < limsup J: (@) < limsup J(4) = J(4),

and thus 4 is also a solution of (P).

(d) We now check the convergence of {0,@.} in L>(T").
Let us introduce ¢;_ the exact adjoint state associated with the approximate solution y;, . Applying the
triangle inequality we have

100 @ = Ov@llLe(ry < 110v@= — Ovacllz(ry + 10va. — v @l L2(r)-
Since {@.} is bounded in H'/?(I"), we can apply Proposition 5.2 and we obtain
180 @< = Dupa.ll L2y < Ce' 7P,
To show that the second term also converges to zero, let us write the equation satisfied by the difference g, —@:

—Alpa. = @)+ 0ya(z, §)(pa. — @) = (9ya(2,9) = 0ya(x, Ya.))pu. + Oy L(2,ya.) = OyL(z,g) in @ (5.13)
va. —p=0onT. (5.14)

As we did for equation (5.11), and taking into account that gz, is uniformly bounded in L>°(Q) (cf. [17]), we
deduce that the norm in L?(£2) of the second member of equation is bounded by C||5 — ¥a. || .2(). Following [11]
and using Lemma 3.1, we can then deduce that

10vpa. — 0v@llremy < Cllea. — @lla2) < Clly — Ga.llz2) < Clla — tellz2(ry-

Collecting together the previous estimates we have

”81/956 - V@”L?(F) < 0(5171/17 + ”ﬂ - ﬂE”L2(F))-
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Since {i.} converges to @ uniformly on I', we first deduce that {9,@.} converges to d,¢ in L?(I'). Knowing
that {0, .} is bounded in H'~'/PP(T") (cf. (5.4)), it is easy to show that it also converges to d,¢ in L>°(T). O

6. SECOND ORDER CONDITIONS AND ERROR ESTIMATES

Since we are dealing with a nonconvex problem, second order sufficient conditions are required to obtain error
estimates. Second order conditions have to be written for directions v € Ty, (@) such that J'(a)v = 0, where
Ty, , (1) is the tangent cone at @ to U,g. To characterize these directions, we introduce d(x) = Nu(z) — 0,5(z),
7 > 0 and the following conditions:

v(x) =0 if |d(z)| > T, (6.1)

For 7 > 0, we define the cone
cr = {v € L2(T)| v satisfies (6.1)7(6.3)}.

For p > 0, we set
By(a) = {u€ L¥(T) ¢ |lu— = <},
By(@) = {ue L¥(T) : |lu— = < p}-

We have the following result about second order necessary and sufficient conditions:

Lemma 6.1 ([5]). Let @ € Ugq be a solution of (P). Then
J"(@)v® >0 for all v € CY.
Conversely, let @ € Uyq satisfy the first order necessary condition (4.1), and suppose in addition that @ obeys
J"(@)v* > 0 for all v e C2\ {0}. (6.4)
Then there exist p > 0 and k > 0 such that, for all u € B,(u),
J(@) + i — ul3agq) < ().

Moreover, there exist § > 0 and T > 0 such that

J"(w)v?* > 8||v)|72ry for all v e CF. (6.5)

Proposition 6.2. Let @ € Uuq be a solution of (P) that satisfies the second order sufficient conditions (6.4).
Then there exists € > 0 and p > 0 such that for all 0 < e < &, (P.) has at least one local solution u. in B,(u).
Moreover, the whole sequence {u.} converges to @ uniformly on T.

Proof. Consider the problems
py ) minJ(u)
(P) { w € Upa N B, (1),
and
py J minJe(u)
(P2) { w € Uga N B, (@).
The set Uyq N Bp(ﬂ) is closed, convex, bounded, and nonempty because @ € Ugq N B,,(a). The functional .J.
is lower semicontinuous for the weak topology of L?(T'). Therefore (P?) has at least one solution uf. We can
apply Proposition 5.3 to these problems, and we obtain that there is a subsequence {u?} converging uniformly
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to a solution of (P?). Due to (6.5), @ is the unique solution of (P?). Therefore u? — . Moreover, since every
convergent subsequence, converges to the same limit, the whole sequence converges to the same limit .

Finally, since the convergence is uniform, there exists some & > 0 such that, for all 0 < ¢ < &, u? € B,(u),
and thus uf is a local solution of (P.).

Next we find a bound for the L*(T") norm of the error in terms of the derivative of .J.

Lemma 6.3. Suppose that 4 is a local solution of (P) satisfying (6.4), and let . be a local solution to (P.) in
Uaa N By(u), where 0 < e < & (€ and p being the parameter and the radius introduced in Prop. 6.2). Then there
exists 0 < ¢* < & such that

21— ell3aqry < ((8) — () (7~ )

for all 0 < e < €*, where 6 is given in Lemma 6.1.

Proof. We have
( (@) — () (@ — ) = T (@) (@ — 3.)? + (" (ug) — T (@) (@ — )%,

for some 0 € (0,1) and ug = @ + 6(u. — ).

From Proposition 6.2, we know that {@.} converges to @ uniformly on I". Therefore we can make use of
Proposition 5.3. Let us denote by d.(x) = Ni.(x) — 0,p.(x) the derivative J/(i.). From Proposition 5.3, we
know that d. — d uniformly on I'. Let us check that v = 4. — @ belongs to C7T, where 7 is the parameter

introduced in Lemma 6.1. Since @i. € U,gq, it is obvious that v satisfies the sign conditions (6.2) and (6.3). If

d(x) > 7, using (4.1) we have a(x) = a. Moreover, due to the uniform convergence d. — d, there exists e, > 0

such that, for all 0 < € < ey, de(z) > 7/2. Using (4.3) we obtain %.(x) = a. And hence v(z) = 0. With a
similar argument we obtain that if d(x) < —7 then there exists e > 0 such that, for all 0 < ¢ < e_, v(z) = 0.
Therefore, for all 0 < € < 1 = min{ey,e_}, 4. — @ belongs to C7.

From (6.5) we deduce

Sl — ey < (1) (1 — )

Let us now show that (J”(ug) — J"(u))(@ — @.)? is small. Let us define £ and & as the solutions of the
linearized state equations around # and wug in the direction of v = u — u.:

~A¢+ 0ya(z, 1) =0inQ, E=u—1.onT,

7A£9 + 8ya(:£, y@)f@ =0in Qa 59 =u—u:.onl,

where yg = yu,. Let us denote by ¢y = ¢, the adjoint state associated with up = @ + 6(@. — @). Then

7)) = [

(02, L) - Byale,0)¢) € do+ N [ (@ 0)doa),
Q I

and
J" (ug)(t — ue)? = / (02, L(z,y9) — 0z ,a(x,y0)0) & dw + N / (1 — tc)do().
Q N

Since yy uniformly convergences to y as € — 0, there exists €5 > 0 such that

|(J" (ug) — J" (@) (@ — ue)?| < gllﬂ — e 2(r (6.6)
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for all 0 < € < 9. Let us see this with some more detail. With assumption (A2), the uniform boundness of ¥
and ¢p and assumption (Al) we get

0" (o) = @)= 02| = | [ (08, Lo ) = 5Fya(e.)p) €do = [ (38, Lw.un) = 0o wo)ioo) €5l
Q
/‘ — 0y, L(x,y0)| + |07, a(x, 9) — 0y, a(x, yg)ps|) £ da
/ 08, L o) ~ Byale w)o] |~ ] do
< Cu [ =l €do+ [ |03,0(0.5) - 5yale. )| [£1Eda

+/|a Ja(z,90)| & — 9ol@da + (Cpxe + KCax) /\5 &| |+ €| da
Q

< Crilly = yollL)lléll L2y + KCax /Q |7 — yo| €da + Ca i /Q ¢ — po| Eda
+ (Cr.x + KCo k)€ = &ollL2 1€ + ol 2y,

where K > 0 is given in Remark 3.3. From the equation satisfied by &, we know that there exists a constant
C(K) such that [[{]|p2q) < C(K)|@ — tc||g2(ry. The uniform convergence of (). to % implies the uniform
convergence in €2 of yp to § and of ¢y to @ (see Lem. 3.1). We can deduce that there exists €3 > 0 such that for
all0 <e <e3

_ - _ - _ 0, _
CL,K||y*ye||Loo(Q)||§||L2(Q)+KCa,K/Q|y*ye|€2dﬂf+0a,K/Q|80*<P0|52d93S ZHU*UsH%z(ry (6.7)

From the equations satisfied by ¢ and &, we have

—A(€ &) + Iyalz,§) (€ — &) = (9ya(z, ys) — Dya(z, §)) & in O,
E—&=0onT,

and _ _
—A(E+ &) + Oyalz, §)(€ + &) = (Oya(z,y) — Oya(z,yp)) & in €,
E+& =2(a—1u.) onT.

Using assumption (A1), we have

1€ = &oll L2y < CE)T — yeoll Lo (o ll€ol 20,

1€+ €ollz2() < CE) (17 — veoll o=@ €0/l z2() + 1o — el z2(ry) -
From the equation satisfied by £, we know that there exists a constant C(K') such that ||§g]|12(0) < C(K)||u —
te||2(ry. Using again the uniform convergence of the states, we deduce that there exists €4 > 0 such that

_ _ s
(Cr.x + KCo k)€ — &oll2 ) I€ + &oll 2 (o) < ZIIU — |2 r), (6.8)

for all 0 < € < e4. Therefore inequality (6.6) follows from inequalities (6.7) and (6.8) for e2 = min{eg, e4}.
The proof is complete by taking ¢* = min{ey,e2}. O

Finally, we are able to prove the main result of the paper.
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Proof of Theorem 2.1. Since u. € U,q, from first order optimality conditions for (P) we deduce J'(a)(a—a.) < 0.
Similarly, since u € U,q, we have J.(uz)(@ — @) > 0. With the previous lemma we can write

gllﬂ = e[ T2y < (J'(0) = ' (ue)) (@ — ) < (L (ue) = J' (@) (@ — ue)

= / (Oupe — Oupu,) (4 — ue)do(z) < [|0yPe — Ouipa, HLQ(F)Hﬂ - ﬂ8HL2(F)-
r

Since 1. is uniformly bounded in H'/2 (T"), we can use Proposition 5.2 to complete the proof. O

7. LINEAR QUADRATIC PROBLEMS AND UNBOUNDED CONTROLS

In [2] the authors consider a linear quadratic control problem with controls which are not bounded in L>(T")
(in that case we shall speak of unbounded controls. It corresponds to the case when o = —oo and 8 = o0).
They establish an estimate of order /2 for the error in L?(T) (c¢f. equation (29) in [2]). That estimate can be
improved with our method.

Theorem 7.1. Let L(z,y) = %(y —ya(x))?, where yq € LP(Q), a(z,y) =0, a = —o0, and 3 = oo. Then we
have

@ — || p2qy < Ce'~H/P
for all 0 < e < 1. (Let us recall that p = min{p,pa} if w > 7/2 andp=p if w < 7/2 and p < c0.)

All the assumptions of our original problem are fulfilled, except that the set of admissible controls is not
bounded in L*>(T"). So, first of all, we will prove that the solutions are uniformly bounded in L>(T").

Lemma 7.2. For every 0 < € < 1, the penalized problem (P.) has a unique global solution u. € Hlfl/p(F),
and {u.} is uniformly bounded in H'=Y/P(T). In particular, this is a bounded family in C(T') that converges
uniformly to @, the unique solution of (P). Moreover, @ belongs to H*'/P(I'), and hence it is a continuous
function.

Proof. Now (P) and (P.) are linear quadratic problems. Existence and uniqueness of a global solution in L?(T")
is easily deduced by classical methods. The state and adjoint state equations for the penalized problem can be
written in the form

/ VyVzdx + E / Jezdo(z) = 1 / tezdo(z) for all z € HY(Q),
Q £ N g T

1
/ VwVeg.dr + Z / w@do(z) = / (g — ya)wdx for all w € H*(Q).
Q r Q

Taking z = ¢, and w = 7, and noting that the left hand sides of both equalities are equal, we obtain from the

right hand sides
1

—/ﬂagﬁeda(x) :/(gje—yd)gadx.
€Jr Q

From the first order optimality conditions, we know that @, = %&,@E and from the boundary condition of the
adjoint state equation, we know that ¢. = —€0,p.. Thus, we have

5 0ot = [ @ ) a.

and

1
/ygd:ﬂJr—/(8V¢E)2da(x):/ydy5dx.
Q N Jr Q
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Using the Cauchy-Schwarz inequality in the above identity, we first obtain ||g:||z2(0) < llyallz2(0). Then
100 @c || 2(ry < \/NHdeL2(Q) and from the first order optimality conditions we conclude that there exists C' > 0
such that

||ﬂ5HL2(I‘) <C.
From Theorem 2.2 (for t = s = 0), we know that {g.} is bounded in H'/?(Q), and by Sobolev imbeddings,

it is also bounded in L*(2). B
Now, we repeat the arguments of the proof of Lemma 5.1. Let us consider ¢ the solution of

A, =7, —ygin Q, ¥P.=0onT.
Set ¢ = min{p,4}. We have ¢ > 2. Using Lemma A.2, estimate (A.3) (or estimate (3.5)), we deduce that
100el r-1/ary < ClOPelwr-17a.ary < CllTe — yallpay < C. (7.1)
The difference ¢, — 1/_)6 satisfies
—A(fe —9e) =00 Q,  0,(@e — Pe) + (P — ) = —€dytpe on T
Theorem 2.2 with s =¢ =1 — 1/¢q and inequality (7.1) lead to
1@ = Yellgr-1/ary < Celldtellgrr-r/a(ry < Ce.

With the boundary condition of the adjoint equation for the penalized problem (4.2), and with 9. = 0 on T,
we obtain

00 @ell 1170y < C-

Observe that 4. = 3;0,@. because there are no bound constraints. Since ¢ > 2, H 1=1/4(T") is continuously
imbedded in C(T'), and all the assumptions of Proposition 5.3 are satisfied. So the first claim follows from
Proposition 5.3(a). From Proposition 5.3(b) and (¢) we know that there exist subsequences that converge
uniformly to solutions of (P). In the present case the solution of (P) is unique. Therefore all the sequence
converges to 4. Finally, since {@.} is bounded in H'~/PP(T"), there exists a subsequence weakly convergent in
that space to @ € H'~1/PP(T") because the limit is unique. O

Proof of Theorem 7.1. Thanks to the previous lemma, Propositions 5.2 and 5.3 are still valid. Since the problem
is quadratic and strictly convex, the second order sufficient condition (6.4) is trivially satisfied, and we can apply
Theorem 2.1. ]

Remark 7.3. If p = oo and the domain is a square, then p can be chosen arbitrarily big, and the result stated
in Theorem 7.1 means that the expected order of convergence for the error in the L?(I") norm of the control
will be !9 for all § > 0. This behavior was numerically observed in the second example in [2], pp. 847848
(see also [2], Fig. 5, and the comments at the end of Sect. 5 in [2]). Nevertheless, it remained unexplained in
that reference.

8. AN EXAMPLE

Let Q = (0,1)? be the unit square in R? and let us set

1
i) = 7
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FIGURE 1. Solution.

We see that yq € LP(Q) for all p < 3. Now we consider the linear-quadratic control problem

1 1
Min J(u) = 3 /Q(yu —ya)?dx + 3 /F u?do(z)

(P) w€ Uy ={ueL?): —1<u(xr)<lae zel}
—Ay,=0inQ, y,=uwonl.

From a strict convexity argument, it follows that this problem has a unique global solution. From Lemma 4.1
we know that there exists (7, @, @) belonging to W'P(Q) x W2P(Q) x W=1/PP(T) for all p < 3, and satisfying
the first order optimality conditions.

The penalized problem is

Min J.(u) = %/(yg’u — ya)?de + % / u?do(z)
Q

r

(PE) u € Ugg

_AyE,U =01in Qa Eauys,u + Ye,u = U ON I.

For every € > 0 we have a unique global solution @, € W2~ /P2(T).

Since we do not have the analytic solutions, we are going to solve these problems numerically. For that
purpose we approximate the controls by continuous piecewise linear functions and we apply a primal dual
active set strategy for the optimization. To solve the PDEs arising in the optimization process we use the finite
element method. Of course the Dirichlet conditions are imposed exactly at the boundary nodes, and not treated
by penalization. All the software, except for the mesh generator, has been programmed by us with MATLAB.
To this aim, we have considered a regular family of triangulations {7}, }5, where, as usual, h denotes the mesh
size. Let {7;}1<;j<n(n) be the nodes in the boundary, starting at the origin and counting counterclockwise and
TN(n)4+1 = T1. The space of discretized controls is

Uh = {uh eCl): uﬁzj,z,-H] € 771}.
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TABLE 1. [|@"]| g (ry.

n|ls=05]s=06| =07| =08 |s=09| s=1

3| 1.8654 | 2.1497 | 2.5093 | 2.9609 | 3.5245 | 2.7290
4 | 1.7183 | 2.0528 | 2.5065 | 3.1161 | 3.9289 | 3.1445
51 1.6163 | 1.9831 | 2.5168 | 3.2843 | 4.3783 | 3.6347
6 | 1.5465 | 1.9323 | 2.5333 | 3.4578 | 4.8658 | 4.2037
7| 1.4984 | 1.8931 | 2.5486 | 3.6261 | 5.3788 | 4.8479
8 | 1.4652 | 1.8619 | 2.5603 | 3.7843 | 5.9093 | 5.5659
9| 1.4427 | 1.8372 | 2.5685 | 3.9314 | 6.4546 | 6.3608

TABLE 2. ||rh||H5((),1)-

n|ls=05|s=06| =07 |s=08|s=09]| s=1
3| 1.6038 | 1.8276 | 2.1164 | 2.4861 | 2.9559 | 2.3120
4| 1.5416 | 1.8143 | 2.1928 | 2.7106 | 3.4111 | 2.7765
5 1.4740 | 1.7910 | 2.2657 | 2.9613 | 3.9647 | 3.3940
6 | 1.4092 | 1.7637 | 2.3381 | 3.2409 | 4.6303 | 4.1978
71 1.3510 | 1.7356 | 2.4113 | 3.5511 | 5.4234 | 5.2303
8 | 1.3006 | 1.7081 | 2.4858 | 3.8936 | 6.3629 | 6.5458
9 | 1.2581 | 1.6819 | 2.5616 | 4.2708 | 7.4720 | 8.2141

We denote the solutions of problem (P") and (P*) by @ and " respectively. We address the reader to [7] for
the details about the optimization process, [4] for theory about continuous piecewise linear approximation of
Neumann control problems, and [5] for theory about approximation of Dirichlet control problems.

Regularity of the solution

Since u € W'=1/PP(T) for all p < 3, we know that @ € H*(T") for s < 2/3. Anyway, the solution can be more
regular than what is expected from the theory. Although we cannot give a proof of the fact that u ¢ H*(T") for
s > 2/3, we can give some numerical evidence that this is in fact so.

We have evaluated [|a"| sy for b = 27"v/2, n = 3,...,9 for s € [0.5,1]. To do this we have used
the following norm, which is equivalent in U" to the usual norm in W*P(T') with constants of equivalence
independent of h (see [6], formula (5.10)):

N(R) 1/p

h 7
—h } |U € ()P
"oy = h}jw P+ Ry ]H)m/ ,
i#£]

where n(i, j) = min {|] — i, N(h) —|j — z|} The results are summarized in Table 1.

We may observe in the table that if s > 0.7 the norm [|@”|| s () increases as h — 0. Since the growth is
very slow we have compared with the behavior of the approximations of a known function in the interval (0, 1).
Let us take 7(z) = /¢ in (0,1). We know that r € H*(0,1) for s < 2/3 and r ¢ H*(0,1) for s > 2/3. For
n € N, let us define h = 1/2", z; = jh for 0 < j < 2" and r}, the continuous piecewise linear function such that
rh(zj) = r(x;). When we evaluate ||rp||fs(0,1) (With the obvious modification n(i, j) = |i — j|) we obtain the
same slow growth for s > 0.7 (see Tab. 2).

We have also observed that, if we approximate @ ~ @ (h* = 27°V/2), then e, = ||[a" —@"||p2(r) < 0.27h07.
In Figure 2 we show the double logarithmic plot of this data. The error e; = is reported in Table 3. Following
[5], this is the expected behavior of the error if u € H*7(T'), but 4 ¢ H*(T) for s > 0.7.
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log,(h)

FIGURE 2. Error estimate for Dirichlet problem.

TABLE 3. Error estimate for Dirichlet problem.

h/V2 | 273 274 275 276 277 28
en | 0.0650 [ 0.0374 | 0.0219 | 0.0132 | 0.0083 | 0.0055 |

Checking the main estimate

We want to check that ||t—c||p2ry < C£%%, but we do not have the exact solutions. The triangle inequality
leads to

14 — tell 2oy < lla—a"|| oy + [[a" — @l 2y + l@e — @l L2 (). (8.1)

From [5], we know that || —u"| p2r) < Ch%5%. An easy adaptation of the proofs in [4] leads to ||te —@”|| 21y <
Ch?/? Je. Since we do not have the analytic solutions @ and ., we will take h* = 279y/2 and substitute @ by @"
and @, by @ in the estimations of the first and third addends in the right hand side of inequality (8.1). The
approximate solution y;»+ is shown in Figure 1.

As we have already mentioned, we have obtained that

@ — "2y < 0.27h%7.

We have also solved the penalized problems for e = 2 % for i = 0,...,9 and h = 27"v/2 for n = 3,...,9 and we

have obtained the estimate:
0.07

e — @l || L2(ry < ?hl'%-

So, if we choose h very small, we can expect that the second term in the right hand side of inequality (8.1)
is the dominant term in the sum. We are going to fix h* = 27°/2 and evaluate ||[a"" — @""|| 2 for different
values of €. Since h* is very small (the mesh contains approximately 5.2 x 105 triangles, 2.6 x 10° nodes and
2048 boundary nodes, that is the best we can do with MATLAB on a PC), we can expect that the error due to
the numerical approximation is significatively smaller than the error due to the penalization, at least while ¢ is
not very small. Therefore we can approximate:

@ — el 2y & @ — @l || o).



798 E. CASAS ET AL.

TABLE 4. Order of convergence for the solutions of the penalized problems.

E; €; 0;

1 |0.1545 | 0.35
2-110.1209 | 0.46
27210.0877 | 0.57
273 10.0592 | 0.65
2=%10.0378 | 0.69
272 10.0235 | 0.68
27610.0146 | 0.62
2-710.0095 | 0.51
27%10.0067 | 0.41
27910.0050 | -

To evaluate the order of convergence as e — 0, we solve the penalized problem for ¢; = 27%, i =0,...,9. For
each i, we define the experimental error as
€; = ||Uh* - UQ L2(T)>»

and the experimental order of convergence between two consecutive values of ¢; as

o, — log(eir1) — log(ei)
" log(eiy1) — log(es)

The experimental results are summarized in Table 4. Observe that for i = 3,...,6 the experimental order of
convergence is quite close to the order of convergence expected from the theory: o = 0.66. For small values of
the error due to the penalization is overlapped with the error due to the numerical approximation. That is the
reason for o7 and og to be smaller than expected. You may also observe that og, 01 and 02 are also smaller than
the value predicted by the theory. This is the usual behavior with penalized problems: the ratio o; becomes a
sharp estimate of the order of convergence only asymptotically. To understand what is happening, think of this
naive example about penalization of PDEs: Consider the unit ball in D in R?, denote by dD its boundary and
by (r,0) the polar coordinates. We can solve exactly the problems

—Ay=0on D, y=sinf on 0D,
—Ay. =0on D, €0,y. + y. =sinf on 9D.

We obtain y = rsinf and y. = y/(1 + ). We can compute exactly

_7T &
T 41+¢

ly — yellz2(p)

So the estimate ||y — yc||z2(py < Fe is true for all ¢ > 0, but it is very rough for big values of €. The
experimental orders of convergence corresponding to the values of e = 27¢ i = 0,...,9 are (0.58,0.74,0.85,
0.92,0.96,0.98,0.99,0.99, 1.00). The order of convergence is close to 1.00 (the theoretical order of convergence)
only for e <274

In Figure 3 we can see a double logarithmic plot of the data in Table 4 versus the line corresponding to an
order of convergence o = 0.67. This number is obtained from a linear regression from the central values of the
figure. The estimate we obtain for ¢; =274 i =3,...,6 is

@ — te|| p2ry < 0.24¢%67
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l0g,e)
FIGURE 3. Dots: log,(e;) vs. logy(e;). Solid: log,(g;) vs. 0.24 + 0.67 logy(e;).

APPENDIX A: REGULARITY RESULTS FOR SOLUTIONS OF ELLIPTIC PARTIAL DIFFERENTIAL
EQUATIONS IN CONVEX POLYGONS

Let us recall that throughout this section C'(M) > 0 denotes various constants depending on M where
laol|zr) < M.
In order to prove Theorem 2.2, we need some regularity results for the equation

—Ay. +ap(z)ye =0in Q, €0y +y- =uon L, (A.1)
where u € H5(T"), with —1 < s < 1/2, and for the equation
—Ay+ap(x)y=0in Q, y=nonT, (A.2)

where n € H*(T'), with —1/2 < s < 1.
Before that we need some trace regularity results that we state below.

A.1. Trace regularity results

For general trace results in Lipschitz domains, we refer to [10]. To our best knowledge, it has not been
proved that the trace of a function in H%/2(Q) is in H'(T"). Nevertheless, this is known to be true for harmonic
functions in Lipschitz domains (see [13,14]). The next lemma shows how to extend this result for our purposes.

Lemma A.1. Let Q be an open convex bounded domain of R™, n > 1 (here Q is not necessarily a polygonal
domain). If Az € L*(Q) and z € H>'?(Q), then z|r € HY(T') and 9,z € L*(T), and we have the estimate

Izlell 0y + 11002l L2ry < CUIAZ L2() + |2l m3/2(0)-
Proof. Let 29,21 € H'(Q) be respectively the solutions of
Azg=0inQ, zo=z|pronT,

and
Az1=AzinQ, 2z =0onTl.



800 E. CASAS ET AL.
It is clear that z = zg + 21 and z|r = 2o|p. From [11] it follows that 2; belongs to H?(Q) and that
121l 2 (0) < CllAz]| L2 (-

Since zp = z — 21 and z € H%?(Q), we can claim that z, belongs to H*/?(Q). From [14], Theorem 5.6 and
Corollary 5.7, and the previous estimate, it follows that

l20lrllzrry + 19v20ll L2ry < Cll2oll 320y < 21l sz ) + 121 320
<Mlellmz) + 12lm320) < C1A2l|L2@) + 121l 53/2(0))-

Therefore the estimate of z|r in H!(T") is established. Due to Lemma A.2 below, we also have
||al,21||L2(p) S C||AZ||L2(Q)

The proof is complete. O

It is also known that in a Lipschitz domain, the normal derivative of a function in C'*°(§2) does not necessarily
belongs to HY/2(T) (think of y(x) = |#|? on the unit square Q = (0,1)2). With some extra regularity and a
condition on the trace of the function, we get the following result.

Lemma A.2. Let 2 < g <p. If g € L), then the solution z to equation
—Az+ap(x)z=9ginQ, z=0onT,
belongs to W24(Q) and obeys
12wz + 10v2llwi-1/0.a@y < C(M)|gllLae)- (A.3)

Proof. Let us first give the proof in the case ¢ = 2. Since ag > 0, from the results in Stampacchia [17] we deduce
that z € H}(Q) N L>(Q) and there exists a constant C' > 0 independent of ag such that

2l 1) + 12llLe) < CllgllL2)-
So we have agz € L*(Q2) and
llaozllz2(0) < llaollLe@llzllLe@) < M - CllgllL2 -
Following [11], we know that z € H?({2) and there exists a constant C' > 0 independent of ag such that
1l z2() < Cllg = a0zl L2) < C(M)]lgllL2()-

Since © is a polygonal domain, we have Q = co{S; | 0 < j < Ng}, where ‘co’ stands for the convex hull and
(S;)o<j<ns are the vertices of the polygonal domain. We assume that the vertices are numbered counterclock-
wise and that Sy = Sng. With this convention, the boundary I' is the union of the edges I'; = [S;_1, 5;], where
1 < j < Ng. The trace of Vz on I belongs to (H/?(T"))2. Thus the trace of Vz on I'; belongs to (H'/2(T';))?
and 0,z € HY?(T';). Moreover we have the estimate

||8VZ||H1/2(F,~) < C(M)HgHLZ(Q)

To show that 9,z belongs to H'/?(T") we have to analyze what happens at the corners S; = I'; N T;;. For

that, we can parametrize the edge I'j11 by setting z;(0) = S + F27(Sj41 — 55) with 0 < o < |T'j14],

and the points of I'; by z;(—0) = 5; — ﬁ(Sj —Sj-1) with 0 <o < |T'j|. For 0 < o < 6; = min{|T';|, |Tj41]},
J
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zj(0) € Tji1, zj(—0) € Tj and |z;(0) — S;| = |z;(—0) — Sj| = 0. According to Theorem 1.5.2.3.c in [11], to
prove that 8,2z € H'/?(I'; UT,41), we have to show that

/“j 10,2(2;(0)) = Buz(zj(—0))|
0

g

2
do < +o0.

First notice that |[z]|g2q) < C(M)||gl|r2(q). Since z € H?(2), then Vz € (H'(Q))?, and the usual trace

theorem says that 0,z € H1/2(I‘) for i = 1,2. As is shown in the first part of the proof of Theorem 1.5.2.3.c
n [11], this implies that

2
do < 400,
o

/5j |0i2(z(0)) — Oiz(z;(—0))|
0

for © = 1,2. We are going to transform the integral involving the normal derivative into a combinations of
integrals involving the partial derivatives. To do that, without loss of generality, we can suppose that I'; is on
the negative part of the x axis, S; is at the origin and I'j11 C {(—ong,0n1) | 0 <o}, so that v; = (0, —1) and

vit+1 = (n1,n2), where ny > 0 and n? + n% = 1. Therefore

/6" |0y 2z(x;(0)) — &,z(:vj(—a))|2d0 _ /6" [n1012(x;(0)) + n2dez(x;(0)) + azz(xj(—a))|2d0 (AA)
0 0 .

g g

Since z = 0 on I', the tangential derivative is 0, i.e., 012(x;j(—0)) = 0 and —n2012(xj(0)) +n1022(z;(0)) = 0. If
we take v = —(1 4 ng2)/n1 and 8 = nay — ny and if we observe that the linear combination v(—n2d1 z(x;(0)) +
n1022(z;(0))) + Bo1z(zj(—0)) is equal to zero, the RHS of (A.4) is bounded by

% 2(zi(0)) = O z(zi(—0))|? % hz(xi(0)) — Osz(xi(—0
2ﬁ2/0 |81(]()) 0 (J( ))|d0+2/0 |a (]()) 0 (J( ))|

(2 (2

2
do < +o0.

Making the same analysis for each corner, we have proved estimate (A.3) for ¢ = 2. Let us now consider the
case when 2 < ¢ < p. If g € L9(), then z € W24(Q),

llzllw2a) < C(M)|gllLaca),

and therefore Vz € (Wh9(Q))2. From a usual trace theorem in Lipschitz domains it follows that ;2 €
wi-1/aq (T") for i = 1,2. This implies that the traces of the partial derivatives are continuous at the corners of
the domain (Thm. 1.5.2.3.b in [11]). Moreover we have the estimate

||6VZ||W1—1/<1J1(FJ.) < C(M)HQHL"(Q)

Since the normal vector to I' is a discontinuous field at the corners of 2, we cannot deduce that 9,z belongs
to W'=Y/a4(T) from the fact that z belongs to W29(Q). As in the case when ¢ = 2, the problem arises
at the corners S;. According to Theorem 1.5.2.3.b in [11] to prove that 9,z € W'=1/%9(T; UT 1), we have to
show that 0,z is continuous at the corner S;.

Using the notation introduced in the case ¢ = 2, we obtain

0,2(2(0)) — Ovz(z;(—0))| < BlO12(x5(0)) — O12(xj(—0))| + [022(x;(0)) — O2z(z5(—0))l,

and the continuity at S; of the normal derivative follows from the continuity of the traces of the partial
derivatives. Moreover, the continuity of 0,z being proved at the corner S;, we have

Har/ZHWlfl/qva(FquHl) < C(Har/ZHWPl/qwq(Fj) + ||0v2||W171/m(FH1)) < C(M)lgllza)-

This estimate being true for each node S;, 0 < j < Ng, estimate (A.3) is proved. O



802 E. CASAS ET AL.

We can now obtain results analogous to those in Lemma A.1 for functions whose Laplacian is not so regular,
but instead satisfy homogeneous boundary conditions.

Lemma A.3. Let g belong to (HY/?(Q))'. Then, the solution z to equation
—Az+ap(x)z=9gnQ, z=0onT,

belongs to H3/%(Q) and obeys
10v 2] L2ry < C(M)| gl (r172(02) - (A.5)

Proof. The proof is very similar to the one in [16] (Thm. A.1 and Cor. A.1). Observe that when g € (H'/2())’
the solution z is defined by the transposition method. (The result of the lemma uses interpolation theory, and
for interpolation results in Lipschitz domains, we refer to [14].) O

Lemma A.4. Let g belong to (HY?(Q))'. Then, the solution z to equation
—Az+ap(z)z=¢ginQ, dz+2z=0o0onT,

belongs to H3/%(Q) and obeys
12lell @y < C(M) gl /20y (A.6)

Proof. The proof also follows by interpolation. If g € (H(2)), then by the Lax-Milgram Theorem and the
usual trace theory, we know that z € H'(2), z|r € H'/?(T") and there exists a constant C' > 0 independent of
ag such that

lzlell g2y < Cllgll @)y - (A7)

In particular, for each side I'; it is obvious that
2[5 [ 71720,y < Cllgll ey - (A.8)
If g € L2(2), then z € H?(Q) (¢f. Thm. 3.2.3.1 in [11]). Using Lemma A.1, we know that z|r € H*(T") and
2l ) < C(M)|lgllL2(e)- (A.9)
According to Theorem 1.5.2.8 in [11], z|r, € H3/%(T;) for each side I'; and
12lr, s e,y < C(M)|glz2(0)- (A.10)

For g € (HY/%(Q))’, by interpolation between estimates (A.8) and (A.10), we obtain that z|p, € H(T;) for
each side I'; and

2l0; L ryy < COM) gl (zr2/2(0)) - (A.11)

Using estimates (A.7) and (A.9), we know that z|p € H*/4(T). This implies that z|p is continuous at the corners
and thus z|r € H*(T'). To prove the last point we can imagine (by using a Lipschitz parametrization) that z is
defined in an interval, divided into a finite number of subintervals (z;,z;4+1), 2|r belongs to H'(z;,z;4+1) and
it is continuous in the whole interval. Then it is well known (¢f. Thm. 5.1 in [8]) that z|r belongs to H'(T').
Finally, estimate (A.6) follows adding up estimates (A.11) for all the sides T';. O
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A.2. Regularity results for equation (A.1)

In the case when —1/2 < s, thanks to the Lax-Milgram Theorem, it can be shown that equation (A.1)
admits a unique solution y in H'(). When —1 < s < —1/2, solutions to equation (A.1) may be defined by the
transposition method. For that we consider the following variational problem

Find y. € L*(Q) and \. € H /(") such that

1 1
/degdx + Qe a2y maw) = 2w 2 me ), H-e ), (A.12)

for all g € L*(Q) and all v € HY?(T"), where z is the solution to
—Az+ag(x)z=9gin Q, edpz+z=vonT.
Notice that for s > —1/2, if y. is a solution to (A.1), then (ye,ye|r) is a solution to (A.12). Since A. plays the
role of the trace of y. in the case when w is regular, we will make an abuse of notation by replacing A. by y|r.
Now we are going to give regularity results for the solution to equation (A.1) in the case when ¢ = 1. The

dependence of the solution with respect to €, when 0 < ¢ < 1, will be studied in section A.4, and precise results
are stated in Theorem 2.2.

Lemma A.5. Takec =1 and let =1 < s < 1/2. Ifu € H*(T'), then the solution y to equation (A.1l) belongs
to H*+3/2(Q), and there exists a constant C(M) > 0 such that

Yl frev2/2(0) < CM)|ull 2 (- (A.13)

Moreover, for —1 < s <0, ylr € H**Y(T") and

Iylellzs+r oy < C(M)|ulzsry- (A.14)
Proof. For s = —1/2, as already mentioned before, the existence of a unique solution y in H'(2) and estimate
(A.13) follow from the Lax-Milgram Theorem. Estimate (A.14) for s = —1/2 follows from the usual trace

theorem in H!(Q). The constant in this case is also independent of M.

For s = 1/2, we know that —Ay = —agy € L*(Q2), because ag € LP(Q) and y € HY(Q) C LI(Q) for all
q < o0. Thus, the H%(Q) regularity of y and estimate (A.13) follow from Corollary 4.4.4.14 in Grisvard [11].

Notice that y|r, the trace of 3, does not necessarily belong to H*/?(T') (think again of y(z) = |=|? in the unit
square Q = (0,1)?), so we cannot state estimate (A.14) for s = 1/2.

For —1/2 < s < 1/2, estimate (A.13) is obtained by interpolation.

Now, we can prove (A.14) for s = 0. Since we have already proved estimate (A.13) for s = 0, we know that
y € H3?(Q) and —Ay = —apy € L*(Q). Thus estimate (A.14) follows from Lemma A.1 and estimate (A.13)
for s = 0.

Let us consider the case when s = —1. Let us first notice that the uniqueness result is obvious. Indeed, if
(y,\) € L*>(Q) x H-Y/2(T") is a solution to problem (A.12) corresponding to u = 0, then by taking g = y and
v =0, we first obtain that y = 0. If y = 0 and v =0 in (A.12), it is clear that A = 0.

To prove the existence of a solution, we proceed by approximation. Let u be in H~*(T'), and let {ux} be a
sequence in L?(T") converging to v in H~(T). For every k, let yx € H*/?(Q) be the solution to equation (A.1)
corresponding to uy. Due to Lemma A.1, yi|r belongs to H'(T).

For all g € L?(Q) and all v € H'/?(T'), we consider the solution z € H?(2) to the equation

—Az+az=¢ginQ, d,z+z=vonl.
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We easily verify that y; and z obey

/kagd:ch/Fykvda(:c) :/Fukzda(:c). (A.15)

First take v = 0. From identity (A.15) when v = 0, and from estimate (A.6), we deduce

Hyk||H1/2(Q) = sup / yrgda = sup <uk7Z>H*1(F),H1(F)
lgll 1172 )y =102 Nall 12 )y =1
< sup lukll a2 oy l|2 ] 2 0y < C(M)|Jukll z-1(ry-
Nall (12 )y =1

To estimate yi|r, we take g = 0 in (A.15). Estimate (A.14) for s = 0 (already proved above), implies that
Il zlell ey < C(M)[|v||L2¢ry, and we have

lyelrllezry = sup /ykvda(x)
H'U”L2(r):1 r
= sup (uzgommo < swp ukllaor o llzel gy < OO0kl g -
”’U||L2(F)=1 U”Lz(r)zl

Notice that we also have

Iy — yell a2y + v — YellLz@y < C(M)||uk — well -1 (rys

for all k and all /.

From the previous estimates it follows that {y;} converges to some y in H'/2(Q), and {yx|r} converges to
some A in L?(T"). By passing to the limit in (A.15), we easily verify that (y, ) is a solution of (A.12). Thus
ylr = A. Moreover, we have

1Yl z1/20) < CM)||ull -1y and  |lylrlzz@) < CM)||ullg-1(r).-
The remaining cases are obtained by interpolation. U

A.3. Regularity results for solutions to equation (A.2)

Now, we are going to study the Dirichlet problem (A.2) when n € H*(T"), with —1/2 < s < 1.
If n € H'/2(I"), the existence of a unique solution y € H'() to equation (A.2) satisfying

1yl @) < Clinllzirery,
is classical, and it can be shown by using the fact that the trace mapping 7 is a bounded and surjective operator
from H'(Q) to HY?(T).
If 0 < s < 1/2, then solutions to equation (A.2) can be defined by the transposition method in the following
way. For that we consider the following variational problem

Find y € H/?(Q2) and x € H~Y(T') such that

/ngdm*@(, V) g —1(I),H(T") /8 zndo(z

for all g € L*(Q) and all v € H*(T'), where z is the solution to

(A.16)

—Az4+apz=9ginQ, z=vonl.
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Due to Lemma A.6 for s = 1, 9,2 € L*(T') and the definition makes sense. Notice that y is going to play the
role of the normal derivative of y for regular problems, so we make an abuse of notation and denote 0,y := x.

Solutions to equation (A.2) can also be defined for —1/2 < s < 0. For that we consider the following
variational problem

Find y € L*(2) such that

/ngdxz —/Fé?yznda(x), (A17)

for all g € L?(Q), where z is the solution to
—Az+apz=¢ginQ, z=0o0nT.

Lemma A.6. Ifn € H*(T') with —1/2 < s < 1, then there exists a unique y € H**/2(Q) solution of (A.2)
such that

[yl zrev1r200) < C(M) |0l s (r)- (A.18)
Moreover, if 0 < s <1, d,y € H*"(T') and

10vyll fre-2(ry < C(M)Il| 7= (- (A.19)

Proof. Let us start with s = 1. Let y € H*(2) be the solution to equation (A.2). We can write y = yo + y1,
where yg is the solution to

—Ayg=0inQ, yo=nonl,
and y; is the solution to
—Ay; = —apyin 2, y3 =0onT.
From Jerison and Kenig [14], Theorem 5.6 and Corollary 5.7, it follows that

voll zs/2(0) + 10vyoll L2y < Clinllmr ().
Since —agy belongs to L?(2), from [11] it follows that
Y1l 2 @) + lvalellz @) < Cllaoyllzz) < CM)|Inll g r)-

With Lemma A.1, we finally obtain
10vyllL2y < C(M)Inl a1 (r)-

The proof for the case s = 1 is complete.
Consider now the case when s = 0. We look for a pair (y, x) € H'/?(Q) x H~'(T) solution to problem (A.16).
Let us first show uniqueness. If (y,x) € HY/2(Q) x H~}(T') is a solution to (A.16) for n = 0, taking g = y and

v = 0 we obtain
/ y?dz = 0,
Q

GV E-1 (), 5 () =0 Yo € H'(T),

and thus y = 0 on Q. Next we have

and hence y = 0.
The existence is obtained by an approximation process. Let n € L?(T") and let nx € H'(T) be a sequence
such that n;, — n € L?(T'). For each k let yx be the unique solution of (A.2) corresponding to 7. It is clear that
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(yx, Ouyr) € H?/?(Q) x L*(T) is the unique solution of (A.16) for n. Take v =0, g € L?(Q) and z € H?(Q) as
is defined in (A.16), we can write

Ykl 120y = sup Yk, 9) 11/200), (112 () = sup / yrgdz <
gl 1/2 0y =1 lgll gr1/2 gy =19
[ oamdota swp 110zl eIl e
HQH(Hl/z(Q))/—l ||g||(H1/2(Q)),—1
sup CM)gll 12y InxllLe @y < CM) |kl L2,
||g||<H1/2(m)/

where we have used estimate (A.5). In the same way we also obtain

vk = yell g2y < C(M) Ik — mell 2

To get the estimate on the boundary, let us take g = 0 and v € H(T'). Using the case s = 1 of this lemma
(proved above), we obtain

NOvyklla-—1y = sup  (Ouyr, V) -1 (), 1 (r) = /3 znpdo(x

loll g1y =1 ”UHHl(F)_l

< sup  |OvzllLzylnkllLzaey < sup C(M)|ollgr oy llnxll 2oy = C(M) |0kl 21y -

H'U”Hl(r)zl ”UHHl(F):1

In the same way we also obtain
10vyr — Ovyell -1y < C(M)|Inr — nell L2(ry.-

There then exists a pair (y,x) € H'/2(Q) x H}(T') such that (yx, d,yx) — (y, x) in H/2(Q) x H~}(T"). Taking
the limit in the sequence of equations satisfied by (yx, 9, yk), it is clear that (y,x) obeys (A.16). Estimates
(A.18) and (A.19) follow from the corresponding ones satisfied by yi and 9, yy.

The estimates in the lemma for 0 < s < 1 can be obtained by interpolation from the estimates obtained for
s = 0 and the estimates obtained for s = 1.

Set now s = —1/2. The proof follows the same lines as the first part of the proof for the case s = 0. We
must use now Lemma A.2 instead of estimate (A.5).

Estimate (A.18) for —1/2 < s < 0 is obtained by interpolation. O

A 4. Estimates in terms of ¢

For every € > 0, and —1 < s < 0, we define the following Robin-to-Dirichlet operator:

Ac: H(D) —  HT(I)
U —  Acu=y|r,

where y. is the solution of problem (A.1), making the abuse of notation mentioned above when —1 < s < —1/2.
For ¢ = 1 we will set A := A;. Estimate (A.14) means that A € L(H*(T), H*TY(T")) for all =1 < s <0.
For 0 < s <1, we define a Dirichlet-to-Robin operator as follows:

T: HP'(I) — H*(T)
n — Tn=20,y+n,

where (y,d,y) is the solution of (A.16).
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Estimate (A.19) can be written in the form

1T sy < CM) |0l s (1)

We have the following relations between A, and T

Lemma A.7. For all -1 <s<0, alle >0, allu € H*(T') and all n € H*(T), we have
(eT+ (1 —¢e))Acu = u,

and
AT+ 1 —-e))n=n.

807

(A.20)

(A.21)

(A.22)

Proof. Let us prove (A.21). Let u belong to H*(T") and let y. be the solution to (A.1). Using the definition

of A., we have

(ET + (1 - E)I) Acu = 8,TyE|F + (1 - €)y€|F = Eauye + €y€|F + y6|F - 5y5|F = Eauye + y6|F = U.

Let us prove (A.22). Let n belong to H*+1(I"), and let y € H**3/2(Q) be the solution of (A.2). We have

Ac(eT+ (1 —e))n=A(edoy +en+n—en) =Ac (e0yy +n) = 1.

The proof is complete.
By choosing ¢ = 1, we can state the following results.

Corollary A.8. For all —1 < s <0 and all n € H*T1(T),
ATn=n.

Corollary A.9. For every u € L*(T'), we have TA.u = A Tu.
Proof. With (A.21) and (A.22), we can write:

eTAcu+ (1 —e)Acu=u=cATu+ (1 —¢e)Au.

The proof is complete.

Now, we are going to estimate the norm of the operator A..

Proposition A.10. For every —1 < s <1 and u € H*(T")
[Acull ey < C(M)|ull e (r),

where C(M) is independent of € and s.

Proof. We first prove the estimate of the proposition for s = 0. Let y. be the solution to (A.1).

2z € HY(Q) we have
/(VyEVz + apyez)dx + l/yezda(ac) = 1/uzda(az).
Q €Jr €Jr

We can prove (A.23) for s = 0 by taking z = y., and by taking the equality A.u = y|r into account.
Let us prove (A.23) for s = 1. With Corollary A.8 and estimate (A.14), we have

||AEU||H1(F) = ||ATAEU||H1(F) < C(M)||TAEU||L2(F)

(A.23)

For all
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From Corollary A.9, and with estimate (A.23) for s = 0, we can write
[T Acull2ry = [[ATul|L2ry < CM)[|ITul|L2(ry-

Thus, for s = 1, estimate (A.23) follows from the above inequalities and from (A.20).
For s = —1, estimate (A.23) is obtained by duality. Let v be in H'(T'), and set z. = A.v. From the variational
problem (A.12) satisfied by y. and z., we easily obtain

<Agu, ’U>H*1(I‘)7H1(F) = <A€u, ’U>H*1/2(F),H1/2(F) = (u, ZE>H71(F)7H1(F)'
So, using estimate (A.23) for s = 1, one has:

HAEUHHfl(F) = sup <A6uaU>H*1(F),H1(F)
H'U”Hl(r)zl

= sup  (w,2e)g-yr),mr) < C(M)|ullg-1(r).

HU”Hl(r):l

For —1 < s < 1, estimate (A.23) can be obtained by interpolation. ]
Proposition A.11. For every —1 < s <0 and u € H*(T")

[Acull ety < l[ull s ()
where C(M) is independent of € and s.
Proof. We first observe that if u € L?(T), then we have
1
Acu=-A(u— (1 —¢e)A.u). (A.24)

9

Indeed, if y. is the solution of (A.1), one has

1 1 1
EA(U —(1—¢e)Acu) = EA(Eauyf +Ye — Ye +EYe) = gA(E(aI/ya +9e)) = AOuye + e ).

Identity (A.24) follows from the equality A(d,ye + y=) = ye|r-
Using (A.24), the continuity of A stated in (A.14), and Proposition A.10, we obtain

M)

1 C
||Agu||Hs+1(F) = EA(U —(1- E)AEU)||H5+1(F) < (E |lu—(1-— E)AEuHHs(F)

oM C(M)(1 + C(M))

£

)
< (lll ooy + [Acull g (ry) <

llull s (ry-

Finally, we are able to prove Theorem 2.2.

Proof of Theorem 2.2. Estimate (2.2) is proved for (s,t) = (—1,—-1), (s,t) = (1,1), (s,t) = (0,1) and (s,t) =
(—1,1) in Propositions A.10 and A.11. Thus, by interpolation, it is also true for the convex hull of these four
points, which is precisely what we need.

From (A.18), it follows that

Yell 1720y < CM)||Yelr || e ry,
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for all —1/2 <t < 1. Thus, with (2.2), we have

yell ez ) < CODNgelrllzery < C™ =y,

for all —1/2 < s <1, and all s <t < min{l,s+ 1}. O
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