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Abstract

Muon tomography is a Non-Destructive Testing technique that consists in using cosmic
muons as a probing tool, in order to generate images of objects from the information given
by the interaction with the muons. The development and application of this techniques
requires the production of considerable amounts of simulation data, usually generated
with complex and slow particle simulation software. In this work, we explore the use
of Generative Adversarial Networks (GAN) as a way of generating simulation data for
muon tomography applications in a faster and less computationally expensive way. We
have observed that GAN architectures can nicely reproduce the process of propagation of
cosmic muons crossing material 50 times faster than other simulation software.

Key words: muon tomography, cosmic muons, generative adversarial networks,
simulation, machine learning

Resumen

La tomografía muónica es una técnica de caracterización no invasiva que consiste en
utilizar muones cósmicos como herramienta de sondeo, para así crear imágenes de objetos
a partir de la información dada por la interacción de los muones con dicho objeto. El
desarrollo e implementación de esta tecnología requiere disponer de grandes cantidades de
datos de simulación, que son actualmente generados con software específico de simulación
de partículas. Este software tiene la desventaja de ser complejo y lento. Por ello, en
este trabajo se explora el uso de redes generativas adversarias (GAN) como método de
producir datos de simulación para aplicaciones de tomografía muónica de una forma mucho
más rápida y menos costosa. Se ha observado que las arquitecturas tipo GAN pueden
reproducir bien el proceso de propagación de los muones cósmicos a través de materiales
con un aumento en la velocidad de simulación de un factor 50.

Palabras clave: tomografía muónica, muones cósmicos, redes generativas adversarias,
simulación, aprendizaje automático
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Chapter 1

Introduction

Muon tomography is a Non-Destructive Testing technique that consists in making use of
the cosmic muons that reach the surface of the Earth to probe into different objects and
structures. Muons are, like the electrons, a kind of elementary particles known as leptons.
They are more massive than electrons, and thus have a higher penetrating power.

As cosmic muons go through different materials, they deflect and slow down due to ion-
ization and multiple Coulomb scattering. In muon scattering tomography, we place two
detectors at both sides of the object we want to inspect. With this, we can reconstruct
muon trajectories and retrieve information of the Coulomb scattering, which can be used
to generate three dimensional models of the object in study.

For this reason, muon scattering tomography provides a great testing technique, valid in
big size and high density applications. The advantages of muon tomography make it an
interesting tool for the industry.

Simulation data plays an important role in the development of muon tomography tech-
niques. Being able to simulate the trajectories of the muons as they go through the
detectors and the different objects we want to probe is crucial, for example, to develop
efficient reconstruction algorithms and also to test and calibrate the equipment. The
generation of realistic simulation data constitutes a large limiting factor for industrial
applications of muon tomography.

Currently, the required simulation data is produced with specialized high energy physics
simulation software. However, this simulation tools carry a high computational cost, and
usually need a long time to obtain high quality simulation data. Also, this software
requires the knowledge of the precise structure of the detection hardware, which in some
occasions is not feasible, thus limiting the quality of the simulation.

This limitations may be overcome by the use of generative machine learning models.
Specifically, in this work we will explore the use of Generative Adversarial Networks
(GAN). GANs are a class of machine learning models based on deep neural networks
that are capable (after proper training) of generating new synthetic data with the same
characteristics as the training data.

GANs have been proven to be effective in many types of scenarios. The traditional case
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2 CHAPTER 1. INTRODUCTION

of application is image generation. A well trained deep convolutional neural network can
generate new original images resembling a certain dataset: faces, medical images, land-
scapes... Also, since GANs are very good at capturing details in probability distributions,
they can be used for synthetic data generation. This is the case of this work, where we will
explore the use of GANs to generate simulation data for muon tomography applications.

Generative Adversarial Networks have two main advantages as a simulation tool. On
the one hand, the time needed for simulating muon data is reduced considerably; once a
generative network is trained, the whole information about the process is captured in the
weights of the network. Then, it acts as a simple function: it is fed random noise (latent
variables) and outputs plausible simulated events. This computation is ultra fast, and
allows us to obtain any amount of synthetic new data in almost no time.

The other main advantage is that we eliminate completely the process of ’building’ the
simulation. This means that all the characteristic features of the process we want to
simulate can be captured by the generative network in the learning stage, even if we don’t
know in detail the structure of our hardware.

With all this, the motivation of this work is to test the application of Generative Adver-
sarial Networks as a simulation tool for muon tomography industrial processes. We will
train and evaluate the performance of GANs, and we will study their viability and range
of application.

With respect to the structure of the manuscript, it consists of 6 chapters. Chapter 1 con-
tains an introduction with the motivation of the work and the structure of the document.

The next two chapters are introductory to the two main topics at hand. These are in-
tended to introduce readers who are less familiar with the topics and also to set the basic
terminology. Muon tomography techniques are fully detailed in Chapter 2. This includes
an introduction to the Standard Model of Particle Physics and cosmic muons, as well as
an explanation of the principles behind the technique, the detection and reconstruction.
Chapter 3 is also an introductory chapter dedicated to machine learning, generative mod-
eling and Generative Adversarial Networks. I will also present there some specific GAN
framework modifications relevant in this work (conditional GAN and WGAN).

The remaining part of the manuscript is devoted to detail the specific work performed
and present and discuss the results obtained. In Chapter 4 I describe the two specific
problems treated and their goals. Then I also describe the dataset, the best models found
for each of the problems, and the key aspects involved in the process of optimizing the
performance of the models (keep in mind that training machine learning models implies
a long process of optimizing the models’ parameters that is hard to reflect totally here).
Then, the results obtained are presented and discussed in Chapter 5.

Finally, the conclusions are presented in Chapter 6, together with an insight into possible
future work.



Chapter 2

Muon tomography

In this chapter I will give a brief introduction to muon tomography. Muon tomography
is an non-destructive testing technique based on cosmic muons. I will explain the base
concepts involved in this technique, as well as its advantages and limitations. Finally, I
will present some real-world applications of muon tomography.

2.1 Particle Physics and the Standard Model

Particle Physics aims to understand the laws of nature through the study of the fundamen-
tal constituents of the Universe, the elementary particles, and the interactions between
them, called forces. Currently, our whole understanding of subatomic world is contained
in the Standard Model of Particle Physics (SM) [1]. This theory was developed in the
decade of 1970, and gives a unified picture between the particles that constitute the or-
dinary matter and 3 out of the 4 interactions between them (gravity is not encompassed
in the SM). In this unified picture, forces themselves are described by the exchange of
particles.

The Standard Model provides a theoretical frame for many phenomena at subatomic level.
Also, the theory reproduces experimental data with remarkable precision, making it one
of the most accurate theories in Modern Physics.

Fundamental particles in the Standard Model are divided into two big groups: fermions
and bosons. Fermions are the particles that make up the ordinary matter we see in the
Universe, and have half-integer spin. They themselves are divided into leptons and quarks
(Figure 2.1). The main difference between these two is that fermions are not affected by
the strong force (QCD), while quarks have color charge and interact strongly.

Each of these groups contains three particle generations: first generation, formed by
electron, electron neutrino and quarks up and down; second generation, formed by muon,
muon neutrino and quarks strange and charm; and third generation, formed by tau, tau
neutrino and quarks bottom and top.

3



4 CHAPTER 2. MUON TOMOGRAPHY

Figure 2.1: The fundamental fermions in the Standard Model [2].

Bosons, on the other hand, are the particles that mediate the fundamental forces between
fermions, and they have integer spin (Figure 2.2). In the Standard Model, each of the
interactions is described by a Quantum Field Theory (QFT). In QFT, bosons arise natu-
rally as mediators of the interactions. In the case of the electromagnetic interaction, the
associated QFT is Quantum Electrodynamics (QED), and interactions between charged
particles are mediated by virtual photons. On the other hand, the strong interaction
is described by Quantum Chromodynamics (QCD) and color-charged particles exchange
virtual non-massive gluons in the interaction. Finally, the weak interaction is mediated
by the W−, W+ and Z bosons (massive).

Figure 2.2: The fundamental bosons in the Standard Model [2].

The Standard Model is completed with a new particle, the Higgs boson, which is respon-
sible of the mass of the rest of the particles. The Higgs boson was discovered in 2012 at
the Large Hadron Collider, and it has a mass of around 125 GeV [3].

2.2 Muons and cosmic rays
Muons are one of the second generation fermions described in the Standard Model. They
have a mass of 105.7 MeV (about 200 times the mass of the electron). Like electrons,
muons have spin one half, and can be positively or negatively charged. Also, muons have
a life time of 2µs, and they typically decay into an electron (or positron) and a pair of
neutrino-antineutrino:

µ− −→ e− + νe + νµ µ+ −→ e+ + νµ + νe

Muons that we detect at the surface of Earth are the product of the collisions of cosmic
rays coming from outer space with the nuclei of the atmosphere. Cosmic rays are defined
as beams of high energy particles that come into the Earth’s atmosphere from outer space.
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They are mainly constituted by protons (89%), but also contain nuclei of helium (10%)
and heavier nuclei up to uranium. When this particles reach the Earth, they collide
with the atoms in the upper atmosphere, creating a shower of particles, mainly pions.
Pions belong to a group of particles called mesons, and consist of a first generation pair
quark-antiquark. There are three types of pions: π+ : ud, π0 : uu or dd, and π− : ud.

Charged pions (π±) have a mass of 139.6 MeV and have a life time of 0.26 ps [4], and they
decay through the weak interaction. The main mode of decay is to a (anti)muon and a
muon (anti)neutrino:

π+ −→ µ++νµ π− −→ µ−+νµ (BR = 99.988%)

This global process that takes place in the upper atmosphere results in a particle shower
where the main final product is muons (Figure 2.3). The average flux of muons that
reaches the surface of Earth is about 1 muon per cm2 per minute, with a mean energy of
4 GeV.

Figure 2.3: Particle shower resulting from cosmic rays.
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2.3 Muon tomography: cosmic muons as a probing tool
Muon tomography, also called muography, is a Non-Destructive Testing (NDT) technique
that employs cosmic muons as the main source of information. Muons interact with matter
mainly through the ionization process (energy loss) and through Coulomb scattering.
Both of them depend strongly on the composition, density and size of the material. This
effects allow us to probe objects by measuring muons before and after the material.

There are two big groups of muography technologies, according to the principles behind
the measurement of the muons. These are absorption muography and scattering muog-
raphy. Absorption muography is performed by measuring the incident muon flux as a
function of the direction of observation. It is based in the different transmittance of the
materials that compose the object. Absorption muography is applied to large scale ob-
jects and requires only one detector, although long exposure times. On the other hand,
scattering muography works by analyzing the scattering position and angular shift of the
muons. Therefore, it requires at least two detectors, and not so long exposure times. It
is used mainly for small to medium objects.

Figure 2.4: Absorption muography (left) and scattering muography (right).

There are numerous fields of application of this techniques. In particular, scattering
muography is interesting in industrial processes [5]. It can be exploited to perform pre-
ventive maintenance and quality control inside the industry. The large penetrating power
of muons and the possibility of operating the detectors without physical contact make the
technique more convenient and efficient than other NDTs.

As a concrete example, scattering muography is being tested to estimate the wear of
thermally insulated pipes. By placing detectors on top and below of a section of pipe
one can generate a density map of the pipes. Then, feeding the image to a Convolutional
Neural Network (CNN) we can estimate the radius of the pipe, and infer from that the
quality of the pipe. This application of muon tomography is closely related to the problem
studied in this work. The details of the process are explained later in Chapter 4.

Another example outside the industry is the monitoring of inaccessible places. In this
sense, muon tomography can be used to make a density map of large scale structures like
volcanoes [6] and pyramids [7]. These studies are performed with absorption muography.

With respect to the muon detection technology, there are multiple options, but probably
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the detectors with the best ratio between cost and resolution and robustness are multiwire
proportional chambers (MPCs). MPCs are radiation detectors specialized for charged
particles that can provide spatial information about their trajectory. The specifications
of the MPCs may vary depending on the application. For example, the detectors we have
simulated for this work are those belonging to the company Muon Systems [8], which was
interested in this project. Particularly, these detectors consist of an array of parallel wires
at high voltage, which are inside a chamber with walls at ground voltage. The wires have
a separation of 4 mm and are embedded in a mixture of argon and CO2. Usually two
layers are placed perpendicularly in order to measure X and Y coordinates. In Figure 2.5
we can see this particular set up, designed for industrial scattering muography. It has 3
MPC layers with a sensitive surface of 1 m2.

Figure 2.5: MPC-based muon detectors for scattering muography. Picture provided by Muon
Systems [8].

In order to obtain valuable information from muon scattering tomography, we also need
an effective reconstruction algorithm to obtain the scattering angles of the tracks. The
most simple approach is the Point-of-closest-approach algorithm (POCA). This algorithm
makes a simplistic assumption: the multiple scattering of a muon can be reduced to a
single point of scattering, thus obtaining for each track a scattering angle and a point. It
takes as input the incoming and outgoing tracks of the muon (assuming the electronics
can associate both tracks). These tracks are likely to not be coplanar. Therefore, for
each line, the closest point to the other line is computed using a simple algebraic formula.
Then the middle point is taken as POCA, and is assumed the point where the scattering
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is produced. Also from the lines we can obtain the scattering angle. In Figure 2.6 we can
see an illustration of the principle behind this algorithm.

Figure 2.6: Point-of-closest-approach algorithm (POCA).

The POCA algorithm is useful in scenarios that are essentially empty with some high
density chunks. However, in other situations it is too simplistic. There are other more
complex algorithms based on maximum likelihood estimation (MLE) and machine learn-
ing. These depend critically on having large amounts of simulation data for parameter
fitting (in the case of MLE) and training (in the case of machine learning). For this
reason, this project is aimed towards exploring ways of obtaining the needed simulation
data in an ultra fast way.



Chapter 3

Generative Adversarial Networks

Machine learning algorithms construct models that, by looking at a certain set of data, can
perform tasks without being explicitly programmed to do so. This is currently a rapidly
growing field that has proven to be very effective in diverse real-world applications. As
explained in the introduction, machine learning algorithms are also at the heart of this
work. Therefore, this Chapter is meant to serve a brief introduction to the field.

Here, I will explain in detail the main concepts behind machine learning, neural networks
and, in particular, Generative Adversarial Networks.

3.1 Introduction to machine learning and neural net-
works

Machine learning is a branch of computer science which focuses on the development of
algorithms that imitate the way that humans learn, by looking at data and gradually
improving its accuracy. The term was first introduced in 1959.

Artificial Neural Networks (ANN) [9] are computational models whose structure tries to
mimic the human brain. They consist of interconnected nodes called neurons. These
neurons are typically structured in layers, and can transfer the information from one layer
to the next. Each neuron receives an input signal from all the neurons in the previous
layer and computes an output signal as a nonlinear function of the inputs.

Also, the interconnexions between the neurons have associated a weight which determines
its importance inside the network. These weights are updated during the training process.

The computation of the neurons is called activation function, and it can be expressed as

a = σ(wTx+ b), (3.1)

where x is the vector of inputs, w are the weights of the input connexions, b is a bias term,

9



10 CHAPTER 3. GENERATIVE ADVERSARIAL NETWORKS

and σ is a non linear function like the sigmoid or the ReLU and Leaky ReLU1 function.

In Figure 3.1 we can see the basic structure of a Deep Neural Network (DNN), which is
a type of ANN that contains several hidden layers.

Figure 3.1: Structure of a DNN [10]

What makes neural networks so powerful is their ability to learn. There are two main
modes of machine learning according to the training process: supervised and unsupervised
learning.

Supervised learning models are trained on data that has been labelled for a particular
purpose. The model then tries to learn the underlying patterns in the data to correctly
map the input data (X) to the output label (y), in order to obtain accurate labelling
results in never-before-seen data. Supervised learning is useful for two big groups of
problems: classification and regression. These problems are also referred to as predictive
learning, since the model has to make a prediction given some input data.

The learning task consists in looking at labelled data and make predictions (at first
random) and then progressively adjust the weights until the labelling error is minimized.
For this, we define a cost function, f(y, ŷ), which is an statistic that measures the error
between the real and predicted labels (y, ŷ), giving an idea of how close the network
predictions are to the real values. Therefore, the minimum of the cost function is identified
with a network weight configuration that yields the best results. Some examples of cost
functions are the mean square error or the binary crossentropy. Once we have the cost
function, the network optimization is done in an iterative way by evaluating it on subsets of
the entire dataset, called batches. At each iteration, the value of the cost function depends
on the current weight configuration and it is used to compute the necessary update of the

1Leaky ReLU function:

f(x) =

{
x x > 0

αx x ≤ 0
, α ≥ 0 (small).

The ReLU function is obtained for α = 0.
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Figure 3.2: Supervised learning scheme (left). Example of GAN framework (right).

weights to minimize the cost, through an optimization algorithm like Stochastic Gradient
Descent (SGD) or Adam [11]. Then, the weights are updated for the next iteration using
backpropagation [12], an algorithm that efficiently updates the weights from the last layer
to the first. The amount that the weights are updated in each iteration is called learning
rate, and it is a crucial parameter: if it is too high, the network may skip the global
minimum, and if it is too low, the training process may take too long to converge.

In supervised learning the training dataset is divided into two groups, the training set
and the test set. The first one is sampled in batches and is used for the training of the
network. The second one is reserved and used after the training process is complete to
evaluate the quality of the network.

Every iteration of the complete training set is called epoch. Machine learning models are
trained during several epochs, meaning that the process goes through the training dataset
several times.

The second type of machine learning, unsupervised learning, does not make use of labelled
data. Therefore, there is no iterative correction of the model as the model is not predicting
anything. Instead, the goal of the model is to find underlying patterns in the input
data, and make useful representations of these patterns. Some examples of unsupervised
learning models are clustering and generative modeling.

In this work, we are treating the problem of generative modeling for muon tomography
applications. As explained before, unsupervised models can summarize very well the
distribution of input variables. Therefore, we can later use them to generate new examples
that plausibly match the distributions of input data. This technique is known as generative
modeling, and can be very useful to generate images with the same characteristics as other
ones, or to generate new synthetic data. Generative Adversarial Networks are an example
of generative models.

3.2 Generative Adversarial Networks

Generative Adversarial Networks (GAN) address to the problem of generative modeling
using deep learning methods. They are a new framework of training generative models
based on framing the problem as a supervised learning task. This is done by training two
sub-models: a generator model that learns to synthesize new samples, and a discriminator
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that has to tell apart real samples from the fake ones created by the generator. With this,
we create a supervised learning framework by labeling the samples as either real or fake.
The two models can then be trained together in a zero-sum game, eventually reaching an
equilibrium where the generator produces plausible samples that fool the discriminator
about half of the time.

This clever approach to generative modeling was introduced by Ian J. Goodfellow et al.
in 2014 [13]. Since then, many improvements and modifications have been made to the
original architecture, mainly to stabilize the training process and extend the framework
to other problems. For example, Deep Convolutional GAN (DCGAN) [14] make use of
convolutional neural networks and are widely used for image generation. Also, we have
conditional GAN and Wasserstein GAN [15] frameworks, which I will detail later due to
the application in this work.

But first, let’s talk about how the generator and the discriminator work, and how they
are trained together.

The generator is usually modelled by a deep neural network. It takes as input a fixed-
length vector of random values and outputs samples in the problem domain. These input
variables are called latent variables. They are typically gaussian numbers and have no
intrinsic meaning, they are just used by the generator to seed the generation process.
Therefore, by generating random noise we can produce new samples each time.

The discriminator model is a binary classifier that takes as input a sample in the problem
domain, and predicts a binary class label (0 if the sample is real and 1 if it is generated).
The real samples come from the training data, while the fake ones are given by the
generator. Usually, the discriminator is also modelled by a deep neural network, although
any classification model is suitable for the task. After the training, the discriminator is
discarded since we are only interested in keeping the generator.

The training of the generator and discriminator models is done simultaneously, in an
adversarial way. This means that the two models compete in a zero-sum game: when
one wins the other one losses. As a typical example, we can think of the generator
as a counterfeiter trying to make fake money, and the discriminator being the police.
When the discriminator identifies the fake money, the generator is penalized with a great
update of its parameters while the discriminator remains untouched. On the opposite
situation, when the generator fools the discriminator, it is the discriminator the one that
is penalized with an update in its parameters. In game theory terms, the discriminator
D and generator G play a two-player minimax game with value function V (D,G)

min
G

max
D

V (D,G) = Ex∼pdata [logD(x)] + Ex∼pz(z)[log(1−D(G(z)))]. (3.2)

In the original GAN paper [13], the authors present an algorithm to implement the mini-
max game between discriminator and generator, i.e., the training algorithm for Generative
Adversarial Networks. As a remark, the authors also perform a theoretical analysis of ad-
versarial networks. First they show that the minimax game has a global optimum where
the generated probability distribution is equal to the data distribution. In addition, they
also show that the proposed algorithm optimizes equation (3.2), giving the desired result.



3.2. GENERATIVE ADVERSARIAL NETWORKS 13

This training procedure is detailed in Algorithm 1. Note that we alternate between k
optimization steps for the discriminator and one step for the generator. This is done to
keep D near its optimal performance during the training.

Algorithm 1 GAN training iteration. The "update_weights()" steps include computing
the loss function, computing the optimal weight update and backpropagating the result.

for number of epochs do
for number of batches do

for k steps do
latent_vectors ← sample_noise() # Sample batch of latent vectors
generated_samples ← generator(latent_vectors)
real_samples ← sample_batch() # Sample batch of real samples
fake_labels ← discriminator(generated_samples)
real_labels ← discriminator(real_samples)
discriminator.update_weights(real_labels, fake_labels)

end for
latent_vectors ← sample_noise() # Sample batch of latent vectors
generated_samples ← generator(latent_vectors)
fake_labels ← discriminator(generated_samples)
generator.update_weights(fake_labels)

end for
end for

3.2.1 Conditional GAN

There are some times when it is interesting to generate images or data conditioned to a
certain class or subgroup of the training data. To do this, we can train our generative
model by feeding it an additional vector of information in addition to the latent vector.
This additional input can be a class value, such as dog or cat when generating animal
images, or some more complex data, like an image when performing image translation.

To adapt this framework, we also need to condition the discriminator. This is done by
providing it with the sample (real or fake) plus the additional input. It is important to
note that the discriminator needs to receive consistent data. In the case of generated
samples, the additional input fed to the discriminator has to match the one given to the
generator beforehand. In Figure 3.3 we can see this extended architecture.

3.2.2 Wasserstein GAN

Wasserstein GAN (WGAN) is an improvement on the original framework that provides
a more stable training process and also a new loss function that correlates to the quality
of the generated samples. This extension was introduced in 2017 by Arjovsky et al.
[15]. There is a quite dense mathematical motivation for this modification of the GAN
architecture. However, here I will simply remark the most relevant changes and the
aspects where they improve the model.

The idea behind the WGAN is that the generator should be trained to minimize the
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Figure 3.3: Example of conditional GAN framework.

Figure 3.4: Generator gradients. WGAN has linear gradients everywhere, avoiding gradient
vanishing.

distance between the real distribution of data and the generated one. For this purpose,
the discriminator is replaced by a critic, a neural network that scores the realness of a
given sample. The critic uses the Wasserstein distance as loss function, a distance that
measures the minimum cost of transforming a data distribution q into a distribution
p. The advantage of this cost function is that it provides smooth gradients everywhere,
allowing the generator to learn even when the critic is optimized (Figure 3.4). This also
makes the training less sensitive to hyperparameter choices.

Also, another great advantage of using the Wasserstein distance as loss function is that it
is a direct measure of the quality of the generated images. This allows us to monitor the
quality just by looking at the loss function plot.

However, there is an issue with the Wasserstein distance: it is highly intractable. There
is a simplification of its calculation, but we have to assume that the critic is a 1-Lipschitz
function. This is, the critic f satisfies

|f(x1)− f(x2)| ≤ |x1 − x2| ∀x1, x2. (3.3)

One way of enforcing this constraint is to clip the weights of the critic, i.e., enforcing
w ∈ [−c, c] for all weights w, where c is a small value like 0.01. But weight clipping will
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diminish the learning abilities of the network, inducing instability and non-convergence.
Another clever way of enforcing the Lipschitz constrain was proposed by Gulrajani et al.
[16]. It is based on Theorem 1.

Theorem 1 A differentiable function f is 1-Lipschitz if and only if it has gradients with
norm at most 1 everywhere.

With this result, we can enforce Lipschitz constraint by penalizing the critic if the gradient
norm moves away from 1. This combined framework is known as Wasserstein GAN with
Gradient Penalty (WGAN-GP).

For all of the advantages mentioned, the use of WGAN-GP has been generalized, and
most of the up-to-date works with GANs use this extended framework (for example [17],
[18]).
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Chapter 4

Ultra fast simulation

This Chapter is dedicated to explain in detail the work that I’ve done in exploring the use
of Generative Adversarial Networks in muon tomography applications. I will present the
problem at hand, the dataset I have worked with and the goal of the experiments. Then
I will go through the process of optimization, highlighting the key aspects that lead to
the best results. Keep in mind that working with GANs (and machine learning models in
general) usually entails a long process of optimization (architecture, hyperparameters...),
that cannot be fully reflected here.

4.1 Problem description

As we mentioned before, in this work we consider a multiple scattering muon tomography
configuration (Figure 4.1 left). This consists in two detectors placed at opposite sides
of the object we want to study. Each of the detectors is capable of reconstructing the
position and velocity of the incoming muons both in the X and Y directions. So, for each
muon that goes through our object we measure 8 variables.

The goal is to train a generative network that can produce, in specific given scenarios,
plausible muon events that match the probability distribution of real measurements.

Looking at the configuration of Figure 4.1 left, we notice that the first detector measures
directly cosmic muons. The distribution of these muons is very well known, and in practice
they are reasonably cheap to simulate, for example using programs like CRY [19]. With
this, we can assert that the measurements of the second detector are the ones that we are
more interested in generating, since they alone contain all the physics behind the multiple
scattering process. So we will focus on training the model to generate the information
provided by the second detector.

In particular, we will train the GANs to generate 4 modified variables, which are more
convenient since they have a gaussian-like distribution centered in zero. The first two are
the displacement in the trajectories of the muons in X and Y (Figure 4.1 right). And the
other two variables are simply the difference in initial and final velocities of the muons,
in X and Y. These 4 variables can be calculated from the original measurements as:

17
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Figure 4.1: Multiple scattering tomography configuration (left). Scheme of variable ∆x∗ (right).

∆x∗ = x2 − x1 + Lvx1

∆y∗ = y2 − y1 + Lvy1
∆vx = vx2 − vx1

∆vy = vy2 − vy1

(4.1)

In order to tackle this problem, we will use the Conditional GAN framework presented
in Section 3.2.1, to also accommodate it for the use of first detector information. The
specific architectures used will be explained in Section 4.2.

The analysis performed in this work is made up of two parts. First, we will study if it is
possible to train a GAN to produce muon samples for a certain fixed pipe thickness value.
This problem will be detailed in Section 4.2.1. In the second part, we will go further and
train a GAN conditioned on the thickness value of the pipe. This means that we will use
data from different pipe thickness to train the network in order to later produce samples
tuning the input thickness. This will be detailed in section 4.2.2.

4.1.1 Dataset

Although the ultimate goal of this study is to work with real measurements, the data
used in this experiment has been obtained through simulation, using Geant4 [20]. We
have simulated a process similar to the one pictured in Figure 4.1, which consists in the
propagation of cosmic muons through metal pipes of different thickness. Likewise, the
interaction with the detectors has also been simulated. The result of the simulation gives
us, for each muon, the exact value of the 8 relevant variables.

Each training sample represents a muon, and is made up of 9 values: the initial variables
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of the muon, variables (4.1) and the thickness (r) of the pipe involved with that muon.
For reference, these variables are

x1, y1, vx1 , vy1 ,∆x∗,∆y∗,∆vx,∆vy, r (4.2)

Figures 4.2 and 4.3 shows the distribution of the above variables. It should be noted
that the variables in the first detector depend only on the natural distribution of cosmic
muons. On the contrary, the variables obtained in the second detector depend on the
variables measured in the first one and on the material in between the detectors.

For the first experiment, we have selected only one thickness value of the pipe, while for
the second experiment we have used data from 8 different thickness. In Table 4.1 there
is a summary of the data composition, with the number of samples used for training and
evaluation of the models.

Simple GAN
Pipe thickness (mm) Number of training samples Number of evaluation samples

16 306707 307352
Conditional GAN

Pipe thickness (mm) Number of training samples Number of evaluation samples
4 619605 300000
6 618798 300000
8 617951 300000
10 616700 300000
14 614944 300000
16 615216 300000
18 614109 300000
20 613692 300000
12∗ - 300000

Table 4.1: Dataset composition. ∗Only used to evaluate interpolation capabilities of the network.

In supervised learning it is common to preprocess the dataset, this is, to manipulate or
transform the data before feeding it to the network, in order to enhance and stabilize
the training process. Here, I have applied a transformation to standardize the variables
by removing the mean and scaling to unit variance. This means, that for each of the
variables in (4.2), except r, the values ui (i = 1, ..., N) are replaced with zi calculated by

zi =
ui − u

s
(i = 1, ..., N), (4.3)

where u and s are the weighted mean and weighted standard deviation, respectively, of
the ui (i = 1, ..., N). The weights employed have been

wi =
1√

∆x∗
i
2 +∆y∗i

2
(i = 1, ..., N). (4.4)
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Figure 4.2: Distribution of kinematic variables measured by the first detector. Note that these
variables do not depend on the thickness of the pipe.
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Figure 4.3: Distribution of variables (4.1). Note the dependence with the thickness of the pipe.
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The use of this weights has been crucial to obtain good results that reproduce the tails of
the desired distributions.

4.2 Experiments
In this section I will describe in detail the two experiments I have performed. This
includes the specific objective of each one, the architecture of the GANs and the metrics
and criteria to evaluate the performance of the resulting model. I will also remark some
key aspects in the process of training and optimization of the models.

4.2.1 Simple GAN for muon propagation

The first problem consisted in training a GAN to generate variables (4.1). For this pur-
pose, the generator takes two vectors as input: a vector of nl random variables, and a
vector of size 4 containing initial variables of the muon (x1, y1, vx1 , vy1). On the other
hand, the discriminator takes as input two vectors: one of size 4 containing the initial
variables of the muon, and another vector of 4 values representing variables (4.1) (can be
real samples or the generator output vector). Figure 4.4 shows this framework.

Figure 4.4: Scheme of the simple GAN framework.

The process of optimizing the parameters of this framework has been laborious. There
has been a lot of fine tuning involved to get the best possible results.

One key aspect of this optimization process has been the dropout. Dropout is a standard
regularization technique that consists in randomly ignoring some of the neurons in a
layer at each training step. This makes the training process noisy, and works well to
avoid overfitting1. Applying dropout is recommended in the GAN framework to stabilize
the learning process and avoid converging to local minima. However, in my case I have
experienced the exact opposite: removing the dropout layers from both discriminator and
generator has been decisive to obtain acceptable results. Therefore, the final architecture
of the model does not contain dropout.

1Overfitting refers to the condition of a machine learning model that works very well for a particular
subset of data (usually the training data) but fails on the rest of the dataset. This is because the model
learns features that are too specific from the training data, and not general to the whole dataset.
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Other important aspect has been the use of an appropriate loss function. The origi-
nal GAN framework [13] features a discriminator trained using the binary cross-entropy
between the real labels and the predicted ones. This function is defined as

1

N

N∑
i=1

yi · log(ŷi) + (1− yi) · log(1− ŷi) (4.5)

where N is the total number of samples, and y, ŷ are the real and predicted labels,
respectively. The binary cross-entropy function has the limitation that it is only concerned
with whether the predictions are correct or not, and not about how incorrect they are. In
our case, using the binary crossentropy as loss function was not proving effective.

For this reason, I tried a modified framework, the Least Squares GAN (LSGAN) [21],
[22]. This uses the Mean Squared Error (MSE) as loss function, defined as

1

N

N∑
i=1

(yi − ŷi)
2. (4.6)

The MSE penalizes samples according to their distance to the boundary decision of the
discriminator, thus providing more information to the generator about the "goodness"
of the samples. In our case, LSGAN has worked way better than the original GAN
framework.

The other parameters that needed to be tuned are: the optimizer and learning rate, the
number of neurons in the hidden layers, and the latent space dimension.

The final model corresponding to the results in Chapter 5 is described now.

The discriminator has 4 hidden layers of 128, 64, 64, 64 nodes, activated with Leaky ReLU
functions, and it outputs a single linear activated value. The generator has 6 hidden layers
with 512, 256, 256, 128, 64, 16 nodes, activated with Leaky ReLU functions, and outputs
4 linear activated values. The dimension of the latent space is 64. For training, I have
used Adam optimizer with a initial learning rate of 0.001 that halves every 50 epochs.
This decrease of the learning rate is done to reach more accuracy in the later stages of
the training process. The training batches had 1024 samples, and the model was trained
during 200 epochs. Finally, in order to have an optimized discriminator during the whole
training, I have updated the discriminator 5 times for each generator update.

4.2.2 Conditional GAN for muon propagation with interpolation
capabilities

This second experiment is an extension of the previous one. The objective is to train a
generative adversarial network that is able to disentangle the muons that traverse through
different pipes, and can afterwards generate muon data conditioned to a given thickness.

In order to do this, the generator and discriminator have to receive as input a label
indicating the thickness of the pipe that corresponds to a certain muon. This labels are
given to the network as one-hot encoded vectors.
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One-hot encoding is a way of representing categorical data in which we have a vector of
size n (total number of categories) with all values equal to 0 except for the category we
want to represent. This representation is widely used in machine learning for treating
discrete data. In Figure 4.5 we can see an example of one-hot encoding.

Figure 4.5: Example of one-hot encoding.

In our case, we have n = 8 different thickness labels. With this, the generator will take
as input the latent variables, plus a vector of size 12 containing the 4 initial variables of
the muons and the one-hot label. As well, the discriminator input will include the same
size 12 vector, together with variables (4.1) (real or fake).

With respect to the specific GAN architecture, I first considered using the same LSGAN
approach as before, since it can be adapted simply by adding the thickness label to
the input of the networks. However, the results obtained were not good enough. After
exploring numerous possibilities, the best models I found were using the Wasserstein GAN
with Gradient Penalty framework (WGAN-GP), which I explained in detail in Section
3.2.2. Briefly resuming, WGAN-GP replaces the use of a discriminator with a critic,
which gives a score to the samples it receives (the higher the score, the more real they
are). Figure 4.6 shows this framework.

Figure 4.6: Scheme of the WGAN-GP framework.

Again, I have followed a process of optimization of the parameters involved in the training.
Mainly it has been try and error of different architectures and learning rates until I
obtained good enough results. The final model is described now.
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The critic has 3 hidden layers of 128, 64, 32 nodes, activated with Leaky ReLU functions,
and it outputs a single linear activated value. The generator has also 3 hidden layers with
32, 64, 128 nodes, activated with Leaky ReLU functions, and outputs 4 linear activated
values. The dimension of the latent space is 16. For training, I have used Adam optimizer
with a fixed learning rate of 0.0001. The training batches had 5000 samples, and the model
was trained during 1000 epochs. Finally, in order to have an optimized discriminator
during the whole training, I have updated the discriminator 5 times for each generator
update.

The performance of the generative network will be evaluated in two ways. First, we
will review the performance in generating muon data for the thickness labels used in
the training. Then, we will also test the interpolation capabilities by generating samples
corresponding to r = 12 mm, for which the GAN was not trained.

To generate this interpolated data, we need to feed the generator with a one-hot label
representing a thickness of 12 mm. This is done by taking the intermediate vector between
r = 10 and r = 14.

r = 10 −→ [0 0 0 1 0 0 0 0]

r = 12 −→ [0 0 0 1 1 0 0 0] · 1
2

r = 14 −→ [0 0 0 0 1 0 0 0]



26 CHAPTER 4. ULTRA FAST SIMULATION



Chapter 5

Results and Discussion

In this Chapter I will present and discuss the most relevant results from experiments
described in Section 4.2. The results presented here correspond to the best model found
for each of the two experiments, i.e., the ones detailed in Sections 4.2.1 and 4.2.2.

The evaluation of the generative models is done based on two types of results: visual
and numerical results. Visual results include histograms plotting the distribution of the
generated variables, as well as some correlations between the variables. Numerical re-
sults include statistical parameters of the distributions: mean, covariance matrices and
skewness.

The mean of a certain variable is simply defined as the sum of the samples divided by the
total number of samples:

x =
1

N

N∑
i=1

xi. (5.1)

The covariance matrix is a square matrix C that contains in each entry cjk the covariance
between variables j and k. The covariance gives a measure of the joint variability of two
variables, which in our case is very interesting to evaluate the sample-to-sample generation
capabilities of the networks; if the covariances between real and generated distributions
match, we can infer that the generation of each individual sample is consistent.

The sample covariance between variables xj and xk having N samples of each variable is
defined as

C = (cjk) = (cov(xj, xk)), cov(xj, xk) =
1

N − 1

N∑
i=1

(xij − xj)(xik − xk). (5.2)

From equation (5.2) note that cov(xj, xk) = cov(xk, xj) for all j, k. So the covariance
matrix is always symmetric. Also note that cov(xj, xj) = σ2(xj), meaning that the
elements in the diagonal of C are the square of the standard deviation of each variable.

27
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In the last place we have the skewness. The skewness is a variable that measures the
degree of asymmetry of a certain distribution about its mean. The sample skewness of a
set of N values from variable x is computed as

g1 =
m3

m
3/2
2

, (5.3)

where mj is the biased jth central moment

mj =
1

N

N∑
i=1

(xi − x)j. (5.4)

As a remark, keep in mind that there are plenty of evaluation metrics and tests to compare
variable distributions. But in our case we consider that the parameters described above
are enough to evaluate the quality of the results.

5.1 Simple GAN for muon propagation
In Figure 5.1 we can see the distributions of the generated variables compared to the real
distributions, for a simulation of a pipe with thickness 16 mm. We can observe that the
generator is able to produce samples that match very well the real probability distribu-
tions. Next, in Figure 5.2 we can see two 2-D histograms that plot the correlation between
some of the variables (the two strongly correlated variables). We can observe that in both
cases the 2-D distributions match correctly, only observing some little discrepancies in
the extreme points, mainly due to the randomness of the generation process.

Summing up, we can conclude from the visual results that the generator is capable of
producing samples that match the original dataset with remarkable accuracy. Also, the
correlations are reproduced very well, meaning that the generation sample-to-sample is
good and the 4 variables are generated in a consistent way.

Moving on to the numerical parameters, Table 5.1 compares the mean and skewness of
the real and generated distributions. We can observe that, in accordance with the plots,
the means of the distributions are very close to 0, both for real and generated samples.
About the skewness, we can observe that it is close to 0, indicating that the distributions
are mostly symmetric. Again, the skewness is in the same order of magnitude for real and
generated samples. This tells us that the distributions have similar degree of symmetry.

Note that we wouldn’t want the parameters presented to match exactly to the real dataset,
even with an ideal generator. This is because the objective is to generate new original
samples never seen before, seeding the process with random noise.

Table 5.2 shows the covariance matrices of the real and generated samples. First, let’s
look at the elements in the diagonal, which represent the variances of the 4 variables.
We can see that there is a good agreement between both matrices, suggesting that the
model is successfully generating distributions with the correct variance. Looking outside
the diagonal, these elements measure the correlations between the variables. We can see
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Figure 5.1: Distributions of real (black) and generated (red) variables (4.1) corresponding to a
simulation of a pipe with wall thickness 16 mm.
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Figure 5.2: 2-D histograms that represent the correlations between ∆x∗-∆vx and ∆y∗-∆vy. The
plots on the left correspond to real samples and the ones on the right to generated samples.
Again, this is for a simulation of a pipe of wall thickness 16 mm.
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that the strongest correlations are between variables ∆x∗-∆vx, ∆y∗-∆vy, ∆x∗-∆y∗, while
the rest are essentially zero. Again, the network is reproducing correctly the covariance
between these variables. This is remarkable, and gives more proof about the generation
process: the 4-D distribution is being generated in a consistent way, reproducing all the
relations between the individual variables.

Variable Real samples Generated samples

Mean

∆x∗ 5.9 · 10−5 −6.0 · 10−3

∆y∗ −1.2 · 10−3 4.2 · 10−3

∆vx 3.4 · 10−5 2.3 · 10−4

∆vy 1.5 · 10−5 −8.0 · 10−5

Skewness

∆x∗ 1.10 0.55
∆y∗ 0.10 0.60
∆vx −0.05 0.56
∆vy 0.24 −0.66

Table 5.1: Mean and skewness.

Real samples
∆x∗ ∆y∗ ∆vx ∆vy

∆x∗ 1.71 −6.98 · 10−2 −3.60 · 10−2 6.38 · 10−4

∆y∗ 1.70 9.18 · 10−4 −3.43 · 10−2

∆vx 9.82 · 10−4 −9.60 · 10−6

∆vy 9.34 · 10−4

Generated samples
∆x∗ ∆y∗ ∆vx ∆vy

∆x∗ 1.48 −0.34 · 10−2 −3.47 · 10−2 1.28 · 10−4

∆y∗ 1.35 0.63 · 10−4 −3.14 · 10−2

∆vx 9.65 · 10−4 −3.90 · 10−6

∆vy 8.74 · 10−4

Table 5.2: Covariance matrices of real and generated samples.

With this results we can determine that the model is able to reproduce very well the
multiple scattering process at hand, and can generate plausible samples that follow the
real probability distributions.

Additionally, we have compared the simulation speed between this model and the Geant4
software used to generate the training data. When generating 10000 events, Geant4 takes
about 37 s, while the GAN model takes around 0.7 s. This constitutes a decrease in the
computation speed of a factor of about 50. In other words, simulations that take a whole
day can be done now in about 27 minutes.
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5.2 Conditional GAN for muon propagation with inter-
polation capabilities

We have already seen that it is possible to train a GAN to produce good samples that
simulate a multiple scattering process through a metal pipe. Now, as we explained in the
previous Chapter, we want to go a little bit further. In this sense, we want to obtain a
generative model capable of producing muon samples scattered through metal pipes of
different thickness. Then, we will evaluate the interpolation capabilities of the model,
this is, we will ask the model for samples corresponding to a thickness value it never saw
and check if the generated samples are good. The pipe thickness values involved in the
training have been 4, 6, 8, 10, 14, 16, 18 and 20 mm.

First, as a way to check that the model has correctly learned, we have produced samples
corresponding to pipes with thickness value contained in the training dataset. The results
of this are shown in Figure 5.3. In this plots appear the real and generated distributions
corresponding to the largest and smallest thickness. The difference between said distri-
butions is that the greater the thickness, the wider the distribution. As we can see, the
generator is capable to distinguish between both thickness values and tune the generated
samples according to this condition. This is a great result, because it implies that we
can use the same generator model for different case scenarios just by tuning one input
parameter.

Then, let’s see if the model is able to interpolate well. In Figure 5.4 we can see the
resulting distributions for a thickness of 12 mm, which was not in the training dataset.
This new samples have been generated by feeding the network with an intermediate label
between 10 and 14 mm. In the plots we can also see the distributions corresponding
to these thickness values (pink). It can be observed (although quite faintly due to the
similarity of the distributions) that the samples generated for 12 mm thickness lie in
between the ones of 10 and 14 mm, which is precisely the effect observed in real data.
Therefore, we can affirm that the model is able to interpolate between thickness labels,
and tune the generation even to a thickness value that it never learned.

Finally, to assess the quality of the interpolated samples, I will present some numerical
results corresponding to the distribution of 12 mm samples. In Table 5.3 we show the
values of mean and skewness of the distributions. With respect to the mean, both real
and generated data have means very close to zero, so we can say the agreement in that
sense is good. Following with the skewness, we observe that the real variables ∆x∗ and
∆y∗ have a certain asymmetry, while the other two are fairly symmetric. However, the
skewness of the all the generated distributions are close to zero, indicating that they are
symmetric. Nevertheless, the differences are not relevant, and the results tell us that the
model tends to generate symmetric distributions.

Then, Table 5.4 shows the covariance matrices of the real and generated samples. Looking
at the diagonal, we can see that the variances are in good agreement for real and generated
data. This indicates that the dispersion of the distributions is quite similar. Outside the
diagonal, we find the covariances between the variables. We observe that the strongest
correlations are, as before, between ∆x∗-∆y∗, ∆x∗-∆vx, ∆y∗-∆vy. In the case of the first
one, we see a notable difference, and thus the generator is showing a deficiency reproducing
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Figure 5.3: Variable distributions of real and generated samples, for two different values of the
pipe thickness.
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Figure 5.4: Real and generated distributions corresponding to interpolated samples (r = 12
mm). For visualization, in pink appear the distributions for 10 and 14 mm, used to perform the
interpolation.
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that relation. However, it is still in the same order of magnitude. Looking at the other two
important correlations, we see that these are very well reproduced by the model. Again,
this circumstance gives us proof that the generation is being well done individually sample
by sample, meaning that all the properties of the joint 4D distribution can be reproduced
in a consistent way.

Variable Real samples Generated samples

Mean

∆x∗ −6.1 · 10−4 −1.4 · 10−2

∆y∗ 2.7 · 10−3 1.8 · 10−2

∆vx 2.5 · 10−5 −2.2 · 10−4

∆vy −3.9 · 10−5 −7.0 · 10−6

Skewness

∆x∗ −2.84 0.76
∆y∗ 4.82 −0.34
∆vx 0.01 −0.70
∆vy 0.13 0.02

Table 5.3: Mean and skewness results for r = 12 mm data.

Real samples
∆x∗ ∆y∗ ∆vx ∆vy

∆x∗ 1.55 4.29 · 10−2 −2.98 · 10−2 5.67 · 10−4

∆y∗ 1.52 −4.52 · 10−4 −3.01 · 10−2

∆vx 8.02 · 10−4 3.60 · 10−6

∆vy 8.01 · 10−4

Generated samples
∆x∗ ∆y∗ ∆vx ∆vy

∆x∗ 1.23 −0.78 · 10−2 −2.79 · 10−2 1.12 · 10−4

∆y∗ 1.23 0.65 · 10−4 −2.76 · 10−2

∆vx 7.75 · 10−4 −1.90 · 10−6

∆vy 7.50 · 10−4

Table 5.4: Covariance matrices of real and generated samples for r = 12 mm data.

As a summary of this second experiment, we can confidently say that it is possible to
train a conditional GAN to produce samples conditioned to a given input thickness label.
Also, we can assert that the model has interpolation properties. This means that it is
possible to generate data corresponding to certain thickness value that the network has
never learned.
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Chapter 6

Remarks and Conclusions

In this work we have explored the application of Generative Adversarial Networks for
muon scattering tomography data simulation. Precisely, the goal of the study has been to
analyze whether GANs are able to produce ultra fast simulation data with the same char-
acteristics as the data obtained with classic simulation software, which is computationally
very expensive.

In this sense, we have attacked two different problems. First, we have trained a GAN to
produce data corresponding to muons scattered through a metal pipe. In this first case,
we have determined, by looking at the generated variable distributions and correlations
among them, that the model is capable to produce plausible muon data that resembles
the original simulation.

For the second part, we have increased the level of complexity to test further capabilities
of GANs. In this case, we have trained a model with data from muon scattering through
metal pipes of different thickness values, with the objective of having a model that can
be tuned with a parameter (thickness) to produce modulated samples. We have seen that
this is indeed possible, that the generator produces plausible samples for each thickness
value. Also, we have tested the interpolation capabilities of the network, observing that
it also produces good data for never-seen-before thickness values that lie between the
training labels.

With this study it has been demonstrated that generative models based on machine
learning, particularly Generative Adversarial Networks, constitute a very powerful tool
to obtain ultra fast simulation for muon tomography applications. The speed increase
achieved with respect to traditional simulation software is a factor of about 50, meaning
that with the same computational cost, we can obtain around 50 times more simulation
data. Also, the framework for training GANs is very flexible, allowing us to obtain, for
example, user-modulated data with the use of additional labels.

6.1 Future work

The work presented here is a good introduction to the use of GANs in muon tomography
simulation, and the results obtained are very good by themselves. However, there are a
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few other extensions that are worth remarking here, for future work reference.

First, note that the training data involved in this study comes from Geant4 simulation
software. But the final goal is to replace traditional simulation software with a properly
trained model. For this reason, the next step would be to use training data obtained from
real measurements.

But to do this we would need to take into account that the real data is slightly different
to the simulation currently being used. This is because the detection process is complex.
As we have said, the detectors consist of MPC layers, and these are made of an array of
wires. This means that in real measurements we do not obtain the exact position and
velocities of the muons, we just have, for each wire, whether it was activated or not.
This measurement process yields a discrete measurement structure from where we can
reconstruct the muon trajectories with some uncertainty.

To include the detection mechanism, we would have to modify the GAN framework to
accept these new data structures, something that remains for future development.
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