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The dynamics of ensembles of phase oscillators are usually described considering their infinite-size limit. In practice,

however, this limit is fully accessible only if the Ott-Antonsen theory can be applied, and the heterogeneity is distributed

following a rational function. In this work we demonstrate the usefulness of a moment-based scheme to reproduce the

dynamics of infinitely many oscillators. Our analysis is particularized for Gaussian heterogeneities, leading to a Fourier-

Hermite decomposition of the oscillator density. The Fourier-Hermite moments obey a set of hierarchical ordinary

differential equations. As a preliminary experiment, the effects of truncating the moment system and implementing

different closures are tested in the analytically solvable Kuramoto model. The moment-based approach proves to be

much more efficient than the direct simulation of a large oscillator ensemble. The convenience of the moment-based

approach is exploited in two illustrative examples: (i) the Kuramoto model with bimodal frequency distribution, and

(ii) the ‘enlarged Kuramoto model’ (endowed with nonpairwise interactions). In both systems we obtain new results

inaccessible through direct numerical integration of populations.

A wide variety of systems can be modeled as ensembles

of oscillators, from biological systems (e.g. neuronal net-

works) to physical ones (e.g. power grids). Their coopera-

tive phenomena, e.g. collective synchronization, are often

described in terms of interacting (one-dimensional) phase

oscillators. The dynamics of globally coupled phase os-

cillators, initiated long ago by Winfree1 and Kuramoto2,

is a vibrant topic of nonlinear science3. Considering in-

finitely many phase oscillators (the so-called thermody-

namic limit) is a key assumption to make useful theoret-

ical and phenomenological descriptions. In practice, how-

ever, simulations are customarily carried out with large

ensembles of oscillators, assuming they faithfully reflect

what even larger populations do. This straightforward

approach may be inconvenient for two reasons: its in-

accuracy due to finite-size fluctuations, and its computa-

tional cost due to the trigonometric functions involved.

The situation is even more pressing when collective chaos

(or hyperchaos) is found, since microscopic chaos con-

tributes with a macroscopic amount of positive Lyapunov

exponents4, possibly masking the actual value of the col-

lective exponents. In this work, we study a moment-based

scheme for systems of infinitely many heterogeneous os-

cillators. The moment system is the result of decompos-

ing the oscillator density in a basis of Fourier components

and orthonormal polynomials. This decomposition ap-

peared some years ago in a paper by Chiba5, although

only recently it demonstrated its utility to address numer-

ical issues6. In this work, we first test the moment-based

approach with the Kuramoto model. We compare differ-

ent closures of the moment system. The moment-based

approach proves to be highly efficient in general. In the

second part of this paper, we carry out moment-based sim-

ulations in two illustrative systems, obtaning new results

hardly achievable through the direct numerical simula-

tion of phase oscillators. In particular, unstable solutions

can be continued uncovering in this way a previously un-

noticed bifurcation, and “collective” Lyapunov exponents

are obtained at a relatively low computational cost.

I. INTRODUCTION

Self-sustained oscillators pervade the natural world and

our technology-driven society. The synchronization between

them (spiking cells, electronic/microwave circuits, etc.) is

conspicuous7. Ultimately, this is the consequence of natural

evolution or technical design. Though under certain circum-

stances synchronization may also be an indicator of malfunc-

tion.

From a mathematical perspective, the dynamics on a limit-

cycle attractor can be parametrized by a cyclic coordinate,

called the phase. Under weak disturbances, a perturbative

technique, called phase reduction, permits to eliminate all de-

grees of freedom except the phase2,8. This automatically sug-

gests using the phase oscillator as the natural unit to describe

weakly interacting limit-cycle oscillators.

Collective synchronization is typical in large ensembles of

oscillators. Classical examples include cardiac pacemaker

cells in the sinoatrial node9, swarms of flashing fireflies10, ar-

rays of Josephson junctions11, to cite a few12. Populations of

heterogeneous phase oscillators reproduce the onset of collec-

tive synchronization, as originally proven in a seminal numer-

ical experiment by Winfree13. Some years later Kuramoto de-

rived a tractable model14, subsequently used as building block

to investigate a variety of collective phenomena: chimera

states15, gamma oscillations in the brain16, swarming17,18, etc.

Nowadays, the dynamics of populations of phase oscillators

continue attracting the interest of a interdisciplinary commu-

nity of scientists3,19.

The theoretical efforts to describe populations of globally

coupled phase oscillators usually adopt the thermodynamic

limit, i.e. the population size N is assumed to be infinite

(with the coupling strength scaling as 1/N). This simplifi-

cation is, for instance, part of the original Kuramoto’s self-
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consistent analysis14, the stability analysis of incoherence by

Strogatz and Mirollo20, and the Ott-Antonsen theory21. In

practice, we can generally regard the dynamics of a large pop-

ulation of phase oscillators as an ideal infinite population, plus

small finite-size fluctuations vanishing in the thermodynamic

limit. Altogether, theoretical approaches and phenomenologi-

cal characterizations routinely refer to the infinite-size limit.

In some special cases, the dynamics of infinitely many os-

cillators can be reduced to a few ordinary differential equa-

tions (ODEs). In technical terms, this is possible when the

“Ott-Antonsen manifold” is attracting21,22, and the hetero-

geneity is represented by a rational probability density func-

tion (e.g. Lorentzian). Otherwise, the standard procedure to

explore the thermodynamic limit is simulating increasingly

larger population sizes. As we will show below this strat-

egy is, however, not optimal and potentially inaccurate. It is

not optimal due to unavoidable finite-size fluctuations, and the

computational cost of the trigonometric functions involved.

Furthermore, within this strategy, unstable collective states

are hardly accessible, and the stability of attracting states is

poorly estimated.

The situation is even worse if the collective dynamics is

chaotic. Direct numerical simulations may turn to be com-

pletely insufficient. The actual value of the Lyapunov expo-

nents in the thermodynamic limit may be masked by an O(N)
amount of positive Lyapunov exponents4. We have recently

found such a problem in a population of phase oscillators with

pairwise and nonpairwise interactions6.

The drawbacks of direct numerical simulations were al-

ready tackled in the context of the Kuramoto model23 (KM).

The first step was to consider an infinite population from the

outset, and thereby working with the oscillator density. The

most promising methodology is the moment-based approach,

initially proposed in Ref.24. Here we start from a decompo-

sition of the oscillator density first proposed by Chiba5. In

his work, the set of moments was used as an instrument to

prove that in the KM the limit N → ∞ is well behaved. In a

recent paper6, we found that the moments defined in5 serve as

convenient variables for numerical simulations. In this work,

our aims are (i) to analyze this moment-based approach in

detail (assessing the performance of different closures in the

KM), and (ii) to use moments in a couple of relevant problems

(clearly outperforming direct simulations).

The remainder of this paper is structured as follows. In

Sec. II we present the family of phase oscillator network mod-

els under study. In Sec. III we introduce the moment-based

approach, and derive the evolution equation of a set of Fourier-

Hermite moments. The accuracy of the moment system in the

solvable case of the KM is investigated in Sec. IV. Sections V

and VI demonstrate the might of the moment-based approach

with two examples: the KM with bimodal frequency distri-

bution, and the “enlarged KM” (a system with nonpairwise

interactions). Finally, in Sec. VII we recapitulate our main

results and suggest possible extensions of this work.

II. GLOBALLY COUPLED PHASE OSCILLATORS

A phase oscillator is a dynamical system described solely

by one cyclic variable, the phase θ ∈ [0,2π). As already dis-

cussed above, the study of large ensembles of globally cou-

pled phase oscillators constitute a popular branch of non-

linear science3. These dynamical systems evolve in an N-

dimensional torus {θ j} j=1,2,...,N , and are particularly difficult

to analyze if heterogeneity is present. Specifically, we con-

sider a family of systems, whose deterministic evolution equa-

tions are:

θ̇ j = σω j +G(θ j, t). (1)

Here the overdot denotes the time derivative. The ω j are

drawn from a probability distribution g(ω), which is centered

at zero without lack of generality. The form of Eq. (1) is

shared, among others, by the well-known Kuramoto-Daido

system2,25 and the Winfree model13. In both situations func-

tion G exclusively encodes the coupling between the oscilla-

tors, plus a frequency offset Ω0. Therefore σω j are the de-

viations from the central natural frequency of the oscillators.

In a more general setup, function G may include the nonuni-

formity of the rotations, as in ensembles of active rotators26

(derived from a periodically forced KM). We abuse of lan-

guage and refer to G as the coupling function hereafter. In

function G the time dependence may enter explicitly, and im-

plicitly through the Kuramoto-Daido order parameters14,25:

Zk(t) =
1
N ∑ j eikθ j , k = 1,2, . . .. For example, the KM corre-

sponds to G(θ , t) = Ω0 + ε Im[Z1(t)e
−iθ ], where ε is the cou-

pling constant.

For convenience g(ω) is chosen to posses unit variance,

such that parameter σ in Eq. (1) controls the dispersion. In

this work we adopt the normal distribution ω j ∼ N (0,1),
i.e. the probability density function is:

g(ω) =
1√
2π

e−ω2/2. (2)

Other distributions with finite moments can, in principle, be

analyzed in an analogous way, as discussed in Sec. VII.

III. THEORY

A. Continuous formulation

The dynamics of large systems of the form (1) is usually

described assuming the thermodynamic limit, N → ∞. It is

seldom proven5, but usually assumed, that for sufficiently

large system sizes the dynamics is simply that of the ther-

modynamic limit, supplemented by irrelevant, asymptotically

small, finite-size fluctuations27. Still, the analysis of the ther-

modynamic limit of Eq. (1) is not trivial in general. The

only analytically solvable situation is that in which G con-

tains only the first harmonic in θ (often expressed as G(θ , t) =
Im[H(t)e−iθ ]), and g(ω) is a rational function. The dynam-

ics becomes exactly described by a few ODEs inside the Ott-

Antonsen manifold21 (but not the transient from an arbitrary

initial condition).

Th
is 

is 
the

 au
tho

r’s
 pe

er
 re

vie
we

d, 
ac

ce
pte

d m
an

us
cri

pt.
 H

ow
ev

er
, th

e o
nli

ne
 ve

rsi
on

 of
 re

co
rd

 w
ill 

be
 di

ffe
re

nt 
fro

m 
thi

s v
er

sio
n o

nc
e i

t h
as

 be
en

 co
py

ed
ite

d a
nd

 ty
pe

se
t.

PL
EA

SE
 C

IT
E 

TH
IS

 A
RT

IC
LE

 A
S 

DO
I: 

10
.10

63
/5.

00
93

00
1



3

Simulating Eq. (1) for an increasing number of oscillators

may give an idea of the asymptotic dynamics in the thermo-

dynamic limit. Alternatively, we may choose to start the anal-

ysis in the thermodynamic limit, defining a conditional oscil-

lator density ρ(θ |ω , t) such that ρ(θ |ω , t)g(ω)dθdω is the

fraction of oscillators with phases between θ and θ + dθ and

“pseudo-frequencies” between ω and ω + dω at time t. The

density ρ obeys the continuity equation:

∂ρ

∂ t
=− ∂

∂θ
{[σω +G(θ , t)]ρ} . (3)

A variety of approaches have been proposed in order to effi-

ciently solve the previous equation, specially in the context of

the KM, see Sec. VI.B in23.

B. Pérez-Vicente and Ritort’s moments

The moment-based approach was inaugurated in 1997 by

Pérez-Vicente and Ritort24. They put forward a set of modes

Hm
k , where k and m are integers (m ≥ 0). In terms of the oscil-

lator density

Hm
k (t) =

∫ 2π

0
dθeikθ

∫ ∞

−∞
dωg(ω)ωmρ(θ |ω , t). (4)

The hierarchical set of ODEs governing the moments Hm
k can

be obtained from Eq. (3). This numerical scheme was suc-

cessfully tested in24 with the Kuramoto model with a bi-delta

distribution of natural frequencies (and white noise, which is

trivially incorporated, see Sec. VII). Its performance with a

continuous frequency distribution remains, to our knowledge,

unknown.

C. Chiba’s moments: Orthonormal polynomials

Another moment system was introduced by Chiba5 in

2013, with the aim of proving that the dynamics of the N-

dimensional Kuramoto model converges to the continuous

model as N → ∞. In Ref.5 the moments were defined as

Pm
k (t) =

∫ 2π

0
dθeikθ

∫ ∞

−∞
dωg(ω)hm(ω)ρ(θ |ω , t). (5)

Instead of powers of ω , as in (4), now the definition in (5)

includes a function hm(ω), which is one element of the or-

thonormal set of polynomials satisfying

∫ ∞

−∞
hm(ω)hn(ω)g(ω)dω = δm,n. (6)

For Gaussian g(ω), the appropriate basis is formed by

the probabilist’s Hermite polynomials (rescaled by
√

m!):

hm(x) = Hem(x)/
√

m!. The conditional oscillator density is

expanded in the basis of the Fourier-Hermite modes (5) as

follows:

ρ(θ |ω , t) =
1

2π

∞

∑
k=−∞

∞

∑
m=0

Pm
k (t)e−ikθ hm(ω). (7)

The Fourier-Hermite modes Pm
k appear to be particularly

convenient. They are the extension of the Kuramoto-Daido

order parameters to the space of the natural frequencies. In

particular, P0
k = Zk in the thermodynamic limit. Moreover,

Pm
0 = δm,0, in contrast to the analogous modes Hm

0 in (4),

which are nonzero. This implies that in a uniform incoherent

state (UIS), ρ = 1/(2π), the only nonzero moment is P0
0 = 1.

D. Evolution equation of the Fourier-Hermite modes

The ODEs governing the dynamics of the Pm
k modes are

obtained inserting (7) into the continuity equation (3). As a

preliminary step, we write the Fourier decomposition of the

coupling function G(θ , t):

G(θ , t) =
1

2π

∞

∑
l=−∞

Gl(t)e
−ilθ (8)

where Gl = G∗
−l , as G is a real-valued function. The right-

hand side of (3) yields two terms. The first one is:

∂ (σωρ)

∂θ
=− iσ

2π ∑
k,m

ke−ikθ Pm
k [
√

mhm−1 +
√

m+ 1hm+1],

(9)

where we have used the recurrence relation ωhm(ω) =√
mhm−1(ω)+

√
m+ 1hm+1(ω). The second term in (3) is:

∂ (Gρ)

∂θ
=

−i

2π ∑
k,m,l

(k+ l)e−i(k+l)θ GlP
m
k hm. (10)

Collecting terms accompanying e−ikθ hm(ω) at both sides of

Eq. (3), we get:

1

k
Ṗm

k = iσ
(√

mPm−1
k +

√
m+ 1Pm+1

k

)

+ i
∞

∑
l=−∞

Pm
k−lGl , (11)

where it is implicit that Pm
−k = (Pm

k )∗. For clarity, we can split

the last sum in the previous equation:

1

k
Ṗm

k = iσ
(√

mPm−1
k +

√
m+ 1Pm+1

k

)

+ iPm
k G0 +

∞

∑
l=1

iPm
k+lG

∗
l + iPm

k−lGl . (12)

This equation becomes slightly simplified rotating each mo-

ment by −πm/2 radians:

Pm
k = (−i)mPm

k . (13)

Then, the resulting system of complex-valued ODEs reads

1

k
Ṗm

k = σ
(√

mPm−1
k −

√
m+ 1Pm+1

k

)

+ iPm
k G0 +

∞

∑
n=1

iPm
k+nG∗

n + iPm
k−nGn. (14)

This infinite set of ODEs exactly describes the dynamics of

(3). In the limit σ → 0, the modes decouple in the index m,

and the dynamics is fully described by the subset P0
k = Zk,

i.e. the usual Fourier modes for a homogeneous system28.
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E. Closure

Equation (14) is useful as long as working with a finite

number of moments in the numerical simulation is able to re-

produce the dynamics of the oscillator ensemble, Eq. (1). The

expectation is that (with a suitable truncation) Eq. (14) should

capture the thermodynamic limit of (1) better than a direct

simulation of a large number of oscillators. In the latter case

finite-size fluctuations systematically deteriorate the results.

We restrict here to rectangular truncations of the modes,

i.e. we neglect all the modes with k > kmax and m > mmax.

Therefore, we are confronted with dynamical systems of di-

mension 2× kmax × (mmax + 1). In practical terms, the values

of kmax and mmax are selected as a trade-off between the nu-

merical accuracy and the computational capabilities. For the

problems treated in this paper, the terms Gl in the Fourier ex-

pansion of G beyond |l| = 1 or 2 vanish. Then, values of

kmax and mmax of the order of a few tens are typically enough,

while keeping reasonable running times in a desktop com-

puter. Physical considerations may require to increase kmax

or mmax. For instance, if the system exhibits a very coherent

state |Z1| ≈ 1 the value of kmax may need to be larger. In addi-

tion, mmax may need to be increased if the dynamics becomes

particularly complex.

The second point to be addressed is the boundary condi-

tion imposed when truncating Eq. (14). Concerning the index

k, we simply impose Pm
kmax+1 = 0, in analogy to the condition

used for homogeneous systems28. For the index m choosing

a suitable closure is not obvious. As shown below, imposing

P
mmax+1
k = 0 yields inconsistent results. We are therefore im-

pelled to refine the closure. A constant boundary condition

P
mmax+1
k = P

mmax

k , or a linear extrapolation

P
mmax+1
k = 2P

mmax

k −P
mmax−1
k (15)

are obvious candidates. In general, we can take an extrapola-

tion of P
mmax+1
k using a polynomial function of degree na. The

general formula is

P
mmax+1
k =

na+1

∑
n=1

(

na + 1

n

)

(−1)(n+1)P
mmax−n+1
k , (16)

where na = 0, 1, 2, and 3 correspond to constant, linear,

quadratic, and cubic degrees, respectively.

IV. KURAMOTO MODEL WITH GAUSSIAN
FREQUENCY DISTRIBUTION

The KM with unimodal frequency distribution is a paradig-

matic example of globally coupled oscillator system, which

is analytically solvable to a large extent. We resort to it as a

preliminary testbed system, where Eq. (14) and their closures

in Eq. (16) can be examined in detail.

As already advanced, in the KM the interaction function is:

G(θ , t) = εRsin(Ψ−θ ) =
ε

2i
(Z1e−iθ −Z∗

1eiθ ), (17)

where Z1 ≡ Reiψ is the Kuramoto order parameter, and the

central frequency Ω0 was set equal to zero by going to a ro-

tating frame. At low couplings, 0 < ε < εc, the KM exhibits

the uniform incoherent state (UIS), characterized by a uni-

form oscillator density. In the UIS all Kuramoto-Daido order

parameters vanish, Zk = 0 (in the thermodynamic limit, other-

wise fluctuations around zero survive). Above the critical cou-

pling, ε > εc, a state of partial synchrony (PS) spontaneously

sets in. In the state of PS a macroscopic cluster of oscillators

becomes phase-locked, and Zk 6= 0 accordingly.

With the interaction function in Eq. (17), Eq. (14) govern-

ing the evolution of the Fourier-Hermite modes becomes:

1

k
Ṗm

k = σ
(√

mPm−1
k −

√
m+ 1Pm+1

k

)

+
ε

2

(

Pm
k+1Z∗

1 −Pm
k−1Z1

)

. (18)

A. Critical coupling

As a first test, we check if Eq. (18) with different closures is

able to reproduce the instability of incoherence at the critical

coupling εc. With Gaussian g(ω), Eq. (2), the critical coupling

satisfies εc/σ =
√

8/π = 1.595769 . . ..
We linearize Eq. (14) around the UIS, corresponding to

Pm
k = δk,0δm,0. Only the modes with k = 1 may destabilize.

The corresponding (linearized) ODEs read:

Ṗm
1 = σ

(√
mPm−1

1 −
√

m+ 1Pm+1
1

)

− ε

2
δm,0P

0
1. (19)

The critical coupling εc at which one eigenvalue of the Jaco-

bian matrix crosses zero depends on mmax and on the bound-

ary condition. The null “boundary condition” P
mmax+1
1 = 0

turns out to be inadequate, since then the critical coupling is

predicted to be zero, irrespective of the value of mmax. For

other choices, see Eq. (16), the value of εc converges to the

exact result as mmax grows. In Fig. 1(a) we may see that

the value of εc(mmax) converges to the asymptotic value in

a non-monotonic way. The larger the degree of the poly-

nomial extrapolation (na), the faster the convergence, see

Fig. 1(b). Empirically, we find the power-law convergence

|∆εc| ≡ |εc − εc(mmax)| ∝ (mmax)
−na−1. In the N-dimensional

KM The convergence is comparatively slower with the num-

ber of degrees of freedom: the onset of entrainment spreads

over a distance δεc ∼ N−2/5 for randomly sampled natural

frequency distribution29, while δεc ∼ N−4/5 for deterministic

samplings30.

B. Partially synchronized state

The analytical tractability of the KM permits to obtain the

exact values of the Fourier-Hermite modes in the PS state. We

use them as a reference for comparing the accuracy of differ-

ent truncations and closures of the moment system. We re-

strict our study to a specific coupling above criticality ε/σ =
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FIG. 1. (a) Instability threshold of incoherence εc for the moment system (18) as a function of mmax (σ = 1). Four different polynomial

closures are considered: na = 0, constant; na = 1, linear; etc. The exact value of εc in the thermodynamic limit is marked by a horizontal solid

line. (b) Log-linear plot of the deviation from the exact result for the data sets in panel (a).

1.8. The stationary density of PS can be written as a Fourier

expansion

ρ(θ |ω) =
1

2π
+

1

2π

[

∞

∑
k=1

α(ω)ke−ikθ + c.c.

]

, (20)

where c.c. stands for complex conjugate. The coefficients are

α(ω)k, as noted by Ott and Antonsen when their ansatz was

proposed21. Function α is piecewise defined distinguishing

between oscillators locked to the mean field and drifting os-

cillators (σ = 1 is adopted hereafter):

α(ω) =











√

1− ω2

ε2R2 + i ω
εR

if |ω | ≤ εR

iω
εR

(

1−
√

1− ε2R2

ω2

)

if |ω | ≥ εR
(21)

where we have chosen a reference frame such that Z1 = R> 0.

As a preliminary step, we determined R solving the self-

consistence condition31 R =
∫ ∞
−∞ dωg(ω)α(ω). Now the

Fourier-Hermite modes are obtained from Eq. (5) integrating

the powers of α(ω)

Pm
k (t) =

∫ ∞

−∞
dω g(ω)hm(ω)α(ω)k. (22)

The numerical evaluation of the integral in Eq. (22) yields

the exact values of the Fourier-Hermite mode Pm
k (we did not

cast the solution in terms of non-elementary functions). For

the specific coupling constant ε = 1.8, the absolute values of

the modes with m = 0 are depicted in Fig. 2(a) by a solid black

line. The magnitudes of the modes eventually decrease at an

exponential rate with k. For other values of m (not shown),

the exponential regime is reached after an initial growth at

small k values. The dependence of the modes on the index

m is more convoluted. Figure 2(b) shows, as a solid line, the

representative case k = 1. The decay with index m exhibits

damped oscillations, and an envelope decaying as a stretched

exponential e−b
√

m according to our numerical exploration.

Figure 2 also shows the Fourier-Hermite modes obtained as

the fixed point of (18) with four different closures, and two

different system sizes (kmax = mmax = 20 or 40.) A Newton-

Raphson algorithm was used to locate the fixed point in each

case. (The result agrees with the attracting resting state ob-

served simulating Eq. (18).) As occurred with the critical cou-

pling, the larger the degree of the polynomial extrapolation,

the more accurate the results are. In Fig. 2(b) only the con-

stant boundary condition appreciably deviates from the exact

result. The linear extrapolation (15) is used in the rest of the

paper as it represents a good tradeoff between accuracy and

simplicity. The quadratic and cubic boundary conditions have

proven to be more accurate so far. However, this advantage —

proven for time-independent quantities— may not materialize

when (complex) dynamics arise, due to the risk of overfitting.

In Fig. 2, the number of modes (20×20 or 40×40) appears

not to be very relevant. This somewhat unexpected conclusion

deserves to be analyzed systematically. We conclude this sec-

tion with an extensive exploration of the impact of kmax and

mmax. In Fig. 3, the error of the modulus of the Kuramoto-

Daido order parameters |Z1| = |P0
1| and |Z7| = |P0

7|, for dif-

ferent configurations of kmax and mmax, are depicted in color

scale. The figure shows that a minimum number of modes

in k and m are needed to obtain a reliable result. With a few

hundred modes (mmax > kmax ∼ 20) the errors already become

quite small. The figure clearly confirms that the error even-

tually decreases upon increasing kmax and mmax (though in a

specific, non-monotonic fashion for each mode).
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FIG. 2. Absolute value of the Fourier-Hermite modes |Pm
k
| in the PS state for ε = 1.8. The exact results are depicted as a solid line. Symbols

correspond to modes obtained from a truncation of Eq. (18) with the configurations indicated in the label at the right-hand side. (a) Constant

m = 0, (b) Constant k = 1.
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FIG. 3. Level plot of the error of |P0
1| (left) and |P0

7| (right) as a

function of kmax and mmax, for the linear closure (15). The scale is

logarithmic, see color bar adjacent to each panel. The KM is in the

state of PS with ε = 1.8 > εc. The exact values of the modes are

|P0
1|= 0.563 . . . and |P0

7|= 1.79 . . .×10−4.

V. KURAMOTO MODEL WITH BIMODAL
DISTRIBUTION

The main goal of this section, and the next one, is to il-

lustrate the practicality of the Fourier-Hermite modes with a

couple of systems poorly described through a brute-force nu-

merical integration of the oscillator ensembles.

The KM with bi-modal frequency distribution is a classi-

cal problem23,32. With the advent of the Ott-Antonsen the-

ory, the problem became (almost) fully solvable for frequency

distributions of rational type, see e.g.33–36. Instead, we con-

sider here a distribution equal to the sum of two normal dis-

tributions centered at ±Ω0 and variance σ2. Individual nat-

ural frequencies Ω j are distributed as: Ω j ∼ [N (Ω0,σ
2) +

N (−Ω0,σ
2)]/2. This distribution, bimodal only if Ω0 > σ ,

was previously studied in Ref.33. There, several domain

boundaries in the phase diagram were determined imprecisely,

since they were obtained from simulations with N = 10000 os-

cillators. This problem is a good example to demonstrate the

potential of the Fourier-Hermite moments.

For convenience, we reformulate the system as a two-

population problem, i.e. as two populations with Gaussian fre-

quency distributions centered at ±Ω0 with variance σ2. De-

noting the phases of each subpopulation as θ+
j and θ−

j , we

can write the ODEs governing the system as:

θ̇±
j = σω j ±Ω0 + εRsin(Ψ−θ±

j ), (23)

where Z1 ≡ ReiΨ is the average over the order parameters of

each subpopulation: Z1 = (Z+
1 + Z−

1 )/2. We introduce two

sets of Fourier-Hermite modes, Pm
k and Qm

k , for the subpopu-

lations centered at Ω0 and −Ω0, respectively. After a straight-

forward calculation, cf. (18), we obtain the evolution equation

of each set:

1

k
Ṗm

k = iΩ0P
m
k + f (Z1,P

m±1
k±1 ), (24a)

1

k
Q̇m

k =−iΩ0Q
m
k + f (Z1,Q

m±1
k±1 ), (24b)

where the function f is a shorthand notation for

f (Z1,P
m±1
k±1 ) = σ

(√
mPm−1

k −
√

m+ 1Pm+1
k

)

+
ε

2

(

Pm
k+1Z∗

1 −Pm
k−1Z1

)

. (25)

The identity Z1 = (P0
1+Q0

1)/2 closes the system of equations.

In Fig. 4 we show the phase diagram of the model. For

ease of comparison, the scaling of the axes is identical to

Fig. 6 in33. The model exhibits three different behaviors: the

uniform incoherent state (UIS), partial synchronization (PS),

and standing wave (SW). The latter state corresponds to two

counter-rotating clusters of phase-locked oscillators. More-

over, two adjacent regions of bistability exist: UIS/PS and

SW/PS. Solid lines in black and grey constitute the stability

boundary of UIS, and they correspond to (circle-)pitchfork,

and (degenerate) Hopf bifurcations, respectively. These lines

are obtained analytically, and are therefore identical to those

in Ref.33.
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FIG. 4. (a) Phase diagram of the KM with bi-Gaussian frequency distribution. The domains of UIS and SW are shaded in yellow and cyan,

respectively. Light shading is used to signify coexistence with PS. The black lines indicate the locus of the circle-pitchfork bifurcation of

incoherence. The solid style is used when an attractor is involved in the bifurcation; the thick (thin) line correspond to the super- (sub-)

critical bifurcation of UIS. The gray line is the locus of a (degenerate) Hopf bifurcation, UIS→SW transition. Both circle-pitchfork and

Hopf lines are computed analytically. The pitchfork bifurcation line has a closed expression Ω̃2
0 = −2σ̃2

P ln(σ̃P/
√

2π), with σ̃ = 4σ/ε , and

Ω̃0 = 4Ω0/ε . Codimension-2 points DP (degenerate pitchfork), and TB (Takens-Bogdanov) fall on top of this line at σ̃ = Ω̃0 = 1.52035 . . .,
and at σ̃ = 1.06706 . . ., respectively. The purple, red, and orange solid lines correspond to numerical estimations, via Eq. (24), of saddle-

node, SNIC and homoclinic bifurcations, respectively. A third codimension-2 point is found at the coalescence of the saddle-node and the

homoclinic lines. Dotted lines correspond to bifurcations involving unstable states only. In particular, the blue dotted line is the (partial) locus

of a drift-pitchfork bifurcation at which mirror traveling waves annihilate. (b) Magnification of the bistability regions in panel (a). Numerical

data are depicted as empty circles. The cross in the UIS/PS region indicates the parameter values used in Fig. 5.

In contrast, the colored solid lines in Fig. 4 can only be ob-

tained numerically. They correspond to standard saddle-node

(purple), saddle-node on the invariant circle (SNIC, orange),

and homclinic (red) bifurcations. The location of these lines

is remarkably improved with respect to Ref.33. Our numeri-

cal simulations were carried out with kmax = mmax = 20 and

a fourth order Runge-Kutta scheme with step size ∆t = 0.01.

For 4σ/ε < 0.3, |P0
1| and |Q0

1| approach 1, and we had to in-

crease the number of modes up to kmax = mmax = 40 in order

to fully delineate the SNIC line. The results perfectly match

with the location of the codimension-two points, degenerate

pitchfork (DP) and Takens-Bogdanov (TB), which are known

analytically. This implies that the thermodynamic limit of (23)

is essentially achieved with at most (2× 2× 40× 41=) 6560

degrees of freedom. Actually, (2× 2× 20× 21 =) 1680 de-

grees of freedom are generally enough to capture the thermo-

dynamic limit. The simulation of the Fourier-Hermite modes

does not suffer of finite-size fluctuations, in contrast to simu-

lating ensembles of phase oscillators. Moreover, the evolution

equations are purely algebraic, in contrast to the computation-

ally expensive trigonometric interaction functions of the os-

cillator ensemble.

Another advantage of the moment-based approach is that

it allows us to track unstable PS states and unstable traveling

waves. The traveling wave solution corresponds to a solid ro-

tation, Pm
k (t) = pm

k eikΩt , Qm
k (t) = qm

k eikΩt , where the angular

velocity Ω is one additional unknown. After inserting this so-

lution into Eq. (24), the unknownspm
k , qm

k , and Ω are found via

a Newton-Raphson algorithm (imposing p0
1 ∈R

+). Moreover,

the linear stability of both, PS and traveling waves, can be ac-

curately determined linearizing the system (for the traveling

wave one has to adopt a rotating reference frame at frequency

Ω). In the model investigated in this section, the previous

procedure permitted us to find the locus of a drift-pitchfork

bifurcation. A part of its locus is indicated by blue dotted

line in Fig. 4. It is absent in the phase diagram presented in

Ref.33, as there is not an obvious manner of observing these

unstable solutions simulating an ensemble of oscillators. At

the drift-pitchfork bifurcation, twin unstable traveling waves

(born at the Hopf bifurcation) cease to exist, via collision with

an unstable PS state. An equivalent bifurcation line was re-

cently detected for a distribution sum of two Lorentzians36, al-

though (mistakenly) labeled as a saddle-node bifurcation. As

the drift-pitchfork line does not involve any attractors we did

not made more efforts to trace it completely. In analogy to the

result in36, we expected this line to bend backwards and termi-

nate at the origin. The presence of a drift-pitchfork bifurcation

confirms that the TB point fully consistent with the O(2) sym-

metry of the model: invariance under rotation θ → θ + c and

reflection Ω→−Ω. In particular, the O(2)-symmetric Takens-

Bogdanov observed corresponds to the sceneario “IV−” in the

nomenclature of Ref.37, where the codimension-2 bifurcation

was fully unfolded.

We conclude this section with a simple numerical exper-

iment. Our intention is to show the limitations of working

directly with populations of oscillators. We take 5000 os-
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R

FIG. 5. Time evolution of R(t) for N = 5000 oscillators and 7 dif-

ferent initial conditions with random initial phases. The parameter

values correspond to the cross in Fig. 4(b), inside the bistability re-

gion UIS/PS, with σ = 1. Stable and unstable PS states correspond

to fixed points of Eq. (24), and they are shown as thick grey lines in

solid and dashed styles, respectively.

cillators with the parameter values indicated by the cross in

Fig. 4(b). Incoherence is stable, and coexists with PS. Hence,

starting the oscillators in a (finite-size version) of the UIS

should not be particularly interesting. To our surprise, even

if the phases are initiated at random, the system may jump to

the PS state. After a surprising initial upstroke of R, 3 out of

7 realizations ended at the PS state, see Fig. 5. In this fig-

ure, it is manifest the role of the unstable PS state, obtained

from the moment system, as a threshold in the dynamics.

Needless to say that the moment system (24) is much more

robust describing the thermodynamic limit, due to the lack

of fluctuations. For the same parameter values, incoherence,

Pm
k = Qm

k = δk,0δm,0, is a stable fixed point for any truncation

in k and m.

VI. ENLARGED KURAMOTO MODEL

In this section, we apply the moment-based approach to a

population of phase oscillators with nonpairwise interactions:

the ‘enlarged KM’. This system was recently investigated in

Ref.6. Our purpose here is to explore the σ → 0 limit of

the model, and the convergence of the Lyapunov exponent as

N → ∞ in a regime of collective chaos. We start writing the

coupling function:

G(θ , t) = εη R sin(Ψ−θ j +α)+
ε2η2

4

[

Rsin(Ψ−θ j +β )

−R2 sin(2Ψ− 2θ j +β )+RQsin(Φ−Ψ−θ j)

]

. (26)

Two mean fields enter in this equation Z1 ≡ ReiΨ, and the sec-

ond Kuramoto-Daido order parameter Z2 ≡ QeiΦ. In contrast

to other models with nonpairwise interactions, see e.g.38–40,

the enlarged KM is not simply postulated. It is obtained ap-

plying phase reduction41 to a population of Stuart-Landau os-

cillators, up to second order in the coupling constant ε . Con-

stants η , α and β in Eq. (26) depend on the original constants

c1 and c2 via η ≡
√

(1+ c2
2)(1+ c2

1), α ≡ arg[1+c1c2+(c1−
c2)i], and β ≡ arg(1− c2

1 + 2c1i). For completeness, we write

the ODE governing the Stuart-Landau oscillators. In this way,

we can understand the meaning of c1 and c2 (related to reac-

tivity and shear, respectively):

Ȧ j = (1+ iσω j)A j − (1+ ic2)|A j|2A j + ε(1+ ic1)
(

A−A j

)

,
(27)

where A = N−1 ∑ j A j.

In a previous work6, we showed that Eq. (26) reproduces

the rich phenomenology of the ensemble of Stuart-Landau os-

cillators at weak coupling. In contrast, the first-order phase

approximation, neglecting powers of ε above or equal to 2,

only predicts two different collective states: UIS and PS. The

enlarged KM cannot be analyzed within the Ott-Antonsen the-

ory, because of the second harmonic in θ in the interaction

function. This means that no low-dimensional description is

available, irrespective of the frequency distribution. As we

will show below, under weak coupling and weak heterogene-

ity (σ ≪ 1, 0 < ε ≪ 1) the study of the model through di-

rect numerical simulations is impractical. Apart from the un-

avoidable finite-size fluctuations, the dynamics turns out to be

very slow, and long transients are needed to reach stationary

regimes. Possessing an efficient numerical scheme becomes

essential. We resort to the Fourier-Hermite modes to explore

the dynamics of the enlarged KM with Gaussian heterogene-

ity. After, straightforward calculations we obtain the evolution

equations of the moments Pm
k :

k−1Ṗm
k = σ

(√
mPm−1

k −
√

m+ 1Pm+1
k

)

+
εη

2

(

Pm
k−1Z1eiα −Pm

k+1Z∗
1e−iα

)

+
ε2η2

8

(

Pm
k−1Z1eiβ −Pm

k+1Z∗
1 e−iβ −Pm

k−2Z2
1eiβ

+ Pm
k+2Z∗2

1 e−iβ +Pm
k−1Z2Z∗

1 −Pm
k+1Z∗

2Z1

)

, (28)

where Z1 = P0
1 and Z2 = P0

2. These equations were integrated

using the fourth order Runge-Kutta method with time step

∆t = 0.01.

A. Phase diagram

We start reviewing the phase diagram obtained in Ref.6.

Figure 6 shows a partial phase diagram for specific values of

the parameters c2 = 3 and σ = 10−3. A couple of bifurcation

lines are omitted to simplify the presentation. In the yellow

region UIS is stable. Crossing the black line stability is trans-

ferred to a partially synchronized state (PS). Interestingly, the

blue line indicates the locus of a secondary instability where

PS itself becomes unstable through a Hopf bifurcation. The
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Chaos
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Sup. Hopf
Sub. Hopf

FIG. 6. Partial phase diagram obtained for the interaction function

(26), with for c2 = 3 and σ = 10−3. Yellow and white regions in-

dicate stable UIS and stable PS, respectively. At the solid (dashed)

blue line PS undergoes a supercritical (subcritical) Hopf bifurcation.

In the light grey shaded region PS and more complex (unsteady) dy-

namics coexist. The green line bounds the chaotic domain inside the

unsteady-dynamics region.

linear stability of PS was calculated finding the rotating solu-

tion Pm
k (t) = pm

k eikΩt , as with the traveling wave in the previ-

ous section, and evaluating the eigenvalue of the Jacobian with

the largest real part in the corotating frame. Hence, PS is un-

stable inside the dark shaded region of Fig. 6. This instability

is only possible thanks to the last two terms in Eq. (26), which

confer three-body phase interactions to the model. Hence, in

the shaded region, the meanfield dynamics display complex

oscillations. In particular, above the green line the dynam-

ics becomes chaotic (or hyperchaotic), see6. The chaoticity is

characterized calculating the Lyapunov exponents of the dy-

namical system (28). We end this overview noting that in the

light shaded region there is bistability between PS and un-

steady dynamics (chaotic or not).

It is important to stress that obtaining Fig. 6 was possible

thanks to the use of the Fourier-Hermite modes Pm
k , with a

maximal size of kmax = mmax = 40. Performing direct numer-

ical simulations it would be virtually impossible to achieve

such a level of detail in the phase diagram. In particular, to

validate the existence of collective chaos is particularly diffi-

cult, see below.

B. The homogeneous limit (σ → 0)

The case σ = 0 was studied in41. That system only exhibits

UIS, full synchrony, and an intermediate region with nonuni-

form incoherent states (Z1 = 0, |Z2| ≡ Q = const. > 0). There

is not a correspondence between σ = 0 and σ > 0. While, full

-0.45 -0.4 -0.35 -0.3
c1

0

0.05

0.1

0.15

ε

σ=10−3
σ=10−4
σ=10−5

FIG. 7. Location of Hopf bifurcation for c2 = 3 and σ =
10−3,10−4,10−5 in blue, green and orange respectively. The lines

were obtained using (28) with kmax = mmax = 40. The right bound-

ary is not completely depicted because an extraordinary large number

of modes would be needed to calculate it. The black dotted lines are

the stability boundaries of UIS (left) and full synchrony (right) for

σ = 0. The red cross indicates the parameter values used in Fig. 8.

synchrony is the limit of PS, it is not obvious how nonuniform

incoherent states may appear as σ is lowered to 0. Next, we

use the Fourier-Hermite modes to understand the limit σ → 0.

In Fig. 7 we show the stability boundary of PS for three

different σ values. Let us emphasize that finding those three

boundaries from direct numerical simulations of an ensemble

of oscillators would be virtually impossible, specially consid-

ering small values of σ and ε achieved. We may see that as

σ decreases, the tip of the boundary progressively approaches

the abscissa at c1 = −1/3. We conclude that as soon as σ
becomes nonzero the Hopf bifurcation appears making the

σ → 0 limit singular. The left (right) black dotted line in the

figure is the stability boundary of UIS (full synchrony) for

σ = 0. From the figure we infer that the supercritical Hopf bi-

furcation of PS collides with UIS boundary in the limit σ → 0.

Complementary, the subcritical branch becomes the stability

boundary of full synchrony. This is consistent because bista-

bility is also observed in the σ = 0 case41.

The previous discussion, at the level of bifurcations, is

not saying us anything about how is the system behaving as

σ → 0. In Figs. 8(a) and 8(b) the time evolution of R(t) and

Q(t) are depicted for σ = 10−4 and 10−5, respectively. The

remaining parameter values are the same in both panels, and

correspond to the red cross included in Fig. 7. The model dis-

plays slow-fast dynamics. The mean field R remains close to

0 most of the time, while Q exhibits a slow decay, followed by

a rapid increase. The different time scale in both panels indi-

cates that the slow time scale is diverging as σ → 0. Moreover

the range of Q decreases, and (slowly) approaches the asymp-
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FIG. 8. Dynamics of the enlarged KM for (a) σ = 10−4 and (b)

σ = 10−5. The time series are the result of integrating Eq. (28) with

c1 = −0.39 and ε = 0.1 (see the red cross in Fig. 7). The horizontal

pink line is the value of Q in the limit σ = 0, see Eq. (27) in Ref.41.

Note the different time scale of both panels.

totic value for σ = 041, indicated by a pink horizontal line.

C. Collective chaos

In sharp contrast to the standard KM and other models of

phase oscillators, the enlarged KM —defined by Eqs. (1) and

(26)— exhibits collective chaos with a unimodal distribution

of the natural frequencies. Figure 6 shows the location of the

chaotic region for particular values of σ = 10−3 and c2 = 3. In

order to determine the boundary of chaos in Fig. 6, we needed

to determine the largest Lyapunov exponent in the thermody-

namic limit. Again, integrating a finite number of phase oscil-

lators is quite unproductive, due to the ubiquitous microscopic

phase chaos4, which yields a macroscopic amount, i.e. O(N),
of positive Lyapunov exponents (not shown). In contrast, the

Fourier-Hermite moments do not suffer of microscopic phase

chaos. It is therefore possible to fully characterize the collec-

tive chaos of the enlarged KM, and to determine its boundary.

We present next, a numerical test supporting our previous

assertions for a specific set of parameters: c2 = 3, c1 =−0.39,

ε = 0.14, and σ = 10−3, see the blue cross in Fig. 6. For these

parameter values two stable states coexist in the thermody-

102 103
N

10-5

10-4

Λ
(N

)

Chaos
PS

102 103 104

N

10−4

10−3

10−5

Λ
(N

)
−
λ

N−0.66

FIG. 9. Largest Lyapunov exponent Λ as function of the popula-

tion size N for the enlarged KM and two different coexisting states.

The values of {ω j} j=1,...,N were selected deterministically to repre-

sent the Gaussian distribution (2). The parameter values are those

marked by a blue cross in Fig. 6. Circles and squares correspond,

respectively, to the states of collective chaos and PS in the thermo-

dynamic limit. The value of the largest Lyapunov exponent λ1 = λ ,

obtained from the moment system (28) in the chaotic state, is indi-

cated by a horizontal dashed line. The inset shows a log-log plot of

the distance to the asymptotic Lyapunov exponent λ vs. the system

size N. The linear fitting, depicted by a solid line, was performed

considering points with N ≥ 200. Note that λ is not a fitting param-

eter.

namic limit: collective chaos and PS. In the chaotic state the

Lyapunov spectrum, obtained linearizing (28) and applying

Bennetin’s algorithm, is {λn}n=1,2... = {1.26× 10−4,6.31×
10−5,1.38× 10−5,0, . . .}. This spectrum contains three pos-

itive Lyapunov exponents, indicating collective hyperchaos.

This means that, for a sufficiently large ensemble, the posi-

tive part of the Lyapunov spectrum will consist of three expo-

nents neatly above zero, supplemented by a quasi-continuous

set of exponents of O(N) size (whose values approach zero as

N → ∞).

Now, we turn our view to the results obtained from direct

numerical simulations with N oscillators. In Fig. 9 we repre-

sent the largest Lyapunov exponent Λ as a function of N for

each of the coexisting states (PS and collective chaos). In both

cases the Lyapunov exponent decreases as N grows. For PS

we find a clean decay to zero as Λ(N)∼ 1/N. This behavior is

known for the UIS in the KM4 (logarithmic corrections may

be present depending on the sampling procedure of the natural

frequencies42), and it can be arguably expected for PS too. In

the state of collective chaos, the decrease of Λ(N) appears to

saturate at a finite value consistent with λ ≡ λ1 = 1.26×10−4,

obtained from the Fourier-Hermite modes. To further confirm

this guess, we represent in log-scale Λ(N)− λ vs. N in the

inset of Fig. 9. The data are fully consistent with a power-law

convergence Λ(N)−λ ∝ N−γ . The exponent γ , estimated by

a linear fit, turns out to be nontrivial: γ ≃ 0.66. Further work

is needed to assess whether and how the value of γ depends

on parameters.
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VII. CONCLUSIONS AND OUTLOOKS

In this work, we have studied a moment-based approach for

ensembles of globally coupled phase oscillators with Gaus-

sian distributed natural frequencies. Several truncations and

polynomial closures of the moment system have been tested in

the KM. For the index m (related to the decomposition of the

oscillator density in the frequency variable), the linear closure

is readily implemented, and apparently reliable in all analyzed

cases.

The moment-based approach allows us to describe the col-

lective dynamics of an infinite population with a relatively

small number of ODEs, avoiding in this way finite-size flucu-

tations, inherent to direct numerical simulations. Within this

framework numerical continuation of PS states is possible, ir-

respective of their stability. Moreover, linear stability analysis

and the computation of “collective” Lyapunov exponents be-

come simple tasks.

We have applied the moment-based approach, specifically

Fourier-Hermite modes, to two problems. The first one, the

KM with a frequency distribution given by the sum of two

Gaussians, previously considered in33. Here, using moment-

based dynamics we have refined the phase diagram in33, ob-

taining the accurate loci of bifurcations. Moreover, a new bi-

furcation line (drift-pitchfork) has been detected, completing

the picture around the Takens-Bogdanov point.

The second problem addressed in this work is a compli-

cated phase model, the enlarged KM, derived via second-order

phase reduction from an ensemble of Stuart-Landau oscilla-

tors. For this system, we have focused on asymptotic prop-

erties hardly discernible with direct simulations of large en-

sembles. First, we have examined the change of the stability

boundary of PS as the heterogeneity becomes less and less

pronounced (σ → 0). We found the convergence to two sta-

bility boundaries analytically known for σ = 041. The limit

σ → 0 is singular, yet consistent. For small σ the system dis-

plays slow-fast dynamics, with the duration of the slow phase

diverging as σ → 0. In second place, we investigated the state

of collective chaos and the (power-law) convergence of the

largest Lyapunov exponent Λ(N) with the size. The knowl-

edge of the asymptotic value λ from the moment-based sim-

ulation was crucial to estimate the exponent γ ≃ 0.66 of the

power-law behavior: Λ(N)−λ ∼ N−γ .

Our presentation is limited to the simplest situations. We

provide next a list of manners in which the moment-based ap-

proach can be extended:

1. We have restricted to Gaussian heterogeneity. Other

distributions g̃(ω) with finite moments can be

analyzed using their corresponding sets of or-

thonormal polynomials {h̃m(ω)}m=0,1,..., satisfying
∫

h̃m(ω)h̃n(ω)g̃(ω)dω = δm,n. Each set of orthonor-

mal polynomials satisfies a specific recurrence relation:

ω h̃m(ω) = bmh̃m+1 + amh̃m + bm−1h̃m−1, leading to a

particular variation of Eq. (14). (Note that am = 0 if

g̃(ω) is even.) Still, for the specific g̃(ω), a preliminary

study of the suitable closure(s) should be carried out.

2. We have considered purely deterministic equations.

Adding independent white noises +ξ j to Eq. (1) does

not modify the approach essentially. If the covariance

of the noise is 〈ξ j(t)ξ j′(t
′) = 2Dδ j, j′δ (t − t ′), then the

continuity Eq. (3) gains the term +D∂ 2ρ/∂θ 2 in the

right-hand side (Fokker-Planck equation). This simply

results in a new (dissipative) term −DkPm
k in Eq. (14).

3. In our presentation heterogeneity appears in an addi-

tive form, see Eq. (1). The same strategy could be

followed, in principle, if multiplicative disorder was

present instead. Models of this type include ensembles

of theta neurons43,44, generalizations of the KM45–50,

and the Winfree model with distributed phase response

curves51.

All in all, we judge the moment-based approach studied in

this paper as a very useful tool to investigate the dynamics of

ensembles of heterogeneous phase oscillators.
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