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Resumen

En el contexto de la aplicacién de las técnicasand@isis no lineal a sistemas de
osciladores acoplados, y aprovechando el potendahostrado para obtener
resonadores con un alto factor de calidad y redsaitiimensiones, de las estructuras de
anillos resonantes utilizadas como particulas de la el disefio de metamateriales; se
ha decidido diseiar osciladores de tiposh-push(dos osciladores acoplados y
sincronizados en oposicion de fase) que incluysar@dores basados en anillos CSRR
— Complementary Split Ring Resonator resonadores clasicos basados en linea
micrsotrip. Ambas estructuras han sido comparadasjostrando el potencial del
disefio con CSRRs para reducir el ruido de fase.

Una dificultad importante de este disefio es garang&l modo de oscilacion deseado
(osciladores en oposicion de fase, 6 modo impaden®as de la caracterizacion y
modelizaciéon de los anillos CSRR, y el ajuste dermwdelos de transistor para una
correcta reproduccion del ruido de fase.

Hasta la fecha no tenemos constancia de la puldicae ningun oscilador tipo N-push
gue emplee anillos CSRR como resonadores en sieradoplo.

Synopsis

In the framework of the application of nonlinearadysis techniques to coupled
oscillator systems, and taking advantage of theatestnated capability to obtain high

Q resonators with reduced dimensions by employ@sgmant rings of the type used as
basic particles in metamaterials for microwave aggions; it was decided to design

push-push oscillators (two oscillators coupled tibge and synchronized, operating out
of phase) including Complementary Split Ring Resosa(CSRR) as well as classic
resonators based on microstrip line stubs. Bothrapphes have been compared,
showing the CSRR potential to reduce phase noise.

An important difficulty of this design is to guatee the desired oscillation mode of the
sub-oscillators (out-of-phase or odd mode). Als® ¢haracterization and modelling of
the CSRRs and the fitting of transistor modelsotoectly reproduce phase noise.

To date we do not know of any published work orushpype oscillators using CSRRs
as resonators in their coupling network.
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“Synchronization is a common phenomenon in physical and biological systems. When two or more
metronomes are placed on a freely moving base, the small motion of the base couples the

pendulums causing synchronization. The synchronization is generally in-phase, with antiphase
synchronization occurring only under special conditions.”

James Pantaleone, Synchronization of metronomes. Am. J. Phys., Vol. 70, No. 10, October 2002



One of the great problems with the world is that
the ignorant are always so certain of themselves,
while the intelligent are full of doubt.

- Bertrand Russell

Preface

The present work is the conclusion of a 2-year Idadication to a Master's Thesis in
which | have concentrated on the study of nonlimrenomena affecting the behaviour
of microwave circuits, and the reproduction of gnpfienomena on simulation tools.

| arrived at the beginning of this Master with amedated work experience of 15 years
in Industry and Research Institutions such as ESAEC, Alcatel Space or Philips
Microwave Laboratories (now OMMIC), where | gotastg simulation skills through
an intensive MMIC design activity during the fitstlf of my career in The Netherlands
and France.

The following years passed at Companies in the tamyli RF and wireless
communications sectors in Spain, where | appretiatevery different approach to
design; basically constrained by a lack of accuraielinear models for pcb and a
limited use of the powerful simulation tools at HarNevertheless the increasing
complexity and density of the pcb circuits in préseommunications systems made the
design problem very close to the handling limitasioencountered with monolithic
functions, in terms of difficulty —almost imposgity- to implement any changes after
the board had been manufactured, and the needdbbdards to evaluate specific parts
of the design which could not be tested on the romauit.

| understood that the design approach needed noooified substantially, as the lack of
robust first pass designs was affecting product pmimiveness, according to the
management.

As a consequence | undertook initiatives for a mefécient cooperation with
Academia, and to promote dedicated projects wikhdustry, to search for solutions to
common problems appearing repetitively in differdndnt-end designs (such as
matching, filtering, spurious avoidance, stabilidy.l did my best to attend those targets
during the wealthy years where public funding fa[R activities was available to
Companies, and in this context | made proposals clmoperation with research
institutions such as the DICOM — where | have pented this Master’'s work at the
University of Cantabria (UC), and the CIMITEC —ant&r specializing in metamaterials
research at the Autonomous University of Barcel@haB).

When the economic recession and the consequeriffcat the public funding to my
Company placed me in the job search market, | @écid go into a Master's Program
with the double objective of refreshing and updatmy past design experience, and
becoming highly experienced in nonlinear microweieuit simulation and design.

| have followed this Master in the distance assided in Granada, at more than 900 km
from Santander, in the opposite side of the Coufdtinys fact has had some implications
on the approach to work that | have followed, mathle to practical limitations related

to economics and geographical mobility. For thaiso: | concentrated much more on



the theoretical and simulation aspects than inadlgtwbtaining a specific result from
the evaluation boards designed.

Under the supervision of Dr. Franco Ramirez, frdm GIMSR — Microwave &
Radiocommunications Systems Group (DICOM/UC), | endwarned the guts of the
time and frequency domain tools used in microwakaiit analysis, together with some
powerful simulation strategies that allow for thregtiction of phenomena which can not
be detected using the basic techniques known taubeage industry engineer.

As part of my work at the GIMSR, | have implementkd Auxiliary Generator (AG)
Analysis in AWR’s Microwave Office, which to my kadedge is a first; as it was only
implemented in Agilent’'s ADS by the Group (who deyed the technique), and as a
result the AWR Company invited me to make two puplesentations on this subject at
a joint AWR-Rohde & Schwarz seminar in Madrid (Odl", 2012) and the last
Conference Meeting of the ARMMS RF & Microwave Sagi (Apr. 22-23, 2013.
Steventon, UK). A paper was submitted to the ARME®E&Nf., which | co-authored
with Prof. Alimudena Suarez, head of the GMSR anbdaof the AG technique.

I chose to undertake the design of Coupled Osgoibaand Metamaterial based Planar
Resonators to implement a 2-push structure in wtadlest two of the techniques | had
discovered during my previous industrial experienged which | found promising
enough to deserve a prospective analysis in viewheir potential application to
improve RF performance and Company know-how, wail¢the same time using only
components and materials not affected by expotticgdens. This had made the subject
of a proposal for cooperation between my previoam@any and the DICOM, back on
July 2009, signed by myself and Prof. Aimudena &uadBut it had no continuation.

In the present work two 2-Push Coupled Oscillat@ge been designed. They share the
same active networks and differ only in the resorsatised. One incorporates a classic
Transmission Line Resonator, while the other usestaMaterial based Planar
Resonators. The theories concerning the partitigsrand potential benefits from the
Coupled Oscillator Systems and the MetamaterialedbaPlanar Resonators are
presented and discussed for the purpose of thiggbroThe design of the 2-push
structures is commented and the simulation resaits shown, with a detailed
description of the techniques used for their anglys

José Luis Flores
June, 2013

visit my web page
www.muwavetech.com
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Objectives and Accomplishments of this work

The main objectives of this work have been to de&gush oscillator structures using
metamaterial based resonators which at the same dich as coupling networks to
achieve a desired mode of oscillation, and to comphe achieved performance —
mainly in terms of phase noise, with that of annide&l 2-push using classical stub
resonators in the coupling network.

This has required the mastering of complex nontire@alysis techniques; a deep
understanding of them has been essential to ac@mpie numerous simulations
required to obtain the simulated results.

We have considered fully planar implementationsabee they benefit from the
minimum component count and are the easiest to faetuwe, which is very practical

for production oriented designs. An additional adage of this approach is that the
initial extra difficulty in designing, modelling dnsimulating the resonator networks
translates into a proprietary know-how that isicaitin every competitive activity. And

furthermore, the design process is flexible becatle resonator performance is
controlled by the designer and the procurement ey \specific high performance
components is avoided — they are often subjectxpmre restrictions which limit the

commercialisation of the end product.

Among the contributions of this work are:

o Improving current CSRR models to fit EM data sot ttheey can be used as
inter-oscillator coupling networks.

o Showing a step-by-step design process for the B-gtrsictures with an in-
depth explanation on every aspect of the simulatpmrformed.

o Comparison of the phase noise performance achiewtda CSRR based
resonator with respect to a classical microstrip Btub resonator in a 2-push.

o  Fitting of an Angelov HEMT model to simulate Flickend Shot noise effects
on phase noise, which were not correctly reproduagti the available
Agilent EEHMT1 model for the transistors used irs ghroject.

o And finally, an in-depth literature survey was penied on every published
article using resonator + power combiner network&+push oscillators and
resonators made of metamaterial particles. Thexealy a few groups doing
research on these topics and we have selectedhtbetrrelevant works.

Additionally, the Auxiliary Generator technique Haesen implemented for the first time
into the AWR/Microwave Office simulator and an el was written describing its
usefulness in nonlinear analysis, broadening thaulte from Harmonic Balance
simulations. This article made the subject of twaitations by the AWR Company to
participate at an AWR seminar in Madrid and at #8683 spring meeting of the
ARMMS RF & Microwave Society in Oxfordshire (UK).



1 The role of Oscillators in Communications Systems

Oscillator circuits at RF and microwave frequendiase many applications. They can
be used as clocks in frequency synthesizers angavigation satellite systems for
global positioning such as GPS or Galileo, to gateemterfering carriers in wireless
conformance test equipment, as CW generators iarfRadn microwave laboratory test
equipment such as signal generators and netwotizama.

Oscillators are used in communications system®omuaction with mixers to perform
the frequency conversion of microwave signals. Toavolution between a non
modulated high frequency oscillation and a moddlatarier is a natural phenomenon
which takes place when both signals are combined nonlinear system, such as a
mixer. The result of that convolution is that thedulation information is transferred to
the mixing products between the two original casiighe most important products
being the sum and difference of frequencies, whiebpectively produce thep
conversion or thedownconversion of the modulated signal.

In real systems, oscillators are always modulateghiase and amplitude by the natural
fluctuations affecting the currents and voltageslettronic circuits. These fluctuations
have different origins; the most common being thermnal agitation of free charge

carriers, imperfections in the semiconductor cigstédne granular nature of electricity,

or the generation-recombination processes anditrgpNoise is the term given to those
fluctuations and it is usually of much lower ampdieé than the average value of the
parameters. Oscillator noise forms sidebands ofggnaround the carrier power

spectrum.

Due to the saturation of conversion gain in mixergh Local Oscillator power, the
amplitude fluctuations of the oscillator do not cite considerably the modulation
information on the converted carrier; the majorseator amplitude degradation being
the gain compression taking place in the amplifiesin, which affects the modulated
carrier. This is particularly an issue in transaritapplications. The major impact of
oscillator noise is on the phase information of olated carriers.

Phase and amplitude are the principal parametezd ts transmit information in
present digital communication systems showing heghctral efficiency (information
rate that can be transmitted over a given bandyi@&imary data is packed in groups of
“n” bits which are associated to d Roint constellation in a complex I-Q plane (i.e.
QPSK, 16-QAM, 64-QAM...). Each point symbolin the constellation defines a vector
with uniqgue amplitude and phase values. These kectn be streamed to modulate in
amplitude and phase a single RF carrier whiches timplified and transmitted trough
free air or guided. They can also modulate differeub-carriers (one each vector)
which are then combined through an Inverse Fodmansform operation to form the
modulation signal that is applied to an RF caraed transmitted; this is the working
principle of the OFDM (Orthogonal Frequency-DivisioMultiplexing) digital
modulation schemes used by the actual radio stdeadarch as WLAN, WIMAX or
LTE. Using a large number of narrow data sub-cesneduces the amount of crosstalk
in signal transmissions.



In all cases we have vectors defining points inoastellation. As the number of
symbols increase, more data is transmitted in @&ngibandwidth, but the resulting
constellation becomes denser and less robust agkatesction errors produced by phase
and amplitude perturbations on its points. Duritg transmission and reception
processes, the symbols of the constellation aextaifl by amplitude and phase errors.
The error vector is the difference between actuodlideal symbol locations. The power
from the error vectors is averaged and normalizedhe signal power giving a
magnitude called EVM or Error Vector Magnitude. TE¥M is a measure of how far
the points in a constellation are from their ideaktions and provides a comprehensive
measure of the quality of a radio receiver or tnatter for use in digital
communications.

Oscillator phase noise is a major contributor ® phase error in the symbol locations
and its reduction is one of the principal paransetéran oscillator specification.

Active devices influence phase noise; dependingthen carrier transport mode the
current flow will be more or less affected by dé$eand traps close to interfaces in the
semiconductor, which seem to be the cause of Klitkenoise. In FET devices the

electrons travel along an interface and so are siwoagly affected byt/f noise, while

in bipolar transistors the electrons cross therfiates in a perpendicular direction,
being less affected. This low-frequency noise friti@ device modulates the signal’s
phase to create noise sidebands with“achfaracteristic near the carrier.

The resonator is an essential part of an oscillata determines the phase noise and
frequency stability. In the words of an importastitiator manufacturér‘A wide range

of military, industrial, medical, test and measueh markets demand very stable
frequency sources with enhanced phase noise peafaenand low thermal drift. A
popular solution in the range of 3-18 GHz frequerspectrum is the dielectric
resonator oscillator (DRO), recognized for its supsaty in ultimate noise floor and
spectrum purity when compared to other competirgtisms such as multiplied lower
frequency fundamental sourées

| will treat the problem with multiplied sourcestime next chapter; they use resonators
at a lower frequency in order to get high Q valaed obtain low phase noise, but they
are not the only means of producing a high frequeaoscillation form a lower
frequency fundamental. Coupled oscillators do nodsent the problems of the
frequency multipliers and can be made to work made that combines a harmonic at
the output and rejects the fundamental and otleguincies.

The purpose of the present work is the design aftracture made of two single
oscillators coupled together and sharing a comnesorator. Two versions of the
structure have been designed differing on the @sorused. We have selected planar
resonators which can be printed or etched in tihstsate; this has the advantage of an
easy implementation as it does not require any ispemounting technique, like
DRO’s. In terms of the same manufacttrdRO’s tend to be prone to vibration noise
since the dielectric resonator itself cannot be used mechanically. Therefore
vibrations must effectively be damped by other mdxaiore they reach the dielectric

! Synergy Microwave Corp. Product Feature “Ultra-Low Noise Dielectric Resonator Oscillator”, published in Microwave
Journal, Dec. 2012



resonator, and a rugged construction is needed foimize vibration noise and
microphonic effects to prevent unwanted modul&tion

Our resonators are based on sub-wavelength partided for metamaterial design.
They offer lower losses and higher Q factor as cnenb to classic printed structures on
PCB. Their design is not an easy task due to ttle &h commercial synthesis tools at
this writing. The use of EM simulation is mandat@nyd the extraction of equivalent
circuit models is required to perform the simulatiof the oscillator circuits. But in
return, our designs are flexible, easy to manufacamd incorporatknow-how This is
an important aspect for a competitive product asai not be easily reproduced by
anyone having access to the same components (whechll cheap and commercially
available).



2 Coupled Oscillator Systems: The 2-Push
architecture

2.1 Operation principle

A high frequency signal can be generated from aflla®r operating at its fundamental

or a harmonic frequency. As the oscillator frequeimcreases the Q factor, device gain
and phase noise are degraded (for a same techholdgy frequency doubler and other
means of up-conversion may provide a practical gmdk solution to generate high

frequency signals from oscillators operating atdovrequencies, but they introduce
distortions and have poor phase noise performa@oee alternative approach to

overcome this limitation is the coupled 2-Push ltetorr topology.

A 2-Push or push—push oscillator is a frequencybtlog structure that consists of two

identical sub-oscillators coupled together in oliploase operation, so only the second
harmonic is combined at the output load. Fig.1 shtive block diagram of a classical

push-push topology.

IJ () 171 (7)
li' Oscillatorl —|
as Vot
—.le-e Output our !
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> V(1)
I>(t)
Fig.1. Block diagram of 2-Push/Push-Push topology [1].

By combining the two sub-oscillator outputs, thexdamental and odd frequency
components are cancelled out, and the second amadl lgarmonic components are
enhanced and added constructively when the twoosailators produce the same
frequency and operate with a phase difference 6f.1Bquations (1)-(3) represent the
possible output signals from these circuits.
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Thus, provided that the phase difference betweerstib-oscillators outputs i8p = =,
we will have a cancellation of the odd harmonicarfrVi(t) and V,(t) with the even



harmonics being enhanced. Both evap € 0) and oddA¢ = =) solutions always co-
exist in the 2-push structure, so a proper desigth® coupling network (resonator)
must guarantee the stability of the desired odderat make unstable the even mode.
As unstable modes are not physically observableojdy the odd mode will contribute
to the output waveform and, provided that the stmecis well balanced (symmetrical)
high rejection levels will be observed at the um@esfundamental and harmonics. If
the sub-oscillators were uncoupled, them could have any value between ©-2nd
would not be constant with time due to random nais@& parametric drifts affecting the
oscillator's phase. The correct mode of operatisnobserved when the two sub-
oscillators synchronize with each other and haymsjte phase.

As the sub-oscillators operate at half the outpedidency, higher resonator @alues
can be achieved, improving phase noise charadtstigtdditionally, due to the limiting
mechanisms of active devices under saturation, wtnansfer power to the harmonics,
the output frequency range can be extended beyuntiniitation caused by the cut-off
frequency of the active devices [3].

In N-push architectures, only the"Narmonics are combined at the output load by
achieving a phase difference of/R between any two consecutive fundamental signals.
Since the resonators in N—push oscillators opextal¢N the design (output) frequency,
higher resonator Qare achievable. In addition, designing at loweqérencies allows
for increased device gains. Because of these aalyasit the approach based on the N—
push principle has been identified as an attractie¢hod for low phase-noise oscillator
design at microwave and millimeter-wave frequenpigs

2.2 Phase noise performance

An important figure-of-merit in oscillators is pleasoise. N-push oscillators operate by
the principle of mutual injection in a Coupled Olstor System through which the sub-
circuit oscillators influence each other and sypalze. In this operation mode the noise
contributions from all the individual elements aneeraged and, if the N oscillators are
identical (same noise power spectral density ofnibise sources), the total phase noise
is improved by a factor of N, in comparison withetkingle individual uncoupled
oscillator.

The resulting phase noise from the N-coupled @dolll as compared to the single
uncoupled oscillator, satisfies [1]:[3, 5-7]

(4) £(fo_Ncoupled) =£(fo_Single) - 10log(N)

From (4), push-push or 2-push oscillator structwas reduce up to 3 dB the phase
noise with respect to a multiplier/doubler desigrhich degrades phase noise by a
factor N’ or 20-log(N).

In an attempt to quantify the relative improvemenphase noise offered by a 2-push
with respect to a fundamental oscillator workingre# same output frequency, Rohde
makes a noise analysis on a typical (fundamentatlendColpitts oscillator, and

concludes that the 2-push structure can reducpltthse noise ideally 9 dB as compared



to the phase noise that would show an oscillatonatie to operate at twice its design
frequency [1].

In his study, the oscillator's LF (low frequencydise centered on the carrigris
obtained by calculating gpushing factotr which relates the effective oscillator noise
(square root of the noise spectral density) to feguency noise perturbations across
the junction capacitance of the transistor (Bipdlgs or FET Gg which produce a
deviation of the oscillator’s phase and frequency.

He then derives the pushing factor at the fundaat€aperating) frequencfy and half
this valuef,/2, assuming the same values at both frequenciethdaresonator’s quality
factor Q and the C(V) characteristic of the junction catswe. He obtains a factor of
about 4 relating the pushing factors fatand f,/2, which translates to 42 dB
degradation of the single sideband (SSB) phase mdiswith respect td./2, then:

(5) £(f2) = £(f1) + 12log(f2/f1)

Thus, phase noise would be degraded by 12 dB/ogthea tuning a given oscillator at
increasing frequencies. This figure could be ewegdr because the analysis is based on
a simplified oscillator model and assumes that tevice parasitics, LF noise
characteristics of the active device and dynamad IQ of the resonator do not vary
with frequency, while in practice they would degradhen doubling the frequency.

When two identical oscillator circuits are couptadough an arbitrary coupling network
in Push-Push configuration (like in Fig.1), mutuajection occurs (part of each
oscillator’s signal is injected into the other) ayhchronization takes place. The effect
of the synchronization is that the uncorrelatedseovoltage perturbations at both
transistors are averaged, thus if both oscillatwesidentical @ dB improvement in
phase noise is obtained, which is in agreement (4ijth

2-Push oscillators are designed to operate atetensl harmonic, noted &sbecause it
is the output frequency of the structure. With thagation the fundamental from each
single oscillator isfy/2. If the coupling network is properly designed, tBgush
structure will be symmetrical and the differentiald mode prevails (the commaven
mode being rejected). In that case 2 frequency is rejected, as well as the
(2n+1)f,/2 contributions and only lines atfnare observed in the output spectrum.

The phase noise spectral density,as degraded by 6 dB with respectf§2, in virtue
of the double frequency. But, as each synchronmdudtoscillator has improved its
phase noise by 3 dB, the net result is a degradafionly 3 dB in the phase noisefat
compared to the phase noise from a single (nothsgnzed) oscillator af,/2. In
general, the N-push structures degrade phase bgise factor of onlyl0-log(N) as
compared to the20log(N) achieved by frequency multiplication, and theirtput
spectrum is much cleaner thanks to the sub-harmeemcellations produced by the
symmetrical structure.

Now we can calculate the relative improvement iagghnoise offered by a 2-push with
respect to a fundamental oscillator working atgame output frequency: Starting from
the noise spectral density of a singé oscillator, the 2-push will induce a 3dB
degradation on thé& output carrier noise, but (5) states that a sirigle oscillator



would suffer a 12dB phase noise degradation if duaig,. Then the net phase noise
improvement i® dB.

Table 1 presents the above mentioned results.

PN degradation (dB)| PN degradation (N=2)
Re-tuning 12-log(N) +12 dB
Multiplier 20:-log(N) +6 dB
N-Push 10-log(N) +3 dB

Table 1 Phase noise spectral density degradation due to an increase in oscillation frequency from different methods

It is not easy to design the same oscillator taatgeatf,/2 andf, and maintain the same
operating parameters of the active device, couptiagfficient, drive level, quality
factor, and so on [1]. Oscillators at very differérequencies are not usually made in
the same technology, or they will not be similaowyh up to the extent of considering
both behaving as the same oscillator tuned at tiffereint frequencies. Comparisons
become less meaningful as N increases. Also, theiqus study assumes identical
oscillators in the 2-push, with the same noise tspkdensity (while in practice they
will be affected by the natural statistical vawais), and do not considers the 1/f noise
contribution from individual oscillators. Nevertlesk, two practical results sustain the
theoretical considerations made by Rohde:

1. A single 2GHz oscillator has been compared witlG&l2 2-push having two of
this same oscillator coupled and tuned at 1 GHz f@spective phase noise
densities measured at 10 KHz offset from the cawkre -105 dBc/Hz (single,
uncoupled) and -113 dBc/Hz (2-push, coupled) raspdg, thus differing in 8
dB [1]. Package parasitics, dynamic loaded Q, afetdnces of the component
values of the two uncoupled individual oscillatarcuaits are meant to be
responsible for this figure not being higher.

2. In [3] a 1-4/4-8 GHz wideband VCO in 2-Push topglag compared to one of
its individual 1-4 GHz sub-circuit VCOs. Comparistn performed at their
common frequency range of 2-4 GHz. The measuredephaise is better than —
115 dBc/Hz @ 100kHz offset for the uncoupled VCQl&BHz, and a 5-7 dB
improvement is observed on the phase noise of tisb-Push topology over the
band. The discrepancy of 2-4 dB is attributed t® plackage parameters and
tolerances of the component values of the two sudoits and also to the phase
deviations of the coupling netwdrkver the tuning range.

In a more recent work [8] the phase noise perfooaasf BJT based direct and push-
push VCOs, both using a same typenoicrostrip square open loopesonator, is
measured and compared with a new push-push steutbtat employs an improved
microstrip square open loop multiple SR&onator with larger coupling coefficient
(and thus higher Q) and rat race coupler instea@ &Wilkinson for better power
combining efficiency. The measured phase nois&@n5t7 - 5.8 GHz tuning range of
the new VCO is -128.33 to -126.00 dBc/Hz at 100 kiffget, with an output power of

2 In his book [1] Rohde suggests a further improvetnaf the PN performance in N-Push wideband
VCOs by the use of an integrated phase detectoonmpensate for the phase deviations of the combine
network over the VCO tuning range.



+10.5 dBm. The phase noise improvement is 12.1aniB 3.66 dB as compared with
the direct and conventional push-push architectks®, the output power is increased
by 5.67 dB, and 1.83 dB, respectively.

2.3 The 1/f noise upconversion problem

Choi and Mortazawi [4] suggest that, although tteeeanentioned advantages can make
the push—push have low phase-noise performanceelisags an extended frequency
range, this oscillator may be vulnerable to a ldj@oise upconversion if not carefully
designed, because the large second harmonic signalsb-oscillators may degrade
phase noise considerably duelfbnoise upconversion.

The low-frequencyl/f noise plays a dominant role in determining theselto carrier
phase-noise performance in oscillators as it isonperted to the carrier frequency,
resulting in al/f term.

These authors use Hajimiri’s linear time-varying@ L) theory for phase noise [9, 10] to
investigate the effect of oscillator waveform syntmen the phase noise performance
of microwave push—push and triple-push GaAs MESB&dillators. MESFETs (metal—
semiconductor field effect transistors) and HEMAgi electron-mobility transistors),
are known to have high/f noise corner frequencies (up to several MHz),thnd make
the low frequency noise upconversion problem paldity important.

Hajimiri describes the perturbation-to-phase cosioes in a free running oscillator by
analyzing how impulses of noise current injected & circuit node affect the phase of
the oscillator waveform. The phase shift variesethgling on the node voltage value at
the instant time the impulse of noise current agivAmplitude zero crossings of the
node voltage will have the greatest phase sengitighd maximum amplitude levels
will have the lowest phase sensitivity. Thus, wavetfs close to square waves will have
sensitivities localized to the transitions.

V() (1)

I(wt) T (ot)

\ I \

@) (b)

Fig.2. Hajimiri oscillator waveforms, V(t), and impulse sensitivity functions, (wt), for (a) a sinusoidal
oscillator and (b) a limiting oscillator [11]

He developed the concept of an impulse sensithuitiction (ISF), which is a periodic
function dependent on the oscillation waveform (B&g2), and computed the phase
perturbationsy(t) due to a noise current injected into a circuitenadterms of the ISF
and the maximum charge displacement across the wagacitance. Taking the



autocorrelation ob(t) and Fourier transforming, gives the phase-noisetsgl density
function S,(wm) [11]. By doing this Hajimiri establishes a relatstmp between the
device-noisel/f and the phase-noisk/f corner frequencies in terms of the direct
current (dc) and root mean square (rms) valueseofSF.

Hajimiri’s theory states that symmetry in the waref’s rise/fall times and their slopes
reduces the value of the ISF's dc value, and tbistributes to reducing/f noise
upconversion. On the contrary, asymmetry in the/fal times caused/f noise
upconversion to become significantly large [4]. tRlof these ISFs, along with the
oscillator waveform, help designers gain insightl anake the known importance of
waveform symmetry very clear when trying to minienizf modulation [11].

According to [4, 12] the requirements for symmeaetryhe oscillator waveform that lead
to zero dc values of the ISF are (1) absence af @éaemonic components or (2) equal
phase in all the harmonics (even and odd).

Thus, the even harmonics amplitudes should be nEeminto improve phase noise
performance in tha/f region, but this is in contradiction with the ogon of 2-push
structures which require strong second harmonicepdewvels in the sub-oscillators for
improved dc-to-RF efficiency. The presence of higgtond harmonics distorts the
waveforms of the two sub-oscillators, leading tocoasiderable asymmetry in their rise
and fall times and causing a larg# noise upconversion which degrade§ phase
noise performance. To overcome this problem, ChdiMortazawi suggest minimizing
the phase difference between the fundamental amddméc components at the device
port in push—push oscillators.

Triple-push oscillators do not posses this drawbaskthey do not use the even
harmonic components for the output power; therefibree second harmonic components
can be eliminated in the individual sub-oscillafotBus satisfying the waveform
symmetry conditions in the triple-push structurk [4
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Fig.3. Simulated asymmetrical (a) and symmetrical (b) voltage waveforms from the sub-oscillators in two
push—push versions. Measured phase-noise results showing the different 1/f* corner frequencies obtained.
The reactive values of gate and source terminations in the sub-oscillators are optimized to maximize the
second harmonic power level and to design symmetrical waveforms [4].

Not mentioned in [4], but a logical consequencenfriie noise averaging process that
takes place in 2-push structures due to the syndation of the coupled sub-
oscillators, is that their resultant phase noisxspl densities are reduced by 3 dB with
respect to their uncoupled mode of operation, aislincludes the/f region as well.
The problem with the 2-push is that the sub-odoittaneed to have strong second
harmonic components which would not be requirethdy were meant to operate in



single (uncoupled) mode; this imposes some linaitetifor the optimization of the sub-
oscillators for low phase noise in th&® region.

In order to demonstrate the contribution of ostlavaveform symmetry to reducing
1/f noise up-conversion and improving the phase nioisbe 1/f region, the authors
implemented two versions of a 2-push structure wifferent symmetries in the sub-
oscillators waveforms and reported a measured pmaise improvement of 12—-15-dB
from 10 kHz to 1 MHz offset frequencies (see FigR)ey attribute this result to the
different 1/f corner frequencies obtained; 1.58 MHz in the symrica& push—push

oscillator and 9 MHz in the asymmetrical version.



3 Planar Resonators made from sub-wavelength
resonant particles

3.1 Purpose and Requirements of the Resonator circuit

In an array of oscillators coupled together, syonfration is achieved through mutual
injection locking. A transmission-line network iggigned to provide the appropriate
coupling between the oscillators and it can alsaud®d to act as a common resonator

and power combiner, thus leading to a very comgesign. Fig.4 shows two topologies
used in literature to implement 2-push structures.

The resonators developed in this work are usedoasmon resonators and coupling
networks in 2-push structures and correspond téopaogy of Fig.4 (a).

Vr: 0 deg. @fo
Sub-Circuit 1 ]
Vi: 0 deg. @f Negative Resistance)

Sub-Circuit 1

Negative Resistance) Resonator
Common Output Common Qutput
Resonator + Resonator
fout = 2nfo & fort = 2nfo
Power
Combiner
Sub-Circuit 2
((Negative Resistance)
V2: 180 deg. @F Sub-Circult 2 ]
(Negative Resistance)
V2: 180 deg. @fo
(a) (b)
Fig.4. Circuit structures for a push—push oscillator. (a) Common resonator and coupling network. (b)

Simplified structure using a Resonator-Combiner [13].

We started with a simplified topology like the omeFig.4 (b), but the inclusion of
resonant particles in the power combining networladen it very difficult to
simultaneously achieve the requirements for higmeQonance at the fundamental
frequencyf, (for low phase noise), out-of-phase couplingfat(to reject the first
harmonic at the output), and in-phase coupling#fto2 power combining.

Unsatisfactory results were obtained during thetéa of the boards, and it was found
that the oscillators were not coupling to each ottwrectly at the fundamental; as a
consequence quasi periodic type solutions wererebdeWhen coupling was achieved
through gate bias control in one of the two osmlig, an in-phase or EVEN oscillation
mode was observed and the first harmonic was pettesl at the output. The systems
also had a solution atf but it was a fundamental oscillation mode fronthbo

oscillators and not the result of the combinatibtwm out-of-phase signals, which was
the wanted solution. The output level df %as very close to the simulated value
(within 2 dB) as the power combiner had been tuatdfiat frequency.



At this writing we have not found in the literatumay coupling + resonant + combine
network containing sub-wavelength resonant padiakthe ones used in this work, and
the same can be said for the coupling + resondntonles that we have finally selected.

The purpose of a common resonator is to make tbeattive sub-circuits oscillate in
accurate and stable out of phase mode at the fusrtaifrequency,, and to achieve
low phase noise. The purpose of the power combmarpush-push is to enhanck 2
and reject, and 3,.

Loose coupling of the resonator with the two actudb-circuits results in low phase
noise performance, but it can also cause resonastability; in that case it may be
necessary to stabilize the fundamental resonance .mo

3.2 The basic cells

The resonant coupling networks developed in thiskvewe basically made from Split
Rings Resonators or SRR, which are planar partidéssub-wavelength size
(electrically very small) that are able to inhibignal propagation in a narrow band in
the vicinity of their resonant frequency. They tanprinted or etched, depending on the
type of transmission line used and ring couplingdmoSome examples of these
structures are shown in Fig.5, Fig.6 and Fig.7.

Printed SRRs are magnetically coupled to their hiost (Fig.5(b) and Fig.6), while
their complementary counterparts (etched CSRRenete through electrical coupling
(Fig.5(a) and Fig.7). When a time varying magnégtd is polarized along the SRR
axis, current loops are induced in the rings abmaace, creating opposing fields that
reflect back the incident waves. A dual electrongignbehaviour takes place in etched
CSRRs according to the duality theorem, so theyacged by a time varying electrical
field parallel to the ring axis.

—
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(b)

Fig.5. (a) Etched SRR (also called Complementary SRR) electrically coupled to a microstrip line.
(b) Printed SRR magnetically coupled to a slot line



SRRs placed under the gap of CPW structures aferpge on thin dielectric substrates
in order to obtain high inductive coupling betwdiee and rings. For the CSRRs etched
on the ground plane of microstrip lines, a highapigivity dielectric substrate enhances
the capacitive coupling.

(@ (b)

Fig.6. (a) Printed top-SRRs magnetically coupled to a microstrip line.
(b) Printed bottom-SRRs magnetically coupled to a coplanar waveguide

Fig.7. Complementary SRR etched on the microstrip line.

The current loops induced in a SRR are closed dirae distributed capacitance
between its concentric rings, thus behaving as @nrésonant tank and so they are
modelled [14]. As the equivalent capacitance of tbsonator is given by the edge
capacitance between concentric rings, the resdnegiiency can be made very small
by reducing the inter-rings’ separation. High levelf miniaturization can thus be
achieved for these particles provided that thedatesolution of the layout generation
system (typically a drilling machine or photo/mag&hing) is small [15].

Square-shaped SRRs have been magnetically couptatttostrip transmission lines in
order to fabricate efficient stopband structurest xhibit high frequency selectivity
with a relatively small number of SRR stages ahdrdfore, are potential candidates for
the synthesis of microwave filters with compact éimsions in planar technology.

These properties can be of interest to the dedigtanar compact resonators for low
phase noise oscillators with high spectral purityd aunaffected by mechanical



vibrations. They would then be insensitive to thbration noise and microphonic
effects that produce unwanted modulations in digtecesonator oscillators (DROSs),
which are a popular solution for frequency souindabke 3-18 GHz frequency range.

The high frequency selectivity of SRR’s is attriditto a sharp transition of the
effective permeabilityier of the media at the resonance frequency, withangé of
sign from positive to negative values. The struesuiabricated with these particles are
named $ingle negative metamaterialdn the case of their dual counterpart, the CSRR,
it is the effective permittivityeer which becomes negative above the resonance
frequency. When bothes ande.s become negative in a limited frequency range (and
usually for specific directions of propagation) teeucture is called |éft-handed
metamateridl

3.3 Metamaterials overview

Metamaterials are artificially fabricated periodfor quasiperiodic) structures that
present new electromagnetic properties (in oneeweral directions) not found in
nature. These new electromagnetic properties aseredd at macroscopic level as an
emergent propertythat is, they are the result of the interactiéramumber of simple
entities (basic cells) operating in a common emmment, and forming a more complex
behaviour as a collectite

The electrical response of materials to applieltisies determined by the permittivity
(¢) and permeability i) which are macroscopic level parameters reprasgritne
average response of their atoms. They are cabedtitutive parameterand tell us all
we need to know about the system on a length soatsh greater than the separation
between atoms. Metamaterials carry this idea oge feirther: the constituent material
Is structured into basic units or cells and onraylle scale much greater than the cell
dimensions, properties are again determined by Hectewe permeability and
permittivity, valid on a length scale greater thha size of the constituent units. In the
case of electromagnetic radiation this usually rsegbat the cells must be much smaller
than the wavelength of radiation [16].

During the last decade, an extensive researchitgctinas focused on the synthesis of
metamaterials, which show interesting propertiekingathem very attractive to the

design and optimization of microwave devices. Thaye found applications as Radar-
absorbent materials (RAM), frequency selective ame$ (FSS) and polarization
conversion systems (PCS).

A particular class of metamaterials, called douldgative orleft-handed media
(LHM), present simultaneously negative values efelectric permittivity and magnetic
permeability and were first proposed by Victor Mage in a theoretical study
published in 1968. These materials are reportdtht® new and exotic electromagnetic
properties, such as negative refraction index dras@ velocity, reversed Doppler shift,
and backward wave propagation.

3 Emergence, Wikipedia



But, since such substances do not exist in natesglago's work remained as a
scientific curiosity for more than 30 years. It wast until the first left-handed medium
was synthesized by David Smith and his team aUthieersity of California San Diego

(UCSD) in 2000, that a burst of scientific works tms topic suddenly took place.
Envisaged applications in high frequency electrsifdters, antennas ...), nano-optics
(subwavelength imaging, data storage...) and RFifet&c resonance imaging...) also
called the attention of electrical enginéers

Double-negative media can be implemented withiadifperiodic structures composed
of sub-wavelength constituent elements that makesthucture behave as an effective
medium with negative values of permittivity) @nd permeability() at the frequencies
of interest [14].

Smith implemented a periodic composition of prin®&olit Rings Resonators (SRRS)
with intercalated metallic posts between conseeuiivgs as shown in Fig.8. SRRs had
already been proposed by Pendry in 1999 as non-etiagresonant particles able to
provide the media with a negative value of the aife permeability (<0). The
metallic posts intercalated between consecutivgsriprovided for the negative
permittivity (e<0) required to achieve left-handedness.

Fig.8. The'-first metamaterial synthesized by Smith in 2000 (left) and a fully planar impleentation from the
same author with the metallic posts printed on the back substrate side (right).

energy flow and
group velocity

wave velocity

Fig.9. Vectors in right and left handed materials. In left handed materials the Poynting vector has the
opposite sign to the wave vector. The anti-parallel phase and group velocities result in backward-wave
propagation.

As a consequence of this double inversion of theena parameters andp, Veselago
found that the energy flow is reversed with resgecthe wave vector, that is; rays
travel in the opposite direction to waves. As ataradf fact, flipping the sign of both
andp is equivalent in Maxwell’'s equations to flippiniget sign of the magnetic field

but keeping the same wave vectar Solutions are exactly the same as those for a

4 From Ricardo Marqués web page at GMUS (Microwaves Group of the University of Seville) http:/personal.us.es/marques/



conventional positive system except for this inie@rsAs shown in Fig.9, vectois H
k now obey the left-hand rule, so Veselago refetoethese new materials as belef-
handed Since the Poynting vector is given 8y ExH, its direction is opposite to.

Conventional

materials Metamaterials

Air-- =" - Air— _ SNSRI

£<0,u<0
n=—(ue)

Fig.10. Bending of transmitted light at the surface of separation between air and different media [17]

An immediate consequence of this is the inversibthe Snell law at the interface
between doubly positive and doubly negative magerlgght is bent “the wrong way”
making a negative angle relative to the normal (Seel0). This was shown to be
consistent with a negative refractive index andssgently verified by simulations and
experiments.

Another new property following directly from negadirefraction is the ability of the
LH materials to focus light, acting like lensesghi formerly diverging from a point
source in a positive medium (i.e. air) is set imerse at the interface air-LHM, so it
converges back to a point and diverges. But thegqa® is reproduced again at the
interface LHM-air, so once released from the negatnedium the light reaches a focus
for a second time. Pendry gives a good explanati¢his and other phenomena in [16].

For the purposes of this work, our main interesBRR’s is their small electrical size;
Thanks to the high electric coupling between theceatric rings forming the particle,
the first resonance can be driven to small valt8s In fact, a reduced size of the basic
cells forming the negative materials is a key fadto obtaining continuous media
properties in periodic structures, (the smallerlibsic cell size, the better the structure
approximates a continuous media). But it is alsogodat interest for microwave
engineering applications, in order to reduce thlze sif circuits and components. The
miniaturization of planar devices using SRR-basetamaterials and similar structures
allows for a reduction of losses with increasedliudactors in compact resonant
structures like the coupling resonant networks Wehave developed.

Before continuing with the design of the inter-dator coupling resonant networks,
which are one of the contributions of this work,istworth reviewing some of the
previous works that have inspired the use of SRRigEs as resonators in coupled
oscillators design.

A type of one-dimensional metamaterial structurghis Left Handed Transmission
Line, which can be implemented by combining SRRagmetically coupled to a line
(u<0) and metallic grounding wires acting as shurdugtors £<0). A microstrip
implementation of such line is shown in Fig.11a.

In [14] such type of line is implemented in Coplafdaveguide technology (CWG)
with the SRR’s printed in the back substrate suederneath the slots (where the



magnetic field is maximum), and shunt metallic pstribetween the central strip and
ground planes (Fig.11b).

|t e o e o e e e e e
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Fig.11. (a) Microstrip implementation of a LH Transmission Line loaded with SRR’s and vias to ground.

(b) Coplanar Line loaded with SRR’s printed on the bottom side and shunt metal strips to ground.

The presence of the rings leads to an effectivatinegvalued permeability in a narrow
band above resonance, where signal propagatiarhibited. By simply adding shunt
metallic strips between the central strip and gdoplanes, the stopband switches to a
bandpass characteristic. This effect has beenpietid as due to the coexistence of
effective negative permeability and permittivithétlatter introduced by the additional
strips).

The same authors also use the SRR’s dual countetiparComplementary Split Rings
Resonator (CSRR), etched in the bottom ground pddiree microstrip. These patrticles
are electrically coupled to the line and provide # negative value of effective
permittivity (e<0) in a narrow band in the vicinity of their resom frequency. They are
combined with series capacitive gaps in the linétviprovide for the negative value of
the permeability(<0) to form a left handed microstrip (Fig.12).
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Fig.12. Left Handed microstrip line loaded with CSRR’s etched on the back substrate side and series gaps
etched in the conductor strip

It is reported that a CSRR loaded microstrip shawsirrow stopband at approximately
the same resonant frequency of an SRR loaded rrigregth identical dimensions of
the resonators (Fig.11a without vias). Then, byogokeally etching capacitive gaps in
the conductor strip, the stopband switches to aljzasl. This effect is interpreted as
due to a left-handed behavior of the CSRR loaded li

In summary:

o By properly coupling CSRRs (SRRs) to a micros{@oplanar) transmission
line, planar structures with effective negativig) can be obtained.



o By adding capacitive gaps (shunt strips), effectiegativen (g) is introduced
and a left-handed behavior is achieved.

0 These structures are fully planar (they do nobiporate vias or other non planar
inserts) and can be easily fabricated by usingdstahphoto-etching techniques.
They can also incorporate modifications of the b&RR/CSRR geometry.

As we will later see, by introducing some modifioas on the basic cell geometry to
accommodate varactor diodes, electrical tuninglisexed.

3.4 Basic cell modelling

The basic cells employed in the design of the dbffe resonators used in this work are
the single negative CSRR electrically coupled tmiarostrip line (Fig.13a) and the
double negative or left handed CSRR with a capecgeries gap in the line (Fig.13b).
The CSRR provides for a negative effective perniiiti (¢<0) above its resonant
frequency, while the capacitive series gap intredube negative value of the effective

permeability (1<0).
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Fig.13. Single negative (a) and left handed (b) resonant structures based on CSRRs electrically coupled to

a microstrip line

Inspired by previous works [14],[18] | have chodbe Rogers RO3010 substrate to
implement the resonators, thus taking advantagtefiow loss of the material and



high-permittivity to enhance the capacitive couglimetween the CSRRs etched on the
ground plane and the microstrip lines.

The simulations have been performed with Moment@50v(ADS2009) and substrate
parameters: Er = 10.2, h = 50 mils, Td = 0.002336 um,c = 5.88E7 S/m

We observe that, up to a certain frequency aboeeQB8RR’s resonance, both cells
show an opposite behavior with respect to eachrpthe single negative cell acts as a
stop-band resonator of high selectivity, while tleé-handed one has a band-pass
characteristic. Both structures transmit energyheir higher frequency region. These
aspects could be exploited to design networks dapabact as reflection resonators at
the fundamental frequency of negative resistanagdll@®rs, but transparent to the
second harmonic, thus allowing for signal combrain 2-Push structures. We intend
to take advantage of the high-Q (selectivity) foproved phase noise and spectral
purity (1°* harmonic rejection). Cancellation will nevertheldse limited in discrete 2-
push structures due to the dispersion of valuelingao a lost of symmetry.

We have decided to work with RLC lumped element et®decause they allow for
faster simulations and also ease the time domésgriation.

Fig.14. Modelling process. From left to right and top to bottom: microstrip line, microstrip line with capacitive
gap, CSRR coupled to a microstrip line, and CSRR coupled to a microstrip line with capacitive gap

The extraction process of the lumped element moldatsbeen performed in several
steps: as shown in Fig.14 we first extract the elesof a single microstrip line, based
on EM simulated data with Momentum. To this model added a series capacitor and
fit its value using EM simulated data for the seigap transmission line; at this point an
overall optimization was performed on the other slalements. Finally we added the



coupling capacitor and resonator as proposed hyl&qués [18] and optimized their
values to fit EM simulated data from the CSRR cedpto a microstrip line with
capacitive gap structure. A second overall optitrawas again performed on all the
model elements. The comparison between EM datduanded model simulation are
shown in Fig.15; the fitting is particularly good the frequency band where the first
and second oscillator harmonics are to be expected.
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Fig.15. Model of a CSRR coupled to a microstrip line with capacitive gap

We have included resistive losses and a “pi” neftwtopology to model the access lines
to the structure, which are not included in thegioal model; [18] can easily fit the
magnitude of S11 and S21 but this is achieved tnndent of the phase. This is not
critical for filter applications which intend to guiuce a given rejection characteristic,
and [18] also includes inter-coupling capacitorsiiodel the effect of having many
rings very close to each other along the line, fogra CSRR loaded microstrip line
which behaves as a metamaterial in the directicgnefgy propagation. In that case the
phase only affects to the input/output access panish do not influence the rejection
characteristics of the structure because they@@hd matched. But in our application,
the phase and magnitude of the parameters arelyguabrtant because we intend to
use the CSRR structures as common resonators anidteasoscillator coupling
networks, whose phase performance will influenee dhcillating mode of the 2-push.
Adding resistive and capacitive elements to theesgdines produced an additional



degree of freedom which allowed for a better fiboth, the phase and amplitude of the
scattering parameters.

The model of the CSRR coupled microstrip line (with capacitive gap) was achieved
by adding the coupling capacitor and resonator ggeg by R. Marqués [18] to our
single microstrip line model, and fitting the elem®&alues using EM simulated data of
the CSRR coupled microstrip line. Then an overgtimization was performed on all

the model elements. The comparison between EM aladalumped model simulation

are shown in Fig.16; the fitting is also very gandhe frequency band where the first
and second oscillator harmonics are to be expected.
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Fig.16. Model of a CSRR coupled to a microstrip line

A resonator-combiner structure was implementedguSi8RR’s coupled to capacitively
loaded microstrip lines using a 50 mils thick RegRO3010 substrate, (= 10.2). The
layout and photographs of this structure can bae se€ig.17, and the simulated results
(using a lumped element model) are compared to dl&tvnalyzer measurements in
Fig.18. A TRL calibration was used to extract theasured data.



Fig.17. 3D layout and photographs of the resonator coupling network based in CSRRs coupled to
capacitively loaded microstrip lines. The CSRR’s are etched on the bottom metal.

The transmission data (S12 and S31) shows a vaxg ggreement between model
and measurements in Fig.18, while a shift in fremqyes observed in the reflection

data (S11 and S33). We do not have yet a clearsiageling of the possible causes
to this difference; more tests should be carriedimorder to determine whether the
frequency shift is caused by the TRL calibrationdkiby the CSRR etching process,
as [18] use a mechanical drill while we have usedhamical etching which



produced a lower shape definition. This is in plar to the use of 1 oz. copper lines
instead of %2 oz (1m) thick, which would have required a lower cherhgtaghing
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. Comparison of simulated vs. measured results for the resonator coupling network based in CSRRs
coupled to capacitively loaded microstrip lines. A TRL calibration has been applied to the measurements.



4 Oscillator Design

An active circuit has been designed to offer negatesistance around 5.4 GHz, from
which two fully planar 10.8 GHz coupled oscillatovgorking in 2-Push mode, have
been implemented using different resonators; onthef is based on short circuited
microstrip line stubs while the other takes advgetaf the improved selectivity of
Complementary Split Ring Resonators (CSRR) etchela back substrate side.

A Rogers RO3010 material with Er = 10.2 and 50 rthisk has been selected as the
substrate. This decision was driven by the needctieve a high electric coupling
between the CSRR’s and their host microstrip lines.

4.1 Single Oscillator Design

We have started with a series feedback single istamgopology, which can produce
negative resistance around the resonances of tineesstubs.

The transistor chosen is the NEC's NE3210S01; aBaAk/InGaAs pHEMT with
mushroom shaped gate fingers for decreased gatstaree and improved power
handling. Overall Gate width and Length are 1®0 and< 0.2 um respectively. This
device is quoted to have axcellent low noise figure and high associated gain
according to its datasheet information. In factlilm content in the channel of a
HEMT is associated with low noise and good gainirgg. Noise and Gain parameters
for using this device as an amplifier are giveth@a 2-18 GHz range.

A complete list of parameter values for this tratwmi is available in its datashget
which includes some S-Parameter data measuregiaaltyias. Some of the figures of
interest for our application are listed in the TaBlbelow.

unit range typ
IDSS Saturated Drain Current, Vps= 2V, Vgs = 0V mA 15/70 | 40
Vp Gate to Source cutoff Voltage, Vps= 2V, Ip =100 yJA | V -2/-0.2 -0.7
Vpsmax | Max. Drain to Source Voltage vV +4
les,max | Max. Gate Current uA 100
Pr Total Power Dissipation mw 165

Table 2 Some datasheet characteristics of the NE3210S01

The main reason for choosing this transistor was iths available and widely used in
the Department for oscillator design in our frequemange of interest. The chip
transistor comes housed in a low cost plastic ppeka

We know from experience that the datasheet is coeasee with respect to the
maximum rated VDS bias, and have decided to opdhatelevice at saturated IDS (0
VGS) with 4V drain-to-source voltage, for maximuntut level and second harmonic
efficiency. This is a common operation point foundhe literature survey for similar
transistors working in 2-Push mode structures. s&uksion on the bias point and model
selected is given in Appendix A 1.

® NEC's Super Low Noise HJ FET - NE3210S01. CaliBastern Laboratories, 07/01/2004



Fig.19 shows the basic circuit used to find prapeurce and Gate stubs and to set an
adequate value for the Drain load. At this stage dispersive and lossless transmission
line models are used in order to ease the optimizatf the electrical length and line
impedances.

VAR
VAR40 ﬁ
EL_gate=161 {-t} = +v D
EL_source=110 {-t} R = SRC27
R71 DC_Feed T Vde=4.0V
R=3 kOhm DC_Feed1 VAR
- = VAR41
% Ggmag=0.67 {t}
Ggang=0 {t}
DC_Block GAMMAd=polar(Ggmag,Ggang)
DC_Block9 RL=50%real((1+GAMMAd)/(1-GAMMAd))
—— | Vo
&6 D '_ ' I S1P_Eqn
] NE3210S01_Modelo2S S1P4
== TL0C §1e| x24 . S[1,1]=GAMMAd
TL_oc16 Z[1]=50
Z=50.0 Ohm —l—
E=EL_gate -
F=fr GHz TLIN TLIN
TL_s67 TL_s66
Z=56.4 Ohm Z=56.4 Ohm
E=EL_source E=EL_source
F=fr GHz F=fr GHz
Fig.19. Circuit used to find the optimum values of the Source/Gate stubs and the drain load, which is a real

impedance of 253 ohm.

The Source stubs impedance is determined by thinwidhe device’s source pads and
the substrate selected. Their electrical lengtlecédf the frequency range in which
negative resistance is observed. In fact sub-bahdegative resistance are formed at
multiples of the stubs resonance frequency. Themagdtion of the Drain load
impedance is performed to prevent having negatbgestance at the harmonic sub-
bands. Finally, the Gate stub length fixes theuesgy at which the start-up condition
is achieved, according to (9)-(11) in section 52high value resistor is used as a
simple means to ground the Gate.

Fig.20 shows the simulated small signal admittgihap left) measured at the internal
gate node available in the model used. The imagipart crosses the zero value
(resonance) at 5.4 GHz where the resistive panegative, thus allowing for excess
energy to start oscillations. A time domain anayisi also performed and the output
voltage waveforms are obtained, showing the tramsiesponse. The frequency
spectrum is calculated in the stationary part efttime waveforms.

One implementation of the load impedance usingstrassion lines and lumped
components is presented in Fig.21, where specia@ bas been taken to prevent
harmonic resonances from showing negative resistadamm the simulated results in
Fig.22 the admittance’s imaginary part crosseszér® value at the main resonance
with a slope of 16.1 mS/GHz at 6.02 GHz; high slojpdues are related with low
frequency sensitivity to noise fluctuations, andstta reduced phase noise. The time
domain simulation shows spectral lines with ampiwalues of +9.78 dBm at 5.4 GHz
(fo) and +1.78 dBm at 10.8 GHz (2fo).



The circuit in Fig.21 is the basic topology of tBate stub resonator oscillator. The
same active circuit in implemented in Fig.23 wit@&RR based resonator at the Gate
port, showing the simulated results of Fig.24.
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Fig.20. Small signal admittance analysis and time domain spectrum and voltage waveforms corresponding

to the structure in Fig.19

e
VAR TLIN = SRC30
VAR48 TL_dst = Vdo=4.0V
EL_gate=166 {t} = Z=40 Ohm
EL_source=120 {t} R E=EL_drain L
EL_drain=35 {t} R78 F=fr GHz -
R=3 kOhm
TLIN TLIN
TL_d53 TL_d52
7=75.5 Ohm {-t} 7=39.25 Ohm
E=30 {t} E=75 {t}
F=fr GHz F=fr GHz
ORAIN [ N | Vo
- | S 710 R
& |:| ’—l ¢ R79
N 1 NE3210S01_Modelo2S Cc30 R=RL Ohm
= TL0C per C=6 pF {}
TL_oc19 VAR
7=50.0 Ohm 1L VAR47
E=EL_gate - RL=50 {-t}
F=fr GHz TLIN TLIN
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E=EL_source E=EL_source
F=fr GHz F=fr GHz

Fig.21. Basic circuit used for the Gate stub resonator oscillator.
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Fig.22. Small signal admittance analysis and time domain spectrum and voltage waveforms corresponding
to the structure in Fig.21
l+ V. DC
VAR TLIN = SsRrc32
VAR52 TL_d54 - Vdeed 0V
EL_gate=47 {t} Z=40 Ohm
EL_source=140 {t} E=EL_drain L
EL_drain=30 {t} F=fr GHz -
TLIN TLIN
TL_d56 TL_d55
TLIN Z=75.5 Ohm {-f} Z=39.25 Ohm
TL108 E=35 {t} E=60 {t}
7250 Ohm F=fr GHz F=fr GHz
- oRAN [ ‘ Ay | Vo
E=EL_gate ,_"“l } 1 ) 710 R
F=fr GHz c R82
_t_/vv\, l l [ ] NE3210S01_Modelo2S Cc31 R=RL Ohm
=R | - °| X30 C=6 pF {-t}
R81 Single_CSRR_square_lumped VAR
R=50 Ohm X29 1 VAR51
= RL=50 {-t}
TLIN TLIN
TL_s77 TL_s76
Z=56.4 Ohm Z=56.4 Ohm
E=EL_source| E=EL_source
F=fr GHz F=fr GHz
Fig.23. Basic circuit used for the CSRR resonator oscillator.

A much higher slope of 75.4 mS/GHz is observed 3@ &Hz, compared with the 16.1
mS/GHz at 6.02 GHz form the open stub gate resorataiit of Fig.21. The simulated
output levels are +10.7 at 5.4 GHz (fo) and +41080a8 GHz (2fo).

Both circuits in Fig.21 and Fig.23 were tuned teilkste at 5.4 GHz. But the small

signal admittance of the CSRR based structure adssrat 5.59 GHz, much closer to
the nonlinear oscillation than the 6.02 GHz frora @pen stub gate resonator oscillator;
this is a consequence of the higher Q of the CS&$edb resonator. In high Q circuits



the small signal resonance is close to the actoalimear oscillation. Table 3 shows a
comparative of the performance obtained with thegebasic topologies.

50

irmagy 11" e3
realy{1,1))"1e3

S0
0 2 4 6 8 10 12 14 16 18 20 22 24

freq, GHz freq, GHz

LI I I
o 10 20 20 40 50 80 7o 20

dBrmifsfvo,0.1 GHz,75GHz,,,, Trmin ns,),RL[OJI
Y
(=]

W, W
;
WO,
[=]
[N IS AN AN IS N A A A

N

T B N S B EO Y N R L B Y NN S BN B N |
> &

[
w
S
o
-
o
o —
=]
=]

20 a0 60 80 100 120 140 160 180 200
time, nsec time, nsac
Fig.24. Small signal admittance analysis and time domain spectrum and voltage waveforms corresponding
to the structure in Fig.23
ss resonance | Slope H1 P1 H2 P2

(GHz) (mS/GHz) | (GHz) | (dBm) | (GHz) | (dBm)

Open stub | 6.02 16.1 5.4 +9.78 | 10.8 +1.78

CSRR 5.59 75.4 5.4 +10.7 | 10.8 +4.08

Table 3 Comparative results from the Open Stub and CSRR based resonator oscillators. H,, P, mean frequency and
level of the n-th harmonic from the nonlinear simulation

4.2 Design of the 2-push (push-push) structure

Two active circuits as the one in Fig.23 have beempled together through passive
networks containing the stub or CSRR based resmatad a section of transmission
line optimized to stimulate the 2-push oscillatimgpde in the structure. This mode
could be obtained in simulation thanks to the usel@al non dispersive line models.
The schematics are shown in Fig.25 and Fig.27 whitghr corresponding simulation
results in Fig.26 and Fig.28 respectively.

Several solutions were found for the stub coupkagwork in Fig.25. All have an
electrical length of 180° between transistor gawe#) A/4 stubs to ground, which are
also used for gate bias. The network providingthe greater second harmonic level
was selected.

For the coupling network in Fig.27 four solutionsre found; all of them use)# line
between CSRR coupled matched stubs (ended with @hB resistor to ground), and



the electrical length from any transistor gatehi® teflection plane (the CSRR position)
is a multiple of 90°. The solution offering a gexasecond harmonic level was selected.
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Fig.25. Two Coupled Oscillators through a passive network containing short circuited stubs
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Simulated results from the circuit in Fig.25
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&la] n=557 | difflimag(Y(1.1))n*1e12 freqin] real(Y(1,1)[n])*1e3
146.999 5.670 GHz -14.152
20 50
=20 - 1
- mt_‘g .
iy i
== o
g
m @
Ex i
LI L L L L LB L L IR 1
- - # “ o= n y L o e o e o e L e e o e e e L I e o S
freq, GHz 0 2 4 6 8 10 12 14 16 183 20 22 2
m1 .
freq=5.757GHz _ [&ely] Tmin=30 freq, GHz
dBm(fs(Vo1,0.1GHz,75GHz,....Tmin ns,).RL[0]}=13.268 m3
freq=5.670GHz
2 o - imag(Y(1,1))*1e3=-0.208
T RL[D]
L e e e s R e T T T T T T T 1
] w2 €| Eh) 0 80 70 1l i 0 2 M 4 S 61 T0 8 80 10
freq, GHz time, nsec
m2
freq=11.51GHz )
dBm(fs(Vo,0.1GHz,75GHz,,...Tmin ns,),RL[0])=9.272

Fig.28. Simulated results from the circuit in Fig.27



With the single oscillators operating out-of-phagigh respect to each other in the
previous structures, it is easy to extract the lpmode by combining in-phase the
oscillator’s outputs; so that the first and oddnhanics cancel out while the second and
even harmonics are added at the output of the Wétka power combiner. This
combiner is tuned at the second harmonic frequékidylength of its branch lines). In
order to avoid a potential resonance gtapfen ended stubs are placed at the combiner’'s
input ports; the impedance presented by the cominfieences the drain load of the
single oscillators, and thus their oscillation periance.

Finally both structures were reproduced using nsichp substrate line models, which
are lossy and dispersive. After several optimizatsteps the following boards have
been designed on 50mils thick RO3010 Rogers’s gthkstith 10z. metallization. They
can be seen in Fig.29. Their dimensions are 70 mB& Fig.30 shows a close-up view
of the two resonator structures.

The practical realization of the basic circuitsrig.25 and Fig.27 required the addition
of new sections such as the dc decoupling netwooksiecting the bias to the Drain

Load lines; these were carefully designed to awaidof band resonances which might
induce undesired oscillating modes. Also some ddpagesistive coupling was added

at the Source stubs in order to prevent a poténtiermful resonance in the high

frequency region of the active device. Efforts hdneen concentrated on keeping a
positive real part of the admittance out of the cbaf interest. The next chapter is

devoted to the Frequency Domain analysis of thesetares.




(b)

Fig.29. The 2-push test circuits implemented for evaluation of the different resonators performance. (a)
Transmission Line stubs. (b) Microstrip lines coupled to CSRRs.

.

Fig.30. Close-up view of the 2-push resonators.



5 Simulation of Circuits

Undesired oscillation modes are not uncommon irplemlioscillators systems (see an
example in Fig.46 of section 5.2.3.1). We havedtrte dismiss their effects by

approaching, as much as possible, the final desigR#).29 to the initial basic designs
in Fig.25 and Fig.27; which showed a stable ODD enadcording to the Time Domain

simulations. A comparison between the real and inaay parts of the oscillator

admittance for the ideal and lossy-dispersive fimael designs is presented in Fig.31;
it corresponds to the CSRR resonator 2-push osxillA similar degree of coincidence
is achieved for the stub resonator structure.

With these results it is expected that the ODD meosigllation will also be observed
from the circuits in Fig.29 which can not be e#ficily and accurately simulated in
Time Domain, due to the transmission line modelsduand the presence of discrete
components defined in Frequency Domain. In facthagime step used in the previous
results was J = 0.005 ns, the transient simulator needs to chaniae the circuit
elements to F.x = 0.5/Ts = 100 GHz, where frequency information for the ®lsds not
available or not accurate. Also, due to the preseridRF grounding capacitors in the
bias networks, very long integration times are nexglto find the steady state response.
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Fig.31. Comparison between the real and imaginary parts of the CSRR resonator oscillator admittance from
the ideal (blue) and lossy-dispersive (red) line model designs.

All the circuits with symmetry, such as N-push dators, have coexisting oscillation
modes; EVEN and ODD modes are both mathematicadlysiple, but they don’t
necessarily show up simultaneously in practice. okract analysis of such circuit
topologies requires the excitation of these mottesletermine parameters such as the
oscillating frequency and output level. Additioyadlach steady-state solution must be
analyzed to determine its stability under naturabk signal perturbations affecting
every real system. This is done through small d$igrexturbation and pole-zero
identification techniques.

The excitation of different modes in nonlinear ragiis performed by means of non
perturbing large signal probes added to the cirthis is called the Auxiliary Generator
technique and it is explained in section 5.1. Ttabilty of the different solutions is

performed by a perturbation analysis of the nomlimegimes with small signal probes
and pole-zero identification of the transfer funos obtained from this analysis; it is
explained in section 5.2.



5.1 Oscillator Analysis with the Auxiliary Generator Technique

In contrast to forced circuits, where the fundarakfrequencyw, of the solution is set
by an external source. In autonomous circuits thatien frequency depends on the
values of the circuit elements, bias sources, dhdrgarameters. Due to this fact, the
oscillation frequency is an unknown to be determiifig.

By introducing properly chosen probes into a nadincircuit, autonomous as well as
synchronization (phase-locked) regimes can be atedu In [19] the synchronization

phenomenon in injected oscillators and frequenayddrs is analyzed in detail by

means of the Auxiliary Generator (AG) technique. Wase made use of this same
technique to perform the nonlinear simulationshef 2-push behavior (see Fig.32). The
Auxiliary Generators were first used in [20], anaitier improved in [19, 21, 22]. They

are currently being applied to the analysis of é&thd and Quasi-Periodic stationary
solutions in nonlinear microwave circuits [23].

A probe is an independent volt4gmurce added to the circuit and connected to fne o
its nodes, which becomes the observation port. lys@anode close to a device
nonlinearity is preferred as this provides more lysis sensitivity (the transistor
terminals constitute the “sources” of negativestesice), but there is no need to access
the intrinsic elements in the device model; thismsadvantage because the technique
can also be used with “black box” transistor models

It is a single tone source, so to prevent shoduding higher harmonics at the node to
which it is connected; an ideal filter is inserteetween the voltage source and the
circuit node, so that the source is disconnectewh the node at every frequency, except
its fundamental. This process is represented in3Eiglf the frequency and complex
voltage imposed by the Auxiliary Generator, at do@nection node, are equal to the
fundamental spectral line of an existing solutioa,current will flow between the node
and source, and this is equivalent to the soursglsBsconnected from the circuit.

i=0 i=0
2= ==
X ~x
AG2 AG1
RC
| v vl |
= SC2 SC1 =
%Rlead
Fig.32. Determination of the nonlinear oscillatory regime in the 2-push architectures with the Auxiliary

Generator technique. (SC = sub-oscillator, RC = resonator circuit, AG = auxiliary generator). The non
perturbing condition on the externally added generators (AG1, AG2) imposes i = 0 when a solution is reached.

61t can be also a current source.



In order to perform an optimization on the frequefg and complex voltage A4 of
the Auxiliary Generator, we must impose a non pbetion condition, expressed as:

6) Yo=2=0+]0

AG

By means of the Auxiliary Generator, it is possitiesearch for nonlinear solutions at
different frequencies with the aid of the HarmoBa@lance algorithm, because HB by
itself does not changes the frequency of a soluttamly solves for th&irchoff's laws

in a circuit and optimizes the amplitude and phafsthe harmonics until a solution is
reached. HB always starts from an initial soluti@sed on the signal generators (when
they exist). A short note further clarifies thistla¢ end of the section.

By adding external probes into a nonlinear autongsrmrcuit it is possible to perform
an optimization process on variables, such as &amiglj phase, or frequency, in order to
satisfy the non perturbing equation (6) and findvrslutions. Including the node
voltage in the denominator of (6) prevents HB froamverging towards the triviac
solution (Vag = 0).

Harmonic Balance is well suited for the optimizatiof non linear tuned circuits, but
because the type of response to which HB convergesnposed by the signal
generators present in the circuit description, iit find no solution for free running
oscillators other thadc. In order to explore other solutions, externahetats must be
added; some examples are the OSCAPROBE used fatlatmsc analysis in
AWR/Microwave Office or the OscPort used in ADS. eVhcan find oscillatory
solutions in autonomous circuits, but actual simoies using these special devices are
limited to only one probe/port per circuit and theg not compatible with the presence
of other signal generators. Also they cannot bel usempose a particular oscillating
frequency by optimizing other variables in the sys{24].

The Auxiliary Generator works on a similar manneut it allows for much greater
flexibility because any one of its three parame{@mplitude, Frequency and Phase)
can be fixed while the two others are optimizedi &rcan be applied to autonomous as
well as forced circuits.

Using Auxiliary Generators offers many advantagesionlinear Harmonic Balance
simulations:

= Having access to the three AG parameters allowstHer optimization of
nonlinear circuits in order to produce a particuteesired solution, such as
damping unwanted oscillations in amplifiers, inciag the locking bandwidth
in injected oscillators, or fixing a particular dngency in a free running
oscillator.

= The probe can be set to a free frequency (to sdarcdmutonomous oscillations
inside the circuit) or to the same frequency adrpet, or a sub-harmonic of it,
in order to search for synchronous solutions.

= When performing a parametric sweep (frequency, powentrol voltage,
component value ...) we sometimes observe jumpbldnresponse, no matter



how fine we set the sweep step. This is a commemginenon associated with
the existence of multi-valued sectidms a curve which lead to infinite slopes at
some point during the sweep, and can not be sdhyethe Newton-Raphson
convergence algorithm used by Harmonic Balanceh\tti¢ aid of an Auxiliary
Generator and thanks to its flexibility in usingyasweep parameter, we can
perform aparameter switchingnd change the sweeping parameter to avoid the
infinite slope. Curve sections that are hidden loynral HB sweeps can be
reproduced by this method.

According to the test bench of Fig.32, we now peac® search for even and odd mode
solutions in the circuits of Fig.29 by optimizingpet parameters in the auxiliary
generators, which excite the desired solutionséntévo sub-oscillators.

Each auxiliary generator is a single tone voltageiree characterized by three
parameters; its frequency and the complex voltdge Vac, Pac), SO we have six
unknowns. By imposing the non perturbing conditi@ at both generators, four
equations are obtained, which set a zero targetevah the real and imaginary parts of
the complex admittances seen by each generator.vidoneed two more conditions in
order to have an independent set of equations.

» As the sub-oscillators are coupled together werasghat they will synchronize
shortly after switch on, and so the system willefyeoscillate at a unique
frequency §, which corresponds to the fundamental or firstnt@ric of the
output voltage. Thefng: = fagz = fo.

» The second condition comes from the phase reldtipnsetween the voltage
signals from the two sub-oscillatorsd; that we set to 0° and 180° for the even
and odd oscillation modes respectively. Thus wefoca®ac: = 0°and®ac; =
A®, because the phase reference is undefined in @atmrs circuits and thus
the particular values abac: and®ac; are irrelevant; only their phase difference
makes sense under synchronization operation.

We then perform &radientoptimization on the three variablesd{, Vacz and §, until
a sufficiently low value of therror functionis reached. The nonlinear simulations are
performed with the Harmonic Balance algorithm.

Harmonic Inct
Balance Inc

Dy = 00 Ys1 = Ing1/Vact
Prcz = AP Ys2 = Inco/Vac2

Large Signal
Probes

initial values
(Iter 0)

err[n]
Iter n

Optim Goals/

Optimization
Max. Iterations,
reached?

(Gradient)

Ys: » 0 +j0 Optim
YS1 -0 +J0 Goals

Fig.33. Flow chart of the optimization process in the search for nonlinear solutions of the 2-push structures

" Multi-valued sections are those having more thelnesfor the same input parameter in a curve.



Fig.33 shows a flow chart of the optimization pregethe frequency, fis optimized to
find the oscillatory solution in the system thatisfges a given phase condition between
sub-oscillators. Fig.34 to Fig.38 show the simolatiesults.
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Fig.34. Odd mode solution for the 2-push structure with CSRR based resonator
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Fig.35. Even mode solution for the 2-push structure with CSRR based resonator
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Fig.36.

Odd mode solution for the 2-push structure with short circuited stubs resonator



m1 m2
7 "‘Wﬂ freq=6.796GHz ] freq=13.59GHz
0 dBm(Vo1)=0.393 0 dBm(Vo)=-27.572
B optlter=0 1 optlter=0
-20— -20— m2
5 1 g 1
2 =
g 40— E -40—|
° 7 - )
60— -60—
80— -80 x x
B e o o e L R A B o o o o N RS R EmE e
0 10 2 40 50 60 70 80 0 10 20 30 40 50 60 70 80
freq, GHz freq, GHz
I_AG (A)
mag(lsonda1.i[1]) mag(Isonda2.i[1]) FinalEF
1.051E-4 1.051E-4 2.270E-7
Fig.37. Even mode solution for the 2-push structure with short circuited stubs resonator. Convergence error

is not low enough to guarantee that this is a solution (AG currents can not be neglected)
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Fig.38. Another undesired even mode solution for the 2-push structure with short circuited stubs resonator

A total of five modes have been found; Two desioeld modes and three undesired
even modes. No convergence was reached at othkrredgrequencies in odd or even
phase modes.

A short note about Harmonic Balance [24]

The HB algorithm is a frequency domain method; it basically solves for the Kirchoffs laws in a circuit, creating a set
of nonlinear equations and imposing an initial value to the harmonics of the node voltages or branch currents based
on the input or internal generators available in the circuit description. That initial value is usually not a solution to the
set of equations and it results an error voltage (or current) associated to it. A Newton-Raphson convergence method
is then applied to minimize that error vector by optimizing the amplitude and phase of the initial solution harmonics,
but not their frequency!

Thus in no way we can reproduce an oscillation from an autonomous circuit (without input signal generators) or sub-
harmonic and non-harmonically related frequencies from a forced circuit such as an injected oscillator or an
amplifier. No fundamental frequency will show up from an HB analysis which is not present in the internal or external
signal generators used in the non linear circuit’s description unless we use external probes.




5.2 Stability Analysis

“In spite of relevance of stability
problems there is, in general, a lack
of background and rigor on this topic”

Almudena Suérez - Christopher P. Silva.?

Oscillator stability can mean many different thingggcan mean that the oscillator stays
at one frequency without jumping to another as tnapre changes (one type of
perturbation), it can mean stability in the sheritt sense of low-phase noise, or it can
mean stability in the long-term sense of minimahrale in the oscillation frequency

over minutes and days. In this case, we referdcsthbility of an oscillator in the sense
that it has a stable frequency and does not jungmaoher frequency if perturbed.

It is worth clarifying that we will refer to theatility of particular solutions and not of
the circuits; a well designed oscillator has antaile DC output and a stable
oscillation. Unstable solutions do not withstand tiatural fluctuations produced by the
noise sources present in real circuits, as opptsestable (robust) solutions which
continuously recover from small signal perturbasi¢a).

In general, current stability analysis is charazest by linear approaches applied to
linear (or linearized) systems. The simplest foflireearization calculates small-signal
approximations to the nonlinear behavior about ioresly determined quiescent or DC
operating points, which are usually assumed to mestatic in nature.

Two basic and commonly used stability criteriores ar

Linville or Rollett stability criteria — Scatteringarameter-based approach. Determines
unconditional and conditional (potentially unstgldéability for a 2-port, based on the
real part of impedances presented to its inputlduiprts.

Kurokawa oscillation and stability criteria — Imp@ette-based approach. Oscillatory
condition based on the presence of negative resist@n a linearized network) that will
cause oscillations to arise.

Kurokawa divides a linearized network into two swéiworks (Fig.39) at an appropriate
port and establishes his oscillation condition (7):

(7) Y=Y +Yr=0

LI
< —>
+
Y, "4 Yz
Fig.39. Linearized network to determine the stability of oscillations by Kurokawa. In general L and R could

be any admittance function and stand for Left/Right side. But in the Kurokawa analysis they usually refer to
Linear and Resistive (non linear) admittances.
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For a steady-state oscillation to be stable, tiheuiti must return to it exponentially
under any small perturbation. In the stability gsel proposed by Kurokawa in 1969
[25] a small perturbation is applied which takes dlircuit out of its steady state and a
transient is generated. As a consequence of thadl perturbation, small variations are
assumed in the oscillation amplitude and frequeKcyokawa makes use of impedance
functions in the cited article. We reproduce héeeresult from an equivalent derivation
by Suarez [2] based on admittance functions. Tiealization of the total admittance
function Y (V, @) about the free-running solution fulfilling, (Vo, wo) = 0 leads to the
criterion for a stable oscillation as:

@ OReVal pImiY,} oReY} pimiY,} .
oV ow ow ov

This condition was first derived by Loeb in 1953 awused equivalent linearization to
extend Nyquist's linear stability method to nonelim feedback systems. Initially the
equation was written in terms of the linearizedp gainGH. A graphical representation
of this criterion is due to Slater, who focused dmslysis on two-terminal devices, from
studies on magnetrons at Bell Labs during the 1,940d considered the device and
load as described by impedance functi@ifs) and Z(w), with A being the current
amplitude [11].

Thanks to the interpretations of (8) by Loeb andte&| several problems found in
oscillators, not explained by previous simple tmeatts, could be understood; in
particular the hysteresis in the tuning charadieriand frequency jumping. Fig.40
represents the real and imaginary parts of theveactievice and load lines,

Z(A) andZ(a)), which respectively change with the current amgit A and the radian

frequencyw. The intersection points Z(A) = Z(a) are mathematical solutions for the

condition Zy,: = 0 and thus, possible points of oscillation. Baty those points with
intersection angles between 0° and 180° corresposiéble solutions.

Im{Z)

Re(Z)

Fig.40. Impedance plane plot of device and load lines. Stable and unstable operating points are indicated.
This figure is from [11].

It is easily seen from this plot that, startingnfr@ne of the stable points as the initial
solution then, in the event of an upward/downwatéange in one of the load



lines,— Z(A) or Z(w), the intersection angles and the frequencies @firitersection

would change smoothly until the oscillation becamstable and was forced to jump to
another stable intersection or die out. Reverdmggprocess from the new stable point
we would have a similar behaviour but with the jutaking place at a different
frequency, which explains the hysteresis phenométso, in the situation where
something perturbed the oscillator to the unstafibrsection, the frequency would then
jump to one of the stable intersections which wawdtnecessarily be the previous one.

Kurokawa discovered that the degree of stabilityanfoscillator (the nearness of the
intersection angle to 90°) had a direct effect saillator noise, in that phase noise is
minimized when the intersections between the dearad load lines are perpendicular.
This explained the significant variations of phasgse observed within the tuning

range, often experiencing a rapid increase as @quérecy discontinuity point was

approached.

In Kurokawa'’s notation the total admittance is egsed in terms of the device and load
admittances, ¥ and Y_ respectively [26]. ¥ is mainly dependent on the amplitidef
the terminal voltage, because the nonlinearitiesparsible for the free-running
oscillation are usually voltage-controlled curreatirces. In contrast, ¥s a function of
the radian frequency, so its dependence on the oscillation amplitudells has little
influence. With these assumptions the real parthef total admittance, R¥{}, usually
has small frequency dependence because the dependemes from the reactive
elements, and the imaginary part, ¥pf}, usually has small amplitude dependence,
because it is contributed primarily by the linealengents, thus the term
OR€Y,,}/aw@dIm{Y,}/aV is often small compared to the first term in (&)so0, due to

the physical reduction in negative resistance wsignal amplitude, the factor
0 Re[Ymt}/av will generally have a positive sign, thus a fpsislope on the imaginary

part, dIm{Y,, }/dw> 0, will facilitate the oscillation stability [2].

In order to guarantee the start-up of oscillatiand the establishment of an oscillatory
solution in the system, we have optimized the Zpsisuctures to follow the three
Kurokawa conditions alc (small signal analysis), expressed as:

9) ReY,}, <0

(20) Im{Y,},, =0

Jw

Wy

It contains the condition for presence of negatesstance (9) that causes oscillations
to arise, due to the excess of energy, and thenaese condition at the oscillation
frequency desired (10) with positive slope on thaginary part (11), which facilitates a
stable steady-state oscillation at abogiaccording to (8).

These conditions are also associated to the ihisyabi the dc solution as they help
synthesize a pair of complex-conjugate poles irrigiet hand plane -RHP. This pair of



unstable poles shall give rise to an oscillatognsient of growing amplitude at the
desired oscillation frequeneyp.

To understand the relationship between the threek&wa conditions and the poles of
thedc solution | refer to section 1.3.3 in [2], wherasitshown that the phase evolution
of a transfer function whose dominant contributmmes from a pair of complex-
conjugate poles in RHP, has a positive slope atdbenance frequency.

When performing admittance analysis, impedancesteanfunctions Z(s) relate the
output voltage at the observation port V(s), toghmll-signal input current sourgg($)

in parallel with it. These impedance functions #re inverse of the total admittance
analyzed, Z(s) = 1/¥(s), and then their phase terms are related bytps(— Im{Yo}/
Re{Yiot}-

By assuming a small frequency variation of Rgf, and Re{Y.} < O; the condition
olm{ Y}/ 0w > 0 will be sufficient to guarantee a positivepeof the phase associated
with Z(»), dp/dw > 0, and the roots of the characteristic functbthe system will be
in the RHP, leading to an unstalde solution. The instability of the&lc solution
guarantees that the system will not come back i dtate once the transient regime
caused by the perturbation has vanished.

The net negative conductance (9) will become zexaha steady state is reached
because the negative conductance contributed byadhiee element decreases with
voltage amplitude. At steady-state the oscillatoondition Yo (Vo, wos9g = O holds,
indicating zero net susceptance at resonance awdne¢ conductance at equilibrium
between average power delivered and consumed.

For a rigorous determination of thdc solution poles, pole—zero identification
techniques should be applied to the closed-loopstea function Z) [2].

5.2.1 Start-up conditions in N-push structures

In a typical N-push structure identical sub-ostilia are interconnected through a
passive coupling network, which may also be usezbtobine the desired™\harmonic
at the output port, as is the case with the 2-ssiilators in the present study.

In general in N-push structures it is assumedtti@passive coupling network presents
the same load admittance at each one of its ienb@rts with the sub-oscillators, and
that they all contribute with the same voltage atagé, keeping a#@N phase shift
between consecutive ports at the desired N-pushatien mode.

The relationships between currents and voltagethatN interface ports between
coupling network and sub-oscillators are determimgthe vector equation

(12) 1=V ]V=AV



where | andV are respectively the vectors of phasor currentsremi voltages at the
interface ports, [Y] is the frequency dependent linear admittance imnafrthe passive
coupling network. The condition for equal load atlamce at the N ports is represented
by the complex scalar = I /Vi, with k = 1..N From linear algebra, is one of the N

eigenvalues of the linear admittance matrix][#nd V its corresponding eigenvector.
Thus, the passive coupling network will present $hene load admittance at its input
ports when it is excited with an eigenvector of @#dmittance matrix [2]. Every

eigenvector represents a mode of operation inytbies.

We are considering linear, symmetric and passiuplatg networks which in principle
are reciprocal, provided they are made from isatropaterials. Reciprocity shall be
considered carefully when working with split ringssonators and coupled split rings
resonators, as these particles are known to héfegatit electrical properties depending
on their direction of polarization [14]. In the paular case of the planar coupling
networks developed in this work, the signals pregpagnly in one direction through the
metamaterial resonators and reciprocity can benasdgu

The vector equation (12) contains N independendit@ms and N+1 unknowns (the N

components oV plus 1), so it has an infinite number of solutions. Bypwsing the
conditions for equal amplitude terms in a symmatrand reciprocal coupling network
with 2n/N phase shift between consecutive ports, we eésilly(see A |) that the linear
admittance matrix [Y] for a 2-push has two eigenvaluks A; corresponding to the
oscillation modes 0° and 180°, which are expreased

(13) AOZY].1+Y12
/]1=Y11_Y12
V.=A L 1)

(14) ° Al )T
VleL[ﬂl _1)

Where (14) are the eigenvectors correspondingedrtphase (n=0, even) and out-of-

phase (n=1, odd) oscillation modes. The][Matrix is frequency dependent and so are
its eigenvalues and eigenvectors, i8 the amplitude of the “n” oscillation mode. In

general, the potential number of modes of operasaoat least equal to the number of
sub-circuits used in the system [2].

The possible start-up of each mode is analyzed bglkthg the conditions (9)-(11) with
Yot =An + Yp(0), where ¥%(0) is the nonlinear admittance presented by thigeasub-
circuits at A = 0.

Both A, and Yp(A) are frequency dependent, so the N possible siodid have
different frequencies, in general. For a givenuiircnot all of the possible modes will
necessarily exist. The oscillation conditions (9)(inay be fulfilled for none, one, or
several modes at different frequencies. In fa@,dbjective of the small signsatability
analysis is to prevent the start-up of any unddsaszillation mode from the dc regime.

In general other solutions may exist with differemplitudes at the different active
blocks, even if these blocks are identical. The $yitem analysis requires an accurate



numerical technique such as harmonic balance wikstematic initialization method
(i.e. by means of Auxiliary Generators) to obtdie various coexisting solutions, and a
complementary stability analysis of each of theslatons. The additional application
of pole—zero identification (or other accurate Bigbanalysis method) is advisable [2].

5.2.2 Small Signal Admittance analysis in DC and pole-zero
identification

In order to analyze the start-up conditions forheat the two possible 2-push modes
considered in (13)-(14) we have implemented twed#t simulations of admittance in
the 2-push circuits, as shown in Fig.41; small aigurrent sources are connected at the
nodes of the resonator circuit in single, commaoah @ifferential modes.

Each mode is analyzed by checking the conditiong1(®) with Yyt = Ay + Yp(0),
where Y5(0) is the nonlinear admittance presented by thi@easub-circuits at A~ O
The results of this analysis are presented in Eigrl Fig.43.

[ve | [xc |
v2 vl v2 vl
SC2 SC SC,2 SC2

Fig.41. Determination of the small signal admittance at a Resonator circuit node in single mode (left),
common mode (center) and differential mode (right)

From a small signal analysis of the circuits in.Eigwe have defined the common and
differential mode admittances as follows:

(15) Yem=Y kdvl =k + Yp(0)
(16) Ygm=2 kd(v1-v2) =A; + Yp(0)

Iss is the small signal current source used for th#upeation of the DC solution. This
analysis can indistinctly be performed from a SP#Rulation determining Y(1,1) or
from an AC simulation using a linear current source

No significant differences are observed form theR&Sbased 2-push; the single,
common and differential mode admittances all showrdéque resonance at the
frequency of oscillation of the individual oscilbes (Fig.42). While in the Short
Circuited Stubs structure we appreciate a muchr@easonance around 5.5 GHz in the
differential mode admittance plot. As stated in pihevious section, a nonlinear analysis
is required to find the final oscillations modeswias found during transient domain
simulations, that an oscillation can start in commmde and become differential under
large signal operation.



Small Signal Admittance (single mode)

Re

mS
o

|
3

freq, GHz

Small Signal Admittance (common mode)

Re

mS
o
|

freq, GHz

Small Signal Admittance (differential mode)

mS
o
|

freq, GHz

Fig.42. Analysis of the single, common and differential mode start-up conditions for the CSRR based
resonator 2-push
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Next we have performed a pole-zero identificatidnttee transfer function H(s) =
Vn(s)/ls{s) resulting form the small signal perturbatiortleé DC solution in the CSRR
based resonator 2-push (Fig.44), i¢ the voltage measured at the node where the
current sourcesd is connected. The extraction of H(s) roots is graned at subsections

of the active device’s frequency band of operat©nly the roots inside the frequency
band of the analysis are representative of theilisyaproperties of the solution. An
explanation of this method is given in 5.2.3.2 #m&lflow graph of Fig.47.

Fig.45 shows the identification of a subsection H(s) with polynomial rational
functions of order n=4 (left) and n=6 (right). Theain roots are found with a4
identification order. Higher order identificationsually led to pole-zero cancellations,
which makes redundant information.

According to [2] at the initial stage of oscillaticstart-up the amplitude will grow
according to @ from any small perturbation of thie solution. Thes value is related
linearly to Re{o}, in general being more positive for larger negatvalues of the
conductance, which implies a shorter initial trensi The previous reasoning is only
valid in the initial stage of the oscillation stagi, where the amplitude is small and its
variation can be predicted with circuit linearizatiabout thedc solution. Above a
certain signal level the real part of the polesileixh an amplitude dependencéV )
with a decrease to the values 0 at the steady state.
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5.2.3 Large Signal Stability Analysis

The small signal admittance analysis based on thekawa conditions (9)-(11) is
limited to a narrow band about the resonance frecyeo, which shall correspond to
the first harmonic component of the steady-stateillason. But a time-domain
simulation would show that depending on the resmnapuality factor, the final
oscillation frequencyv.sc can differ noticeably from the resonance frequengyThis
discrepancy is higher for a smaller quality factprdue to the lower filtering of the
harmonic componentsay with n > 1.

This is due to the effect that the oscillation hanms have on the nonlinear part\af;,
which is assumed to be a real conductance in ssmgtlal (see Fig.39). The phase
relationship between harmonics creates a new pleasein Y, which depends on the
oscillation amplitudé/, and influences the new resonance conditionV{i{{o, wosd} =

0, atwosc 7 wo. Therefore, the resonance frequengyunder small-signal conditions
will be similar, but generally not equal, to theilation frequencywose

The presence of negative resistance can readilyltres much more than simple
oscillation in nonlinear systems (i.e., quasipedodr chaotic behavior), and the
assumption of a small frequency variation in (8)aiguasistaticapproximation that
limits the validity of this condition. In practicéhe small signal perturbation on a steady
state oscillation can have any frequency; for imsta a common instability
phenomenon is the onset of a sub-harmonic compaient2, generated from a low-
amplitude perturbation that clearly does not futig quasistaticassumption. Despite of
this limitation, the stability condition (8) is egmely helpful during the oscillator
design stage and provides criteria ligely stable behavior from admittance functions
accessible to the designer [2].

However, the design procedure should be complerddngea rigorous verification of
oscillator stability without limiting assumptions dhe frequency shift and taking into
account the actual multidimensional nature of tlreud equations [2]. Unstable
resonances may be hidden when inspecting the itofsddance or admittance from a
single observation port, and instabilities may ioie when a circuit operates in its
non-linear regime, being non detectable with snsajhal analysis techniques; for
instance, a diode or transistor may present negatgistance at a particular signal
level.

The approach to stability inspection implementedthis work includes conversion

matrix analysis, in which quiescent points are aept with large-signal time-varying

periodic states to which a small signal perturlvaisoadded. By frequency sweeping the
perturbing signal (usually a current or voltagersely and simulating its effect on a
circuit variable (branch current or node voltage)transfer function can be obtained
which is subject to pole-zero identification to eletine the stability properties of the
steady-state solution.

5.2.3.1Nonlinear Dynamic Systems and Simulation Tools

In order to better understand the simulations Wathave performed in this work and
their results, it is worth reviewing some basic exsp from the nonlinear dynamic



theory of systems that | compiled in [24] and aaetlp based on notes from the course
Non linear and phase noise analysis in RF & micregvaircuit in this master, which
is given by the Microwave Engineering & Radiocommeations Systems Group, led
by Prof. Almudena Suarez at the Univ. of Cantabria.

There are four basic types of stationary solutimmfa nonlinear system: Continuous
(DC), Periodic (fundamental + harmonics), Quasidtic (two or more independent

frequencies plus their harmonics and mixing praoslicand Chaotic (continuous

wideband spectrum, non periodic). All of them andretheir combinations can appear
in the response of a nonlinear system, dependints gorarameter settings. Fig.46 shows
a sequence with a full set of different responggsearing during the synchronization

process of two initially uncoupled oscillators insame board. This sequence was
obtained from a test board designed at an iniiakp in this Master.

Due to the manufacturing dispersions single ogontawere not identical and did not
oscillate at the same frequency. By adjusting thespective gate bias a sequence of
different responses was obtained until synchroiinavas finally achieved. During this
process, the initial Quasi Periodic response gbolic, then Quasi Periodic again and
it finally reaches a Periodic synchronous regime.

Fig.46. Evolution of the response from a system of two initially uncoupled oscillators (Oscl and Osc2) when
the Oscl gate bias is adjusted until both synchronize; Periodic, Quasi-periodic and Chaotic type spectrums
are produced. Initially Vgs1 = Vgs2 = -0.8V at “switch ON". It was found that by increasing Vgs1 with respect
to Vgs2 frequencies approached each other. Synchronization was achieved at f, = 8.58 GHz with Vgs1 = -
0.51V and Vgs2 =-0.78V.



Every circuit containing inductors, capacitors @nsmission line elements is described
by ordinary differential equations -ODEs. When rimear elements are also present,
the resulting differential equations are non linear

It is natural and not strange, for a nonlinearwir¢o have more than one stationary
solution corresponding to the same set of inpuaipaters. Some of these solutions
have no physical existence and will not be obsdevab practice; they are just
mathematical solutions to the set of Non Linear ikad/ Differential Equations
describing the circuit function. But some otherusioins can be physically observable
and coexist; showing up one or the other dependimghe previous value of the
circuit’s state variables, such as node voltagestaanch currents; they show up with
hysteresis.

Non linear differential equations do not have explsolutions and must be solved
through numerical integration methods in time dom&lumerical integration always
converges to a unique solution for a given initahdition, provided there are not
integration errors caused by a poor time resolytortandwidth limited device models.
But long transients need usually be simulated leefeaching the stationary regime.

Frequency domain methods, such as Harmonic Bala#Be avoid lengthy transients
and converge directly to stationary solutions; they could be unstable or not be
unique, as these methods require for a particyfa of solution to be set in advance.
When properly used, Harmonic Balance can converggationary solutions of the DC,
Periodic or Quasi-Periodic type, but can not predtationary Chaos or give any
assurance about the stability (physical existentdéhe converged solutions. For these
reasons large signal stability analysis techniquees] to be used to explore the stability
of the solutions obtained with HB simulations.

Time domain integration methods do not possessptheious limitations and more
robustly converge to physically observable solwgjoimcluding cases with stationary
chaos, as no particular type of solution is presiime

Transient analysis can be effectively used to sieuliltra broadband high speed digital
circuits, in which the shape of the 2-state outpghal is optimized by means of eye-
diagrams as the switching transients are short@f tihe same order as the minimum
signal period (highest frequency).

But time domain integration is not always practi@altuned circuits because transients
can be very long, particularly in high-Q circuitslso the amount of time samples
required can be very high when low and high fregyesignals coexist in the
simulation, as we need to integrate over a sufficieme to observe the stationary
regime of the lowest frequencies, which leads ty Veng and complex simulations.
Additionally convergence problems may arise in ithtegration method associated to
the distributed elements models. Finally, timegnétion is not well suited for the study
of common phenomena observed in non linear circaiitsh as hysteresis or memory
effects in their response (oscillations that magvshup or not for a same value of the
VCO control voltage, depending on its sweep dioggti This is because time
integration always start &0 and keeps no memory from the previous state, sithes
designer imposes different initial conditions.



Harmonic Balance is best suited for the optimizati non linear tuned circuits, but a
time domain integration simulator (transient), wragplicable, can be very useful to
extract information about the stability of the weaht solution. Both simulation
technigues are complementary in non linear micr@as@xcuit design.

Mixed time—frequency methods are intended to smhgtiwith multiple harmonic terms,
and allow the analysis of microwave circuits camtay modulations, (which would
require a short integration step during a long $aton interval in standard time-
domain integration). They also enable efficiented@ination of the envelope of the
oscillation startup transient and the analysis tebdy-state solutions with complex
dynamics [2].

With the help of Auxiliary Generators (non-perturdpicurrent/voltage probes) we can
induce different solutions in non-linear systemy] atudy their stability through pole-

zero identification, which provides local stabilitgsults based on large-signal/small-
signal (conversion matrix) analysis with Harmonaldhce.

5.2.3.2Stability Analysis of the Steady State Solutions

In this sub-section we perform a stability analysighe steady-state solutions found
previously (Fig.34-Fig.38 in section 5.1). Througltonversion matrix analysis, small
signal perturbations of different large signal m@sges are studied. This large-
signal/small-signal method is used when some sigmalrces have much smaller
amplitude than others, and are assumed not toisgesiccuit nonlinearities; thus faster
simulations are achieved.

The analysis procedure is similar to the pertudmabtf the DC solution performed in
5.2.2, but now the quiescent points are replacel large-signal time-varying periodic
states induced with the aid of non-perturbing Aaxyy Generator probes, whose
parameters were previously found through an optation with Harmonic Balance to
fulfil the non perturbation condition (6). By fregucy sweeping the perturbing signal
(usually a current or voltage source) and simuipiits effect on a circuit variable
(branch current or node voltage), a transfer fuumctian be obtained which is subject to
pole-zero identification in order to determine ttsability properties of the
corresponding steady-state solution.

We are using a small signal perturbing current @@muconnected in single mode as in
Fig.41. The resulting “v1” node voltage containdN32 harmonics; being N the max
order of the Harmonic Balance simulation. Thosamumaics correspond to dcsfF,
and R = fss where K is the n-th harmonic, n = 1...N, from the larggnsil steady state
solution, and & is the small signal tone frequency mixing withTihe frequency of this
small signal tone is swept over the band whereattteve devices can oscillate. The
H(jo) transfer function is obtained by relating thgcbmponent of the nonlinear “v1”
node voltage to the small signal current amplitatiéhe perturbing probe —which is a
single tone of frequencysf

Using frequency dependent real and imaginary data H(jo) an identification with a
polynomial rational function H(s) is performed. A&iBab (v5.3.3) script has been used
for this purpose; it is based on the functivep2tf -frequency response to transfer



function, which transforms frequency dependent demplata into a rational transfer
function of the form H(s) = Num(s)/Den(s) usingmetrder polynomials where 'n' is an
input parameter setting the degree of the linestesy.

The order 'n' of H(s) is set to minimize the figtiarror with the available data, which is
usually treated in sub-bands of frequency in ondetr to excessively increase the
polynomials order. The functiorepfreqis used to extract the frequency response of
H(s), which can then be plotted against the redliaraginary parts of Hg) in order to
see how close H(s) is modelling the system. Fightivs a flow graph of this process.

n
+ roots of

H(jw) — frep2tf —>err(n) /' Num(s) zeros
T H(S)\ roots of

Den(s) — poles

H(joo) < repfreq

}

Compare

Fig.47. Extracting poles and zeros from a transfer
function. H(jw) complex frequency dependent data is
processed by a SciLab (v5.3.3) script

The roots of H(s) are then extracted and plottethencomplex plane. If the poles lie on
the LHP the small signal perturbation is not takihg system out of its current steady
state solution, which is said to be in a stddasin of attractionOn the contrary, if there
are system poles in RHP the solution will not stang noisy perturbation at the poles
frequency, being an unstable solution and thusalservable in practice.

Usually an excessive value of the real part of le freegative or positive) may indicate
that it is not a root of the system, which is oafyproximated by the rational function
H(s). Additionally, the poles appearing at frequesmutside a sub-band of Hjjdata
must be later confirmed or discarded by an analgsenother sub-band including that
frequency.

As an example Fig.48 shows the perturbation arelgsd pole-zero identification for
the odd mode solution in the circuit of Fig.27. Wew already from the time domain
simulation results in Fig.28 that the odd mode $adble solution in this circuit, and the
results from this analysis are in agreement witisithe system poles are in LHP.
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Fig.48. 'Perturbation analysis and 'pole-zero identification for the ODD mode solution in the CSRR based
resonator 2-push structure of Fig.27.

The same analysis performed on the even mode @olstiows poles in RHP (Fig.49),
indicating that this solution is unstable.
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Fig.49. Perturbation analysis and pole-zero identification for the EVEN mode solution in the CSRR based

resonator 2-push structure of Fig.27.

The two analyses performed in Fig.48 and Fig.4%Hhaenefitted form the previous
knowledge of the stability of the solutions undéudy, thanks to the time domain
simulations that could easily be performed on theut in Fig.27. This allow us to
corroborate the stability of the odd mode solution the instability of the even mode
solution with the aid of pole-zero identificatiori the system’s response to a small
signal perturbation.

Now we will determine the stability of the diffetesolutions found with Harmonic
Balance using the Auxiliary Generator techniquetloa two circuits in Fig.29, which
are modelled using microstrip lines and other plaslaments defined in frequency
domain.

5.2.3.3Mode Stablilization Resistor

Based on the small signal analysis of 5.2.2, ast@siwas initially coupled to each
transistor source stub in order to avoid a resamatthe high frequency portion of the
active device band; which was showing a potenis for the start of undesired
oscillations. The coupling of low/medium value stsrs annihilates that resonance.

As expected, the HB analysis with AG convergedh® o¢dd and even modes at the
desired frequency, and no other spurious frequengere found during this analysis —
which was nevertheless limited to even/odd openatiodes of the structure. But when
the large signal stability analysis was performB#P poles were found in the two
cases. It was assumed that the system would netdaynchronized solution and that it
might have instead a Quasi-Periodic or a Chaope tgsponse; QP responses have not
been explored, and Chaotic responses can not bedreged with the AG technique. In



fact, as our desired response is Periodic, we aedlyhe resulting RHP poles for the

wanted odd mode solution with different valueshd source coupled resistor; they are
plotted in Fig.50.
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Fig.50. Resulting RHP poles from the odd mode stability analysis of the 2-push oscillator in Fig.29 (b) for

different values of the source coupled resistor. The lowest real part is obtained with no resistor (open circuit)

We found that none of the resistor values led t&tadle solution, having a pair of
complex conjugate dominant poles in RHP, which apphed the imaginary axis as the
resistor value increased. In the limit, with noisas connected (open circuit) the
resulting poles were still in RHP. This resistorswabviously not contributing to
stabilize the wanted solution, even though it gogread that the small signal condition
for the start of oscillations was accomplishedhet tlesired frequency only. We then
placed the resistors in series with the sourcesstahd studied their effect on the
dominant pole locations, which now appeared in LIHf#e results are in Fig.51.
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Fig.51. Representation of the pair of dominant poles from the oscillator structure in Fig.29 (b) for different

values of the series source resistor. The dominant poles are those which are the closest to the imaginary axis.
A resistor value around 7Q keeps the dominant pair at a maximum distance from the RHP.

We set a design criteria here; in that the smahali analysis can not guarantee a
desired operation mode in a coupled structures then required to perform a stability



analysis on every mode for which we have had caqeree with HB using the AG
technique. By relating the perturbing small sigeakrent at frequencysd to the
corresponding spectral component of the nonlinealenvoltage at which the current
probe was added, we determine the admittance amdaty; which, in our analysis,
happens to be the inverse of &ifj in general Hp) can be any function relating a
perturbing parameter to the corresponding effeseoled on any circuit variable. Three
admittance functions are represented in Fig.52esponding to different stabilization
mode solutions.
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Fig.52. Real and imaginary parts of the admittance function relating the small signal perturbing current to its

effect on the nonlinear voltage at the connecting node. Three mode stabilization solutions are represented,
corresponding to the implementations of Fig.50 and Fig.51. The value of the Yy conductance at the zero
crossing with positive slope of its susceptance is shown. (a) Capacitive coupled 10 ohm resistor, -11.3 mS. (b)
Series 12R8 resistor, +4.9 mS. (c) Series 6R8 resistor, +2.3 mS.

If we apply the Kurokawa conditions (9),(10),(1d)¥,;; we deduce that the capacitive
coupled resistor produces an unstable solutionewthié series resistive resistors give
the desired stability. In this case the highesitpasreal conductance is obtained with a
12.8 ohm resistor, which does not seem to corrabaitze results of the pole-zero
analysis in Fig.51, where the maximum distancehefdominant poles from the RHP
was obtained for a 6.8 ohm resistor. The pole-zralysis for these three cases is
shown in Fig.53.
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Fig.53. Results of the pole-zero identification of the system with the three stabilization approaches of

Fig.52.

Even though the small signal admittance can giveesclues on the stability properties
of a solution, it is the pole-zero identificatioh the transfer function which shows a
clearer picture on the location of the dominanteyspoles, and their evolution with
the variation of a circuit parameter. The sengitivof the solution stability to that

parameter will provide a means for stability cohtta our design a resistor in series
with the source stub proved to be more efficier@ntithe coupled resistor. An this



efficiency for stability control could only be ewualtted through a nonlinear stability
analysis.

5.2.3.4Stability Analysis of the Final Oscillator

In this subsection we proceed to analyze the #talpitoperties of the odd and even
mode solutions found for the circuit in Fig.29 (Wjth 12.8 ohm series resistors
connected to the source stubs. Fig.54 shows this pliothe admittances extracted
during the stability analysis of the DC (small ssnand Oscillatory (large signal)

solutions in both odd and even modes.
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Fig.54. Admittance functions extracted during the stability analysis of the DC and Oscillatory solutions (odd

and even modes). The Kurokawa condition is satisfied at DC (top), meaning that this solution is unstable. The
odd mode oscillatory solution (middle) does not verify that condition, while the even mode (bottom) does; this
may indicate that the odd mode is stable (observable) and the even mode is unstable (non observable). A
pole-zero analysis is required to corroborate this assumption.

The DC solution satisfies the Kurokawa conditio%(00),(11), indicating that it is

unstable, so the system will start an oscillatitveye are two possible oscillating modes
in a 2-push structure: odd and even —provided thegeno implementation errors or
important differences in the active device’s parfance due to statistical variations or



malfunction. The odd mode oscillatory solution daesverify (9)-(11) , while the even
mode does; this may indicate that the odd modeaisles (observable) and the even
mode is unstable (non observable). It is neverisetecommended to perform a pole-
zero analysis to corroborate this assumption.

The pole zero identification of the perturbatioansfer function, H¢), for both mode
solutions in the CSRR based resonator 2-push ateuatre plotted in Fig.55 and Fig.56.
In order to determine that the odd mode solutiorstable we have performed the
identification in overlapping sub-bands covering thull frequency range of active
device operation (Fig.55). For the even mode weiflentified the dominant poles in
the RHP, which proves the instability of this salat (Fig.56). The same analysis is
performed on the stub resonator circuit of Fig.29ztaining similar results.
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5.3 Output Impedance

Determining the output impedance of an oscillatont a small signal analysis has no
sense, unless we can assume that the output moedrnzaigh isolation from the active
device’s operation. As the 2-push oscillator opegain large signal on a highly

nonlinear region of the active devices, it is nosgble to simulate its output match by
applying linear techniques such as S-parameter ©r alhalysis, which perform a

linearization of the circuit elements about the Byi&rating point. A correct evaluation
of the output match must be performed under laigjgas operation, and once again the
Auxiliary Generator is of great help to this end.

The current-to-voltage ratio is simulated at tredlmode with the help of a small signal
current generator whose frequency is swept in @ lbaound the second harmonic of the
large signal oscillatory solution; this determirtlee total admittance seen at the output
port. By subtracting the load admittance (1£36) we obtain the part corresponding to
the oscillator circuit alone, whose reflection dm#ént is plotted in Fig.57.
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Fig.57. Output match simulated with a perturbation analysis
measuring the small signal voltage to current variations on the
load node

This method requires that the small and large $gba incommensurate, so the
admittance result at the second harmonic frequenog taken into account. Instead we
determine the internal circuit impedance at thegjfrency by a direct method; the output
port matching can be evaluated by considering iheuit as a signal source and

applying the voltage divider formula (17) to deterenits generator impedance.

(17) Vout - I%oad
I%oad + denerator

generator

Vgenerator IS the voltage simulated at the unloaded outpden@ open circuit or with a
very highRag) with the circuit operating under the oscillat@glution imposed by two
Auxiliary Generators, whose parameters have beeviqusly optimized to induce the
normal operating mode (loadedY,, is the voltage simulated under normal load
condition. The impedance is calculated as:



Y/

(18) denerator: I:qoad I:EVQLEM _1j
out
It is not possible to establish a linear relatiopdietweenVyeneratoraNd Vo, in fact (18)
is a nonlinear expression WhefguneraroriS @ complex vector on the harmonics\Vgf;.
The output match marked a3’ in Fig.57 is calculated as,$ 20-logo(I'™?), with I'*?
= (Zgenerator — Rioad)/(Zgenerator + Rioad) €valuated at the second harmonic frequency; it
represents a first order approximation to the geierimpedance.

5.4 Phase Noise

We have already studied the oscillator stabilityagrms of the robustness of the 2-push
system to stay at one frequency and phase modewrihmping to another state under
the effect of small signal perturbations. In théesteon we will approach the oscillator

stability in the short term sense of phase noi$erd is another concept of stability in

the long-term sense referring to the changes iro#udlation frequency over minutes

and days, which is of relevance in reference a@oil performance for accurate

frequency synthesis, but it is not addressed shark.

Oscillator noise forms sidebands around the cami@wver spectrum. The spectral
density of its phase component hak aevolution near the carrier, when the noise is
dominated by white noise. But wherf &f Flicker noise influences the noise sidebands,
they take on afi® characteristic.

Several regions can be identified on a phase rspigetral density function: a flat region
at large offset frequencies where the oscillatopléias the broadband noise floor, fin

2 region within the oscillator loop bandwidth whete toscillator loop gain magnifies
the phase noise, and &ff region where the low-frequencyf toise from the device
modulates the signal’'s phase to create an even mamidly increasing noise. [11]
suggests that the resonator might also possibhyribote to 1f noise. Fig.58 shows
these regions.

P(f) P(f)
dBm dBm
f*S
f72
fo f fo log(f)
(@) (b)
Fig.58. Oscillator spectrum as seen on a

spectrum analyzer and (b) as seen if referenced
to the center frequency, averaged, and plotted
on a logarithmic frequency scale [11].

In Leeson’s model for phase noise the spectruneas®s a$ > when4f is less than
f4/2Q and ad  when4f is also less than a valu&™ which is almost always less than
the measured devicef Worner frequency because the modulation converdo@s not
raise the noise above the thermal floor [11].



5.4.1 Noise modeling and simulation

All passive lossy elements in a circuit are noiggl @an generate an available noise
power equal to K-T-B, where K is the Boltzmann tanis T is the element temperature
in Kelvin and B the integration bandwidth (in Hzhere the effect of noise is accounted
for. The term K-T is the white noise spectral powensity which, at an ambient
temperature of 25°C, has the value -174 dBm/Hzh&savailable power from a resistor
R in terms of its effective voltage or current mois |w[/4R or R-}if, it follows that the
spectral noise densities associated #6 @nd [if* are:

2 12
SWZoaKTR VAHZ Shn>_AKT

Af Af

A%/Hz

When dealing with random processes we do not censie time or frequency domain
waveforms of the currents or voltages because fingictional form is not known,
instead we only care about their power, and thgsiires the mean-square values of the
magnitudes.

Each resistive noisy element in a network can bdeteal as a noiseless resistor having
a series voltage noise source or a shunt currasé source. The combined effect of all
noise sources in multiport networks is expressedtgise-correlation matrixwhich in
the case of currents is obtained from the admi&amnatrixY of the component as:

C =4KT-R4Y}

The current correlation matrig; contains the mean-square values of the noiserdurre
sources and their crossed correlations and itesl s determine the contributed noise
power at a particular device port.

Other sources of noise in electrical circuits arfsem the physical processes in
semiconductor devices and are bias dependant. ©eeqommon are:

o  Flicker noise, also known agf. Due to imperfections on the semiconductor
crystals (surface and volume phenomena, temperfititeations...). It is the
dominant contributor to low frequency noise andmisdeled as a current
source with Power Spectral Density (PSD)

<if> KI¥
Af fFfe

Kfis a constant = 2, Fre= 1

o0  Shot noise. Caused by the granular nature of eggtrEvery current can be
considered as a succession of independent cumgnilses. The associated
PSD is of the form

<i2 >
Ish - 2q

e'l
Af




Oe is the electron charge

o  Generation-recombination (GR) noise. Due to fluttunes in the number N of
free carriers caused by recombination and trappmogesses. The associated
PSD is constant up to the cutoff frequengy=Fl/(2tt), wherer is the carrier
lifetime. R is of the order of 1.5 KHz. Above that frequendye tPSD
decreases agf’.

<iZ > 412AN 1
Af N* 1+ (wr)®

HEMT device models usually consider the thermalsacassociated to the contact
resistors of gate, source and drain. Shot noise ftte gate current and Flicker noise
form the drain and gate currents. Shot noise frbendrain current is neglected with
respect to the thermal noise in the channel. AI$0GR noise is neglected with respect
to thel/f Flicker noise.

Thermal noise in the channel is dependent on tlivalgnt noise channel resistance,
Ria(Vgs Vas), Which is a function of the bias. This drain @nt fluctuation gives raise to
variations in the depletion region under the gateating an input thermal noise which
is strongly correlated to the thermal channel noi$e correlation between these two
noise sources takes place through thec@pacitance and so the correlation coefficient
is essentially imaginary.

Appendix A lll shows a comparative table betweee tivise models from the very
complete Chalmer’'s Angelov and the Agilent's EEHEMavailable to this project —

used for our nonlinear analysis. Flicker noise sesirare not included in the ADS2009
version of the EEHEMT1 model, which suggests the af bias-dependent noise
sources connected external to the nonlinear device.

After connecting three nonlinear noise current sesirexternal to the EEHEMTL1
model, in order to take into account the flickeiseoassociated to the nonlinearities
Css, Cop and bs, unsatisfactory results were obtained. In the &ted phase noise
spectral density from such device i@ region is not observed or it is very narrow;
instead, the phase noise growslAsn the close to carrier region, which does notHé
expected behaviour of real transistors[11].

In order to investigate the possible causes ofethesults, a very simple oscillator was
designed with the only noisy elements being thesistor and the resistive part of the
resonator. Also an Angelov model was fitted to oejpice the same nonlinear
performance of the NE3210S01 device, based onvddable EEHEMT1 model and
datasheet information (see Appendix A Il). The testuit and transistor model are
shown in Fig.59. A comparison of thg Iy from this new fitted Angelov model and the
original EEHEMT1 is presented in Fig.60.



vdd

VvV_DC
Ld +] sRrct
L=35 nH {t} = Vdc=2.0V
1

Angelov_Model

== ANGELOVM5
Angelov_FET Idsmod=1 B1=1.94 P30=0 Ld=0 Tcere= Tmn=
ANGELOV4 Igmod=0 B2=0.385 P31=0.2 Ls=0 Tcerf= KIf=0
Model=ANGELOVMS5 Capmod=1 Lsb0=0 P40=1.9  Tau=2.1 psec Tnom= Fgr=
Temp= Ipk0=0.0334  Vtr=30 P41=0.8 Remin=1e3  Selft= Np=
DC_Block 5 Trise= Vpks=-0.086 Vsb2=0 P111=0 Rc=10e3 Noimod=1 Lw=
DC_Block1 L Dvpks=0.08 Cds=0.12 pF lj=1e-3 Crf=0 NoiseR=0  AllParams=
Ls P1=0.678 Cgspi=0.106 pF  Pg= Recin= NoiseP=2/3
PRLC L=17.67 nH {t} {0} P2=-1.85 Cgs0=0.024 pF Ne=1.35  Cffin= NoiseC=0
PRLC2 — 7 R= P3=0.56 Cgdpi=0.0246 pF Vjg=0.667 Rth=5000  Fnc=0
R=(1/G_mS) kOhm Alphar=2.479 Cgd0=-0.011 pF Rg=2 Cth=1nF Kf=8e-12
L=(Z/(2%pi*fo_GHz)) nH = Alphas=3.024 Cgdpe=0 Rd=1 Tcipk0= Af=2
C=(1/(2*pi*fo_GHz*Z)) nF Vkn=0.4 P10=3.6 Rs=0.8 Tepl= Ffe=1
Lambda=0.159 P11=5 Ri=4.8 Tecgs0= Tg=
Lambda1=0 P20=0 Rgd=0.001 Tccgd0= Td=
VAR Lvg=0 P21=0.2 Lg=0 Telsb0= Td1=
VARS8
fo_GHz=5.0 {t}
G_mS=0.33 {t}
7=50 {t}
Q=1/(Z*G_mS*1e-3)
Fig.59. Basic oscillator circuit used to compare the noise performance of different transistor models and

configurations for the NE3210S01 device

The noise spectral density simulated from this llagor, using two different noise
models, is shown in Fig.61. From this result | dode that the addition of external
noise sources is not an efficient method for sitmdggHEMT phase noise in ADS2009.
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Fig.60. Fitting of the |4 and Iy Angelov equations with respect to the available NEC 3210S01 EEHEMT1
model (DUT)
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Fig.61. Noise spectral density simulated from a basic test oscillator

circuit using with two models of a same transistor

A probable explanation to this result could be thatnoise contributions of the internal
noise sources in a model are being computed acallyti by using an equation, instead
of performing a nonlinear harmonic balance simalati This could explain the
differences observed in the simulated phase notséh@ gate port using two
configurations of the same transistor model (Fiyy.6Be with the parasitic resistorg,R
Rp, Rs embedded in the model and the other with exteasastors.
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Fig.62. Noise spectral density simulated from a basic test oscillator

circuit using two configurations of a same transistor model: with all
internal noise sources (original, blue) and some external noise
sources (modified, red)

Using the Angelov HEMT model with all internal neisources, a simulation of phase
noise has been performed on the two circuits of2Bigcorresponding to the odd mode
of oscillation, the results are in Fig.63.
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Fig.63. Phase noise simulation results from the CSRR and Stub based

resonator 2-push structures in Fig.29, corresponding to the odd oscillation
mode. The higher quality factor of the CSRR based resonator results in a
much lower phase noise contribution. The dashed line is an estimation of
a more likely phase noise level.

The most important aspect to stress out from thesalts is the much lower phase noise
contribution from the CSRR based resonator 2-pustih wespect to its classic
microstrip stub counterpart; this is due to thehbigquality factor from the CSRR
coupled lines. But we remain nevertheless a biptska@bout the wonderful low phase
noise obtained at 10 KHz offset from the carrietne CSRR case. We can not exclude
the possibility of a simulation error —as it happevith the stub curve at around 2e5 Hz,
and believe that the most likely values for thegghaoise would be along the dashed
line. This result requires a deeper study in otdeunderstand the causes for some
points not being properly calculated, and alsoragarison with measured boards.



6 Literature Surveys

An extensive literature survey has been carrieddaung the realization of this master.
It was required in order to understand the rolehef coupling and power combining
networks used to implement oscillators working ba N-push principle. It was also
required in order to verify that no other works édeen published to date —and to our
knowledge- using CSRR based resonators in the icguptetworks of 2-push
oscillators. We believe that it is worth includitigs work in the present document.

The referenced articles are summarized and comuhergeving their relevant
conclusions. Understanding and summarizing thelteebas not been an easy task, as
most of the articles are from Research Groups iarAbniversities, and the language
used seems to have been translated by automati. tothink they present very
interesting ideas; but an interpretation of thdddxas been necessary, which was only
possible after an in-depth reading to fully undemstthe work done. | hope that the
following summaries will be useful to future contations of this work.

The first section Resonator Combiner Networks in N-Push Oscilldtgnesents four
articles which implement different structures tafpen the resonator + coupling +
power combining functions in N-push structures. &lohthem makes use of CSRRs.

The second sectiorRing Resonator based Negative Resistance OscHfapwesents
five articles which implement oscillators usingfdrent resonators; some of them are
based on CSRR or their dual counterpart, the SRIRtH&y are for the most part single
oscillator structures. Only one mentions the desiga 2-push VCO; but the paper only
concentrates on the design of the resonator usirtiphe concentric SRR’s and makes
no mention to the active part of the circuit.

6.1 Resonator Combiner Networks in N-Push Oscillators

The reference works found on this topic are alifrBrof. Masayoshi Aikawa and Dr.
Takayuki Tanaka, from Saga University in Japan.yTdre listed below.

A Low Phase Noise Ku-Band Push-Push Oscillata®04 | Hai Xiao; Tanaka, T.;

Using Slot Ring Resonator Aikawa, M.

A Wideband Push-Push VCO Using a Phase | 2007| Tsutsumi,M.;Tanaka, T.;

Shifter in the Common Feedback Loop Aikawa, M.

V-band 8th Harmonic Push-Push Oscillator Usin@009 | Kawasaki,K.;Tanaka, T.;

Microstrip Ring Resonator Aikawa, M.

An Octa-Push Oscillator at V-Band 20l@awasaki,K.;Tanaka, T.;
Aikawa, M.

| proceed to comment and summarize the conclusionsthese four articles.



6.1.1 A Low Phase Noise Ku-Band Push-Push Oscillator Using Slot
Ring Resonator

Ku-band push-push oscillator using a common oneeleangth slot ring resonator
loosely coupled to the active sub-circuits in order achieve low phase noise
performance at the desired second harmonic of 18. GHorder to prevent resonance
instability caused by the loose coupling, a metlddstabilizing the fundamental
resonance mode is proposed, thus making the astibecircuits oscillate in accurate
and stable out of phase mode at the fundamentpidreyf,.

Open circuited stubs at the access ports playdhbld role of coupling the sub-circuits
to the slot ring resonator and power combining (Sige64). This simplifies the circuit
structure by eliminating additional power combiregcuits required in conventional
push-push oscillators such as a Wilkinson.

The output is obtained from a microstrip line cagpto the slot ring resonator on its
symmetry plane, where the fundamental and odd haimsignals are cancelled out.

slot ring resonator

| adloudenlf R 1
L \!,' short-circuited . b':l__:
! P slot stub >
& SR, 1
|
1 S SRR ) | :
}
i open-ciregited MSL :
| DR S | I R | I SR W 3
sub-circuit 1 MSL sub-circuit2
port
2fooutput
Fig.64. Circuit configuration of push-push oscillator using slot ring resonator [27].

Coupling between the microstrip access lines aadkbt ring resonator is controlled by
the value of the open-circuited microstrip stubpeance&qpen= -jZo-cot3t). Then by
adjusting the length and width of open-circuitagbst the coupling with the active sub-
circuits can be optimized, together with the traissimon characteristic for proper push-
push operation.

Stabilization of the fundamental resonance mode&ldse by means of two short-
circuited slot stubs in series with the input pottey make the resonance current zero
and thus the resonance voltage is maximum and byhase for the fundamental
resonance frequendy

Active sub-circuits are designed as one-port negatesistance oscillators at the
fundamental frequency of &Hz. They are HEMT based (Fujitu’'s FHX35LG) and
biased in nonlinear range at 4y / O Vyae t0 generate high power at the desired
second harmonic frequency.

Measured output power at 16.0 GH#,J4s +10 dBm, with a phase noise of -103.8
dBc/Hz at 100 KHz and -121.3 dBc/Hz at 1 MHz offfequencies. Suppressions of



the undesired fundamental arl, 3" harmonics at the output port are -37.5 dBc, -40.0
dBc and -42.2 dBc respectively.

In order to confirm the resonance stabilizing dffefcthe short-circuited slot stub, the
same circuit without the stubs is fabricated andsuneed. As a result, the suppression
for thef, signal degrades to slightly -10 dBc (27.5 dB wprse

6.1.2 A Wideband Push-Push VCO Using a Phase Shifter in the
Common Feedback Loop

A push-push VCO with electrically tunable positieedback loops is proposed.

For wideband VCOs, feedback oscillators are moitalsie than the negative resistance
type because the electrical length of feedbackdomgn be changed easily while the
negative resistance oscillators need tunable negatisistance circuits and a common
resonator whose resonant frequency should be Veriataking the tunable frequency
ranges comparatively narrow.

2nfo

) [

+ -

(2n-1)-fo

Fig.65. Working principle of the feedback push-push oscillator based on microstrip-slotline transitions,
showing how the slotline (blue) is part of both; the output combiner and the positive feedback loops
(resonator). Drawing made by J.L. Flores.
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Fig.66. Basic schematic of the feedback push-push oscillator [28]

The working principle and schematic of a basic bemtt push-push oscillator are
presented in Fig.65 and Fig.66 respectively. Thigcture exploits the phase shifting



principle of the microstrip-to-slotline transitior{see Fig.67), which provide a 180°
phase reversal quite independent from the frequear@y make a high bandwidth phase
shifter [29].

QOUT/IN microstrip
r \ sy

‘ 2221 OUTIN

| < strip
A — 77777777777
A\v/js

IN/OUT microstrip y
A INQUT [ 77700000007
1L strip
N 022552200 Bottom
N 00000 ] slotline
Fig.67. Working principlie of the 180° reciprocal phase shifters based on microstrip-slotline transitions [29]

The direction of the electrical field in the slo#i is switched /2 with respect to the
direction of the electrical field in the microstrignd the sign depends on which side in
the slotline both electrical fields are coupled.

The key to understand the operation of the streatuiFig.66 is in the common slotline
and the microstrip-to-slotline transitions. Thectleal length of the feedback loops is
designed to be 2n(n integer) at the fundamental frequerigywhich determines the

oscillating frequency. The slot line is a commont e the positive feedback loops, so
by changing its electrical length both loops carsipeultaneously tuned.

The 2-push operation mode is guaranteed by theeptiz@nges that take place in the
microstrip-slotline transitions. The strip-slot URction @) combines out-of-phase the
output signals from the two amplifiers and feedsnhback to the slot-strip T-junction
(o) where they are split out-of-phase, so there isig¢iophase change in the loops. But
the input signals to the amplifiers are in oppositi

Now, an interesting phenomenon takes place in tmabmer network. Due to the

nonlinear function of the amplifiers, their fundameds and odd harmonics appear out
of phase at the symmetry plane of the structuree(erkhe output signals are combined)
and the even harmonics appear in-phase. At thigt pibie in-phase signals add
constructively at the output microstrip line, whilbe out-of-phase signals add
constructively at the slotline, and so only the rev&rmonics are transmitted to the
output port, while the fundamental (and odd harm®niare fed-back through the
slotline.

The authors claim that a high suppression of unei@sadd harmonics is achieved and
thus a high frequency signal of good quality caméeerated with this structure.

The VCO achieves frequency tuning by means of actar phase shifter placed in the
common slot line, which changes the electrical flengf the feedback loops. This
provides for a 11.6 % (1.85 GHz) tuning range inb&nd (15.21 - 17.06 GHz) with



phase noise around -77 dBc/Hz and -100 dBc/Hz @tk and 1 MHz respectively,
over the band.

6.1.3 V-band 8" Harmonic Push-Push Oscillator Using Microstrip
Ring Resonator

In an “N-push oscillator” the order of the outparmonic is the same as the number of
active sub-circuits. Here, the authors demonstaté" harmonic push-push oscillator,
using only two active sub-circuits (hence the ngueh-push) and they implement a
new type of resonator combiner that resonateseafuhdamentaf, but adds in-phase
the 8" harmonic only.

To achieve an eighth harmonic oscillator utilizithgg push—push resonant mode, two
identical sub-circuits are connected to a one-vength {g) microstrip ring resonator at
opposite points, having a 180° phase differenceeafundamental frequendy This is
similar to what would be done in a classical puskkpstructure, but instead of just
combining the signals at the ring’s symmetry plawbjch would enhance all even
harmonics (see Fig.69, top), the output circuithe inside area of the resonator is
connected at eight ring points spadegB. This effectively combines in-phase the
resonant 8 harmonics (see Fig.69, bottom).

Output port (8fa)

Fig.68. Circuit configuration of the 8" harmonic push-push oscillator [30]

This way the 8 harmonic is obtained at the output port, while diteer undesired even
harmonics are combined out of phase and cancel out.

Output Circuit
harmonic Structure Technical feature
2f0 Basic Push-Push modes
R. N.R
8f() - Harmonic resonant modes

Fig.69. Operation principles of the basic and harmonic resonant push-push oscillators [30]



The active HEMT based sub-circuits (Fujitsu's FHX3%, are designed to show the
negative resistance at the gate ports at the fuediin oscillating frequency,.
Microstrip open stub are connected to the drainspofrthe HEMTSs to provide negative
resistance at the gate.

The operating bias voltage is +3.9 V / 0 V (maaidvoltage is +4.0 V). The resonant
frequency of the ring resonator fis= 6.4 GHz, and the™harmonic is at &. = 51
GHz.

A MIC technology is adopted on a teflon glass fibabstrate.

Measured output level is -12.33 dBm at 51 GHz, thet power of the undesired2
harmonic is -12 dBm. This poor suppression islaited to the unbalance of the sub-
circuits and the resonant mode.

Measured phase noise is -93 dBc/Hz at 1 MHz andiB&9Hz at 100 kHz. As the loss
in the connector used in the oscillator is aboutdES at the output frequency, the
practical output power can be estimated to be altodBm.

Authors claim the this new oscillator is a verympising method to generate millimeter
and sub-millimeter signals, and suggest that thenloa shall be improved by adopting
a multi active sub-circuit (i.e., using 4 or 8 stileuits) on MMIC technology. In my
opinion this would turn the circuit into a classitapology like the 8-push or ari"8
harmonic 4-push, at best, but it would no longendestrate an'8harmonic push-push
oscillator, which was the main contribution of thadrk.

6.1.4 An Octa-Push (8-push) Oscillator at V-Band

In this paper, the authors propose what they ¢alsimplified structure harmonic
oscillator (SSHO), where a common resonator is also partefbwer combiner. No
additional in-phase power-combiners (usually nemgssn conventional push—push
oscillators) are required.

The SSHO has several technical advantages. Hmst,cbncept enables high-order
harmonic generation with high efficiency. Secords isuitable to generate with multi-
semiconductor devices.

The resonator plays a main role by working with dgput circuit to extract the desired
harmonic signal.

The eight sub-circuits operate at the resonantuéeqy of a one-wavelength ring
resonator. At the output circuit, the in-phase pos@mbining enhances the desired
eighth harmonics and the fundamental and othersiredeharmonics are suppressed.

The sub-circuits and microstrip ring resonator aesigned at the fundamental
frequency in C-band, while the eighth harmonic attgignal is experimentally
confirmed in V-band.



The sub-circuits are designed to show negativestasie at the gate port at the
fundamental frequendy.

Active device, HEMTs (Fujitsu’s FHX35LG). The openg bias voltage is +3.9V /0

V, Id = 350 mA. Max. drain voltage is +4.0 V

A microstrip open stub is connected to the drainptovide the N.R. (negative

resistance) at the gate. Another microstrip opem $¢ connected to the source for
intentional distortion of the fundamental frequensignal (to enhance harmonics).
Finally a chip coupling capacitor is mounted at tmeipling point of the S.C. (sub-

circuits) and the resonator

In order to stabilize the resonance mode at thietleigarmonic frequency, an octagon-
shaped resonator is adopted to form a discontifaityndary condition at the fourth and
the eighth harmonic frequencies. The circle-shaped) resonator resulted in

unsatisfactory performance mainly due to the inbtalof the eighth harmonic resonant
modes.

Gap capacitors of about 0.02 pF are formed at thiplog points between the output
circuit and the resonator (s = 0.1 mm, w = 0.5 mim)the previous work the output
circuit was directly connected to the resonator #x@dphase noise performance was not
so good due to the tight coupling.

The discontinuous layout of the octagon resonatat #he gap capacitor are very
important points in design used to obtain the d&dhmhrmonic signal steadily, while
improving the low noise performances.

The characteristic impedance of the microstrip bhéhe ring resonator is 1X8.

8f, (GHz) Py (dBm) (*) PN (dBc/Hz ) PN (dBc/Hz )
8" 2-push 51 -12.33 -69 @ 100 KHZ -93 @ 1 MHZ
8-push 51.8 -10.17 788 @ 100KHz -99.8 @ 1 MHz

(*) Subminiature A (SMA) connector (Gigalane, PSBpBas 6 dB I.L. at 50 GHz. Not accounted for in
the results

Suppression of the undesired signals is mostly givoth -15.33 dBc (atfj) to -45.00
dBc (at 7).

Relatively better characteristics of the output pgwphase noise and suppression of
undesired harmonics are obtained when comparedthétprevious 8 Harmonic Push-
Push Oscillator. The output power is 1.6 timesdredhd the phase noise is also much
better. However, the power efficiency is worse lbseaeight HEMTs are used instead
of two.

In both designs the output power is more than -Bidvith the drain bias voltage
varied from 3.0 V to 3.9 V. But the variation ratkoutput frequency is about 0.35 %
(from 50.96 GHz to 51.14 GHz) in th& ush-push, and 0.77% (from 51.84 to 52.24
GHz in the 8-push.

The frequency sensitivity to Vd is also higherve 8-push, probably due to the higher
number of HEMT devices [J.L. Flores].



Table IV in [13] shows the comparison with othercibbators. The authors
comparatively achieve good phase noise and outpwépin V-band in spite of using a
commercially available X-band device and a simpiacsure.

6.2 Ring Resonator based Negative Resistance Oscillators

The next four articles cover the design of singdgative resistance oscillators using
different types of resonators based on SRR and G&Riitles. The number five in the
list is about a 2-push VCO and it is the closestko our subject found to date. But it
concentrates only on the design of the resonatelsch are made from multiple

concentric SRRs.

The five works are listed below:

A Dual-band Oscillator with Reconfigurable Cavityadked 2012 Yuandan Dong,
Complementary Split-Ring Resonator Tatsuo Itoh
A Low Phase-Noise Microwave Oscillator Using a Srdie Integrated | 2011 Woo-Young Park
Waveguide Resonator based on Complementary Spii Resonator Sungjoon Lim
Design of Low Phase Noise VCO using Microstrip Cimpntary Split | 2009 Duwon Jung,
Ring Resonator Chulhun Seo,
Seungki Ko
High Quality Factor mm-Wave Coplanar Strip Reson8@sed on Split | 2011 Ali K. Horestani,
Ring Resonators Zahra Shaterian,
Said Al-Sarawi,
Derek Abbott
Low Phase Noise Push-Push VCO using Microstrip 8rQgpen Loop | 2010 Jaewon Choi,
Multiple Split Ring Resonator and Rat Race Coupler Chulhun Seo

| proceed to comment and summarize the conclusionsthese articles.

6.2.1 A Dual-band Oscillator with Reconfigurable Cavity-Backed
Complementary Split-Ring Resonator

In [31] a reconfigurable resonator is implementey lbading a SIW (substrate
integrated waveguide) cavity with a CSRR resonatuch can be configured by means
of a PIN diode switch across the inside ring sldtis is used to control the resonance
frequency.

The dual resonance frequency of the SIW-CSRR iseaell by selecting either the
single/double-ring CSRR resonator configurationm®ans of a PIN diode switch.

In the reflective cavity resonator the vias forrolased cavity structure. Access line is
CPW. SIW structures exhibit low-loss, high-qual{ity) factor, good power handling
capability, and easy integration with other plangcuits. Nevertheless, they are still
voluminous, especially at low frequencies.



Complementary split-ring resonators (CSRRs) areamaterial resonators that exhibit
negative permittivity and can be applied to minieted and high-Q microwave devices
[14].

SIW cavity loaded with a CSRR resonator is ablegenerate lower frequency
resonances compared with the dominant waveguidee mesllting in size reduction.
Thus, miniaturization is obtained by loading thisetematerial resonator. The
experimental results indicate that hi@hand low phase noise are achieved.
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Fig.70. Reconfigurable SIW-CSRR resonator and reflection coefficient (simulated) [31]

This resonator is used to implement a C-band loasphnoise dual-band reflective
oscillator. When the PIN diode is ON, the CSRR Ipees a double-ring resonator and
the resonance frequency of the SIW-CSRR resonatmsddown to 2.71 GHz from the

3.82 GHz obtained with a single-ring CSRR whendioele is OFF. The figure of merit

(FOM) is calculated as

FOM =-L(Af) + 20Iog( fo Af ) —10log(P)

wherelL is the phase noise at the offad} fo is the oscillation frequency aR{mW) is
the DC power consumption of the VCO.

[Coment by JL Flores]

It should be pointed out that these two resonaresuéncies can be easily adjusted by
changing the split length, as well as the lengtth ardth of the two ring slots of the
CSRR. Rings separation affects the equivalent ¢apae of the SRR.

The outside microstrip line length does not afféde resonance frequency, but can
change the phase of the reflected wave, which isn@ortant parameter for oscillator
design. This length is adjusted for establishing riaquired negative conductance and
meeting the oscillation conditions at the two reswe frequencies.




6.2.2 A Low Phase-Noise Microwave Oscillator Using a Substrate
Integrated Waveguide Resonator based on Complementary
Split Ring Resonator

Here is an interesting artic[82], very useful to complement 6.2.1 with noticdsout
SIW and discussions on Q factor, phase noise afmRO8iniaturization [JL Flores]

For reducing phase-noise, it is important to inseeeesonator’s loaded-Q factQr =
Qu/ (1+ p.) as Leeson’s model denotes, whexe Q,, andp. are the loaded Q-factor,
unloaded Q-factor, and coupling coefficient to restor, respectively.

Waveguide-like structures called a substrate iatiegr waveguide (SIW) have been
synthesized in a planar form by using metallic araays in a printed circuit board
(PCB) or low temperature co-fired ceramic (LTCClucB SIW structures largely
preserve the advantages of conventional rectangidaeguides, such as low loss, high-
Q factor, and high power capacity, etc.

Split-ring resonators (SRRs) and complementary-gply resonators (CSRRs) are sub-
wavelength particles showing a strong self-resormattavior with high-Q factor in
nature, and many researchers have used thesetbasfettie CSRR in the SIW cavity
resonator design

The SIW/CSRR cavity resonator consists of two niegdl via arrays in a substrate to
form the electric side-walls in a dielectricallylldd rectangular waveguide. The
propagation mode of the SIW is very similar to thE;; mode of a rectangular
waveguide. Thus, the resonant frequency of SIWtgavidetermined by andW like a
rectangular waveguide cavity resonator. Spaces daegtwias and via diameter are
determined in order to optimize return loss andertign loss. Consequently, the
structure has almost no leakage along the guideeabvperating frequency. They use a
via hole diameter of 0.8 mm, and via spaawd.5 mm.

Width and length of the stepped access lines torésenator determine the phase
response and a coupling level to the cavity. Acdems and CSRR are designed to
maximize the unloaded Q factor of the cavity, wHiglfows the equation

(1) 1/Qu=1/Qc + 1/Qq¢ + 1/Qeak

whereQ., Qq, andQeax are the Q factors of the conductor, dielectric, adkage losses,
respectively.

Access line is made of 68 and 95Q microstrip sections with lengths adjusted to
satisfy the oscillation conditions at the gate side

From Eq. (1), the measured unloaded Q factor of-SI8RR cavity is calculated to be
1960, while without the CSRR it was only 350. Theanance occurs at 9.3 GHz

The CSRR not only increases coupling level betwbhermicrostrip and cavity, but also
increases the Q factor of the SIW-CSRR resonatbigiwis employed to implement a
low phase-noise oscillator.



6.2.3 Design of Low Phase Noise VCO using microstrip CSRR

In [33] the phase noise of a VCO using a micros@iRR is reduced by 19 dB
compared with that of the conventional VCO usinmiarostrip line resonator in the
tuning range 5.7-5.8 GHz

The phase noise of VCO depends on the Q factohefrésonator. But the resonator
using a microstrip line has the limitation for redthg the phase noise because of the low
Q factor.

Fig.71. Photograph of the microstrip CSRR used in [33]. CSRR dimensions are 6x2 mm* with 1 mm

separation. It presents a sharp notch of -57.67 dB at 5.75 GHz (measured).

An array of CSRRs etched on the center line of eresirip (see Fig.71). A deep
rejection band is obtained around the resonantuéecy of the CSRRs (5.75 GHz) with
sharp cutoff in stopband. As shown by experimergsllts, a rejection notch of -57.67
dB is measured at the resonance frequency.

The microstrip CSRRs have more high rejection pitgpand high-Q compared to
conventional microstrip line resonators. Lower ghasise than the conventional VCO
have been obtained by this structure.

6.2.4 High Q Factor mm-Wave Coplanar Strip Resonator Based on
Split Ring Resonators

This paper [34] demonstrates the design of highlitgyutactor coplanar strip (CPS)
resonator using SRRs in a 90 nm CMOS process, wkicpplicable in a 60 GHz
oscillator.

The main drawback of CMOS technology in the mm-waagme is the fact that due to
low resistivity of the silicon substrate, passivemponents suffer from substrate
conductive loss, and as a result design of higha€of passive components in this
technology is a challenge.

For a conventional/4 short ended TL, resonance occurs at a frequeheyel’;, phase
is 0° andl'j, phase changes linearly with frequency. A resorafQris determined by
the rate of deviation dfi,(f) from I (f;).



To modify TL frequency response, split ring resomataligned with the slot of a
Coplanar Strips CPS line and placed in lower mistggrs are able to inhibit wave
propagation in a narrow frequency range below owvatihe resonance frequency .

Since the resonator’s Q is directly proportionathe deviation rate dfi,, the quality
factor issue in TL resonators in CMOS technology ba addressed by using SRRs to
increase the deviation rate around the resonaegedéncy and consequently increasing
the quality factor.

The proposed structure is composed of a short endadentional CPS designed to
operate as a balanced quarter wavelength resaaadOr GHz, and SRRs symmetrically
laid out below the slot between the CPS strips litaia high inductive coupling at

resonance and improve the resonator’s quality facto

In order to achieve a high-Q SRR based CPS resgilagointroduced SRRs were tuned
to resonate at 65 GHz. The rejection band causesR#iys leads to increased phase and
amplitude deviation rate of th&, at frequencies above the resonance frequency.

From a normalized input impedance plot, the SRRiédaCPS resonator shows a
narrower —3 dB bandwidth compared to the conveatioesonators, which implies a
higher quality factor. A Q = 17.7 is obtained at®Hz, which is a 52% greater than the
11.6 value from the conventional CPS resonator.ifipet impedance of the CPS-SRR
is also 2 dB higher at resonance which would resudtwer loss and thus lower power
consumption in oscillators.

6.2.5 Low Phase Noise Push-Push VCO using Microstrip Square
Open Loop Multiple Split Ring Resonator and Rat Race
Coupler

The use of multiple concentric rings is studiedBj

The phase noise of VCO in the*lfegion depends on the value of the Q factor of the
resonator. A larger coupling coefficient of the amator improves the quality factor
value. A basic idea to increase the coupling coetffit of the resonator is to use
multiple concentric SRRs with increased distributadacitance.

A square-shaped multiple SRR consists of N conmesplit rings. As N increases a
progressive increase of the distributed inter-oagacitances and reduction of the ring’s
inductance takes place. But above a certain valueN,0as the rings become
progressively smaller, the increasing rate of ttaltdistributed capacitance and the
decreasing rate of the total inductance are legsfgiant. The resonant frequency of a
multiple SRR can be reduced appreciably up to fimgs. The introduction of further
rings may be used for fine tuning.



(@)

Fig.72. The microstrip square open loop resonator (a) and Microstrip square open loop multiple SRR (b)
compared in [8]. Measured respective rejections are - 38.8 dB and -86.3 dB at 2.9 GHz, showing the higher
rejection and steeper skirt performance of (b).

Square-shaped multiple SRRs exhibit larger couptiogfficient and higher frequency
selectivity than conventional SRR, and have alrdssbn used (magnetically coupled to
a microstrip) to fabricate efficient stop-band stwies. They are a potential candidate
for the design of low phase noise VCO due to timeproved quality factor Q.

The Q factor can be improved by increasing the alutapacitance and inductance of
the rings, which is accomplished through a decre&#iee inter-rings separation and the
separation between multiple-SRR structures. Thh blgctric and magnetic couplings
obtained with this structure translate to high e¢ggm stop bands. (Electric coupling
between concentric rings, magnetic coupling betwdgarent multiple-SRRs and with
the microstrip).

[Comment from JL Flores]

A weak point in this paper is that the authorsroléd have implemented a 2-push VCO
but make no mention to its design, and in partictdathe stabilization of the odd
oscillation mode (out-of-phase sub-oscillators),iockhhas been one of the difficult
aspects found in my study. The authors just She“correct phase difference between
the sub-VCOs is enforced by a properly designedosticp ling’



Conclusions

The Complementary Split Ring Resonators or CSRR saitewavelength particles
which offer a good potential for reducing phasesaan oscillators thanks to their small
dimensions and higher Q factor as compared toickssproaches to planar resonator
design by means of stubs ended in short or opeunitir

A good fitting of both the amplitude and phasetd 2 port parameters is essential to
use the lumped element CSRR models in the desigasohator coupling networks for

2-push oscillators, where the achievement of theoéphase or odd oscillating mode is

critical to obtain the performance benefits of thesuctures.

The only means of extracting information about tseillating mode, frequency and
level from a 2-push is by performing a nonlineamation. The time domain
integration is the most straightforward approacthts end, as it converges to the stable
solutions which are observed in practice —provittexicircuit models are adequate and
operate under their validity range. But this metidot practical when the schematic
contains high frequency tuned resonant structuneskaas decoupling circuitry with
low frequency filtering components; the time intgyn required to reach the stationary
regime is very long, and the integration step nhestsmall to accommodate the high
frequency solution. An additional limitation comiesm the use of distributed element
models in the schematic, which slows down the s because every component
needs to be characterized in the frequency bandlysiie time step. As an example, the
simulation of a 2-push in 0-100 ns with a time gn&gion of 0.01 ns required the
characterization of the distributed elements ufpG® GHz and lasted 5140.36 seconds
(1 hour and 25 min.!)

The characterization of components up to such figgluency is limited by the validity

of their models. And we must assume that the sitimmnaeached the stationary regime
within the first 100ns. Of course we can simulaiager times at the cost of extra
computing time. Optimizing a design under such tiahi analysis capability is not

practical, so we used Harmonic Balance, which fsequency domain technique, to
solve the previous problems as it reaches the wistate regime directly. But Harmonic
Balance alone can only explore a limited numbersolutions and it may give

unrealistic results (non observable or unstabletswls) as well.

To help HB explore and converge to a broader sesofiitions we have used the
technique known as Auxiliary Generator. With it Wwave been able to induce desired
and non desired oscillation modes in the 2-pusictires and HB has converged at
many of them. Unfortunately there is no means sfijuishing the observable (stable)
solutions from the unstable ones, unless we applyndinear stability analysis on them.
The stability analysis implemented in this projest based on the small signal
perturbation of an oscillatory solution and therastion of a cause-effect transfer
function H(s) whose poles are identified to deteienivhether they are in LHP (stable
solution) or in RHP (unstable). The frequency resgoH(jp) is obtained from the
linearization of the system about the steady stagéme imposed by the large signal
oscillation. Then pole-zero identification is perfeed by modelling H(s) as a quotient
of polynomials to fit the frequency responsed)(]



More simple to say than to apply; the pole-zermiidieation requires splitting H@) in
sub-bands of frequency to reduce the order of tf® plolynomials. Sub-bands must
overlap with each other and a separate identiboais performed on each one. The
rational function H(s) is optimized to fit the frégncy response Hf) in a sub-band of
frequency, but as H(s) is defined in the whole clexpplane, it always gives
extrapolated information. It then may happen tledépin RHP are found at frequencies
outside the input data during the identificatioragiarticular sub-band. In that case the
suspicious poles must be looked at in detail byyaireg another sub-band containing
their frequency; this must be done before extrgcamy conclusion relevant to the
stability of the oscillatory solution.

We exclude form the analysis those poles appeatrfgequencies above thedf the
active devices, and also the poles with a very ngglt part, as they are not dominant
and have a negligible effect on the system’s respon

The stability analysis must be performed on evelyt®on found in the system. If a
solution is found with no poles in RHP it may be tbne that we will observe in
practice. But we must discard other possible smhsti The AG analysis is valid for
Periodic and Quasi Periodic solutions, but it cahfimd Chaotic type responses, which
may exist in a nonlinear system. It is importantnduce as many oscillatory solutions
as we suspect that the system can have; this ie tgnsetting different parameter
values in the Auxiliary Generators. For instanca i@-push oscillator we may expect
solutions with the two sub-oscillators in-phaseot-of-phase, but both can not happen
at the same time (for a given configuration of thecuit), so one of them will be
unstable. If both are unstable, then the systemahdsferent solution which may be
guasi periodic or chaotic. We were not interestethbse solutions, so we have only
analyzed the stability of the even and odd modesshaave modified the circuit in order
to stabilize the odd mode, which is the wantedtgmiuin a 2-push. We found that the
insertion of a small value resistor in series Wit Source stub in the transistors offered
a means to stabilize the odd mode solution. Theesyslominant poles were plotted for
different resistor values and it was found thatadue around 7-8 ohm produced the
lowest negative real part on the system’s domipalés.

The 2-push using a CSRR based resonator couplimgrieachieves a stable odd mode
with a second harmonic output {Péf +3.7 dBm at 11.5 GHz £ 5.75 GHz).

The 2-push using a resonator coupling network n@dmicrostrip stubs achieves a
stable odd mode with a second harmonic outpy} (#f+7.0 dBm at 10.54 GHz (&
5.27 GHz).

There is a double explanation for the frequencyetthce between both oscillators.
First, the stub resonator was tuned at a lowemngaqy to avoid harmonic resonances
(at 2f, 3f....) which appeared at the small signal DC analgsid were difficult to
eliminate. We initially paid a big effort to assut&t the oscillations would start at the
wanted frequency only, because we had trouble wiithesired oscillation modes in
previous designs during their characterizationh@ tab. Secondly, the higher quality
factor Q of the CSRR resonators has the effectthigalarge signal oscillation is close to
the small signal resonance where the start up tondis achieved. This is directly
related to the slope of the small signal admittanoeaginary part at its zero crossing,
which takes place at the resonances.



The CSRR based 2-push resonates at 5.67 GHz giibpa of +147 mS/GHz, and its
large signal oscillation has the fundamental freqyd, = 5.75 GHz.

The microstrip stubs 2-push resonates at 4.07 Gitzanvslope of +42.6 mS/GHz, and
its large signal oscillation has the fundamentadjfrency § = 5.27 GHz.

The small signal analysis is the easiest tool te when designing circuits, even
oscillators, as it allows for a rapid optimizatiohthe circuit elements to verify the start
up condition at the desired frequency. But spendoagmuch time on this is not very
efficient because in the end the solution is adasignal oscillation. As soon as a small
signal oscillation starts growing in a circuit, olgas are produced in the impedance of
its nonlinear elements (capacitors, current sourgethe resonances move and some
disappear. From the experience gained during tfoge@ | believe that rather than
fighting to eliminate undesired small signal reswes, it is more appropriate to
perform a nonlinear analysis with the frequencyhef Auxiliary Generators set close to
the suspicious frequencies, and if convergencehseaed then performing a stability
analysis of the solution. It is always preferabi¢ to have undesired resonances, but in
some cases it may be very difficult, even impossitd get rid of all of them. And after
the nonlinear analysis we may find that those rasoes did not produce a steady
oscillation. There must be a trade between thelsmnal large signal analysis until the
desired performance is achieved.

High slope values on the imaginary part of the $sighal admittance at the resonances
are also related with low frequency sensitivityntmse fluctuations, and thus a reduced
phase noise. In order to simulate the phase npisetrsim of the oscillatory solutions
we needed to add bias dependent noise sourcesetdrahsistor model; they are
responsible for the Shot and Flicker noise affectilose to carrier phase noise. But the
noise simulations performed with this extended rhditk not produce credible results;
close to carrier phase noise was not being coyracttounted for. By fitting an Angelov
model —which includes bias dependent noise souveesliscovered that the simulated
phase noise spectrum showed differences dependinghether the internal noise
sources were used or replaced by external sountiesdentical parameter settings. We
conclude that the phase noise contribution fronbiae dependent elements is probably
computed by equations in the simulator used (ADS2@Md it is not the result of a
nonlinear analysis converging to a solution. Thia ihypothesis only but the results are
conclusive.

From the phase noise spectrum computed using tigeldw transistor model, we have
obtained a much lower phase noise in the CSRR bagpesh of about -110 dBc/Hz at
10 kHz offset from the carrier, compared to -80 fEcat 10 kHz obtained with the
stub based resonator 2-push.

These results confirm that the high Q factor of @®RR based resonator (verified by
measurement) contributes to a reduced phase moike R-push oscillator.
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A I. Determination of the eigenvectors and eigenvalues
for the 2-push coupling network

Writing relationship between currents and voltagea linear two port represented by
its admittance matrix parameters, and imposingctrition [Y, ][V = A [V in order to
find the eigenvalues and eigenvectors of][We obtain

YV +YRV, = AV,
YoMy + YoV, = AV,
which is equivalent to
(Y =AW +Y,V, =0
YoM +(Yy, = A) IV, =0

any linear combination of the above equations leéadse expression
(Yll -A) W+ YV, +a-Yo\, + a'(Yzz - A) v, = 0
with o being any complex value. A general condition retathe two components of
Vis
YutaY, -4
ayY,+Y,—-aA

Voo
Vi

if we impose the equal amplitude conditibfy/V,| =1 the former expression becomes

_ Y11+aY21_A :e]g : QD[O,ZiT]
avY,,+Y,—aA

Thus the eigenvectors of equal amplitude terms ltagdormV , = A, E(l ejg)T, with

Ay being the voltage amplitude of th@”“oscillation mode, and the corresponding
eigenvalues verify

- Yll + aejeYZZ + qYZl + ejeY12
1+ ae’g

Ay

In case of a symmetrical (¥ = Y22) and reciprocal (¥ = Y12) coupling network the
former expression simplifies to
io
a+
Ag =Y, t

Y
1+g 12

6
The modes with anZN phase shift between adjacent nodes have, foN## casef

values of 0 and, whose corresponding eigenvalues &e (z,n =0, 1)

/]o :Y11+Y12
/]1 :Y11_Y12



A Il. Selection of the transistor model

1 -Transistor bias
Transistor model: NE3210SEE_HEMT1_Model (ADS).

The maximum trans-conductance of the resistiveineatity 1ds(Vgs,Vds) for VDS =
2V takes place at VGS =-0.2V

0.06 ~0.078

m1
DC_FET1.VGS=-
Gm1=0.073

Max

F0.065

10.052

IDS.i[m k]
Jwo

IDS.[:: k]

10.039

10.026

F0.013

— ‘ I ‘ — ‘ [0.000
1.0 0.8 -0.6 04 -0.2 0.0 0.2
DC_FET1.VGS

VGSQ

In order to maximize the output at the second haimwe have set the bias VGS = 0V
and VDS = 4V.

7 Pin=-5t0 0 dBm
0% /’_’N

20— H2

dBVdrain

40— H3

-10 08 -06 -04 -02 00 0.2 0.4 0.6

The next schematic has been used to simulateahsistor behaviour:



; : 1
= v_be R71 I DC_Feed = v_De
SRC16 R=3 kOhm - SRC15
= Vde=Vg V § DC_Feed1 I Vde=4.0V
DC_Block
DC_Block9
DC_Block - || Vo
DC_Block10 MR R
| | ?ESZWOSOW Modelo2S Rr2
P_1Tone 7 11 ) @sjvz X24 —oaeio R=50 Ohm
PORT1
Num=1
Z=50 Ohm — —
P=polar(dbmtow(Pin),0) —=
Freq=fr GHz e
2 — Layout

Transistor Artwork isARTW_NEC_mdIl_S01from the NEC ADS Design Kit, Release
V.1.5, 2/10/2005, available http://www.cel.com/static.do?command=adskit&group=4
It is installed in the folder C:/Users/Default/ NE@GdI_kit_v1.5 library

Chip components layout downloaded frdohanson Tech.

3 — Model

The TOM Model from the NEC library component NEC IndE3210S01 is not used
because it does not reproduce the saturation dbthérans-conductance. This model is
defined in the range 0.1 to 22.5 GHz with Bias: ¥d4/+3V and Id =5 to 30 mA

The model used is an Agilent EE_ HEMT1, which waseady available in the

Department. Its simulated performance, as compardde TOM model, is shown in
the next plots. Information from the datasheetss ancluded for reference.

Comparison of NE3210S01_Modelo2S and TOM model kitimns with datasheet:

TOM model EE_HEMT1 model
DRAIN CURRENT vs.
GATETO SOURCE VOLTAGE Vds[0] SP1.Vgs[0] Vds[0] SP1.Vgs[0]
= A @ 2.000 -0.480 2.000 -0.516
// . 1000*Ids.i[145,0] DC.Vgs[145] 1000*Ids.i[137,0] DC.vgs[137]

_ = "4 = 10.180 -0.480 10.003 -0516
< { 120
E 40 / &0 m1 L m1
] \Y s0-|Vgs=-0.480 pz Vgs=-0.516
= \ 1000*1ds.i[0]=10.180) 7 50-/1000*1ds.i[0]=10.00:
B 0 45 0 7 F B m 60
] f / m2 80 404Mm2
s} S 404Vgs=-0.480 3 S " |vgs=-0.516 2|
£ om A 2 £, 11000°Gm1=50.392 [ o g, [1000Gm1=56.14 w 9
s g E( s Ei

. S 20 3| g 3

0 - l—40 < 204

/ 10— 20
o ] o ot I 10—
-2 10 48 06 44 02 o 02
T T T T T T T
Gate to Source Voltage, Vas (V) A2 -1.0 08 06 0.4 0.2 0.0 02 42 ,1‘0 ,0‘5 ,0‘6 ,0‘4 43‘2 Q‘u 0.2
Vgs Vg

The reference datasheet is: NEC’s Super Low Noidé&HT - NE3210S01. California
Eastern Laboratories, 07/01/2004



The next plots compare the simulated gain and rfacter from the EEHEMT1 model
with the datasheet information.
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A lll. Comparison of Device Noise Models

Angelov_Model (Angelov (Chalmers)
Nonlinear GaAsFET Model)

EE_HEMT1_Model
EEsof Scalable Nonlinear HEMT Model

B TTdb == Cdso

Thermal noise of resistance Rg, Rs, Rd, Rgd
{7

Af
Thermal noise of resistance Ri:
) _

Af

Tg’ = Tg([1+(1+tanh (")) - |tanh(aVDS]| -(1+Lambda - Vpg)])

= 4kT/R

4kTg /Ri

whereY, a, are functions calculated for thg equation.

Thermal noise generated by Rg, Rs, Rd, Rig
Rid, Rdb:

<i’> _4kT
Af R

Drain and Gate noise sources, and their
correlation (NoiMod=1)

(i)
“2_ 4kTg, NoiseP

Channel noise generated by the DC trans-
conductance g:

Af n
{_2) <iy. > 8kTg,
L 2 2 = = .
g _ 2 ATni
A 4k T Cgs " NoiseR/g, Af 3
(Eg.i )
gAf = jNoiseC4kT C, ©/NoiseP - NoiseR
Ids Flicker Noise (NoiMod=1) Flicker and Shot noise sources are not
2 Af included.
(I’ﬁ) ~ 4kTg, P Fnc KﬂDS
Af f },ch They are to be modeled by connecting bias-

Igs, Igd Shot Noise and Flicker Noise

L2 A
(%) Kf]
ﬁ — ZqIGS+ - -

AT FFe

2 A
O ksl
_ga. = zq[GD_‘.i

Af fch

dependent noise sources external to the de

ice.



