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Populated coastlines influenced by tropical cyclone (TC) prone areas call for flood risk hazard assessments,
including knowledge on the probability of occurrence of major TC-induced significant wave heights. Due to
the scarcity of TC historical records, extreme value analyses often rely on fitting generalized extreme value
distribution functions to extrapolate longer return periods. This paper describes a methodology that allows
to obtain deterministic estimations of the tail probability distribution using long collections of high-fidelity
tracks that reproduce similar historical diversity and frequency trends. Given the large dimensionality of the
problem (spatiotemporal variability of track geometry and intensity), we implement a track parameterization to
easily identify storms in a parametric space. A hybrid approach significantly reduces computational resources
by enabling to narrow the number of non-stationary numerically simulated cases forced with vortex-type
wind fields parameterized using the Holland Dynamic Model. The proposed surrogate model, HyTCWaves, is
trained with a selected subset of maximum significant wave height (MSWH) spatial fields to which a Principal
Component Analysis and interpolation functions are performed. Results show a useful approximation of spatial-
based regional extreme value distribution of MSWH induced by TCs. The proposed model is applied to the
target location of Majuro atoll.

1. Introduction

Tropical cyclones (TCs), also known as typhoons or hurricanes, are
among the world’s most destructive natural disasters, bringing strong
winds, heavy rainfall, large waves and storm surges that devastate
property and cause loss of life (e.g. Chu and Wang, 1998; Diamond
et al.,, 2012; Stephens and Ramsay, 2014). Substantial research has
been directed to assess the wide range of hazards (Mori and Takemi,
2015; Puotinen et al., 2016; Young, 2017; Cagigal et al., 2022) and
damaging impacts (Emanuel, 2020; Ye et al., 2020; Sajjad and Chan,
2020) over increasingly populated coastlines affected by the passage
of TCs, including the potential catalyst effect of compound events,
i.e. with king tides (Leonard et al., 2014; Fakhruddin et al., 2022).
Moreover, policy makers responsible for flood risk management and
coastal defense infrastructures generally require probabilistic analysis
that provide the design wave height for standard return periods, 100-
year, or even higher, for instance the 1000-year return values used by
the United Kingdom for coastal flood boundary conditions (Environ-
ment Agency, 2018). The extreme value (EV) theory seeks to assess
the probability of events that are more extreme than any previously
observed. Return values for wind and waves are fundamental to assess-
ing the risks associated with human activities, but their computation
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is complicated by the paucity of observational records (Breivik et al.,
2014). Particularly when dealing with TCs, only short collections of
historical data that span for less than five decades can be gathered
at a certain target location. Therefore, long return values can only be
extrapolated well beyond the range of available data (Caires, 2011)
with the common use of generalized EV distribution fittings. However,
long return period estimates carry a great deal of uncertainty.

Here we aim to address this issue by using high-fidelity storm tracks,
namely synthetic storms, which allow to generate large samples of
thousands of tracks while preserving historical probability distribution
functions of TC parameters and temporal correlation. Nevertheless,
dealing with huge amounts of tracks would mean very intensive com-
putational demand to characterize wave climate using numerical sim-
ulation of wave propagation processes. Alternatively, past studies have
accounted for successful applications of hybrid downscaling methods
(Camus et al., 2011, 2013; Antolinez et al., 2018; Anderson et al., 2021;
Ricondo et al., submitted) that combine dynamical simulations with
statistical techniques allowing to interpolate the dynamical response
of a dataset based on a reduced number of simulated output cases,
given that such subset is selected ensuring that it is well distributed
and explores the full dimensional space. We incorporate the use of a
surrogate predictive model trained with precomputed waves based on
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high-fidelity simulations offering satisfactory accuracy and enhanced
computational efficiency (Smith et al., 2015). Past studies have already
established advancements for the application of surrogate modeling
techniques for storm surge prediction (Jia et al., 2016) although, to
our knowledge, this is the first attempt to predict spatial distribution of
maximum TC-induced waves. Moreover, principal component analysis
(PCA) is integrated as a dimension reduction technique to enhance
computational efficiency.

The focus of the current study is to implement and evaluate the skills
of the preliminary proposed methodology to assess the EV distribution
of maximum significant wave height (MSWH) due to TCs in a target do-
main. Both the study site and the data used are presented in Section 2.
The subsequent steps of the proposed methodology are explained in
Section 3, while the EV distribution and the obtained results are shown
in Section 4, followed by summary and discussion in Section 5.

2. Application area and data
2.1. Study site

The methodology presented in this paper can be applied to coastal
areas surrounded by open waters and subjected to TC activity. Here
we have chosen the area of Majuro, the capital of the Republic of
the Marshall Islands, to apply HyTCWaves. These archipelagic islands
are located in the north-west equatorial Pacific (Fig. 1a), particularly
at the east of the most active concentration of TCs in the western
tropical Pacific basin which is located between the Philippines and
Guam (Camargo et al., 2007). Majuro is an atoll formed by many little
low-lying islands which make them extremely prone to storm surge-
induced flooding due to TCs. The area of influence of the study site is
moderately exposed to TCs with a mean annual rate of 0.6 events/year
for the last 60 years, according to historical records (Knapp et al.,
2018). However, devastating events were documented by Spennemann
(1996) with a storm surge that washed the entire southern part of
Majuro (typhoons in 1905, 1908) as well as severe inundations due
to TC Alice (1979). Moreover, Ford et al. (2018) compiled damaging
impacts due to more recent TCs (Pamela 1982, Roy 1988, Axel 1992,
Gay 1992, Paka 1997).

2.2. Bathymetry

In this study, the bathymetry resulted from a combination between
the GEBCO (General Bathymetric Charts of the Ocean, http://www.
gebco.net) global bathymetric dataset, and a high-resolution nearshore
bathymetry dataset available for Majuro atoll (Fig. 1a). The GEBCO’s
gridded bathymetric dataset (GEBCO_2019 grid) is a global terrain
model for ocean and land providing elevation data on a 15 arc-second
interval grid (equivalent to ~450 m spatial resolution). However, this
global dataset lacks resolution for the low-lying islands of the study
site. For that reason, a topobathymetric digital elevation model for
the Majuro atoll was developed by the U.S. Geological Survey (USGS,
https://www.usgs.gov/) in collaboration with the U.S. Department of
Interior (DOI) Pacific Islands Climate Science Centre (PI-CSC), in order
to support the modeling of storm and tide induced flooding. Its grid
spacing is 1 m, and it includes the Majuro atoll and extends offshore to
a depth of at least 71 m (https://doi.org/10.5066/F7416VXX).

2.3. Tropical cyclone databases

The TC input data is collected from two storm track databases:

(a) Historical database: the IBTrACS v04r00 database (International
Best Track Archive for Climate Stewardship; Knapp et al., 2018)
compiles global available records of historical storm tracks from
1851 onwards, and it combines track and intensity estimates
from several observational sources (Knapp et al., 2010). IBTrACS
includes the track location (longitude and latitude), the sea
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level pressure and the maximum wind speed (MWS) at six-hour
intervals. In this study we have used the World Meteorological
Organization (WMO) dataset, which provides the official pres-
sure and wind speed data reported by the responsible agency at
every location, in this case the RSMC Tokyo which is operated
by the Japanese Meteorological Agency (JMA).

(b) Synthetic database: for the purpose of this study, high-fidelity
tracks generated by Nakajo et al. (2014) are employed to demon-
strate the application of the proposed methodology, however
other synthetic databases (e.g. Emanuel et al., 2008; Bloe-
mendaal et al., 2020; Nederhoff et al., 2021) or a combination
of several databases could be selected instead. These synthetic
tracks from a global stochastic model are sensitive to the joint
probability distribution functions of TC parameters such as the
track, sea level pressure and forward speed, as well as temporal
correlations, thereby reproducing the frequency of TCs and di-
versity of track geometry. Synthetic tracks include information
of the longitude, latitude, time and sea level pressure.

In this study, an area of influence to evaluate TCs-induced waves
is established as a 4 degrees radius circle centered in Majuro atoll
(~450 km radius). Then a subset of storm tracks that enter and/or
cross the circle area is extracted from both historical and synthetic TC
databases (Figs. 1b and 1c respectively), with 37 historical storm tracks
during the period from 1951 until 2021, and 10,064 synthetic storm
tracks. This large subset overcomes the shortage of historical events
for this particular region. In order to illustrate the TCs intensity in
Figs. 1b and 1c, the track line color indicates the TC category 5, 4,
3, 2, 1 corresponding with minimum central pressures lower than 920,
944, 964, 979, 1000 mbar respectively, while category 0 accounts for
tropical storms with central pressures higher than 1000 mbar. While
the historical subset intensities range between lower categories (0-2),
the synthetic subset intensities include all categories (0-5).

3. Methodology
3.1. Overview

The proposed methodology aims to estimate the wave climate EV
distribution induced by TCs in the atoll of Majuro and its immedi-
ate surroundings. A standard approach would perform a dynamical
downscaling of historical events that crossed or occurred near Majuro,
simulated with hindcast wind fields forcing, to conduct an EV analysis
fitting to characterize the tail distribution of extreme significant wave
heights at particular locations. However, this approach is very limited
to the number of occurrences, as TCs are scarce phenomena both in
time and space. Moreover, the available and statistically representative
period of historical records is too short when the interest is to character-
ize the EV distribution for return periods of 100 years or more, meaning
that estimates must be extrapolated with a high degree of uncertainty.

Alternatively, a hybrid approach is proposed in order to overcome
those limitations. On one hand, high-fidelity tracks are employed to
significantly populate the sample of historical storm tracks, being ac-
countable for thousands of years so that the tail distribution needs
no extrapolation. On the other hand, a surrogate model is proposed
to unload the number of dynamical simulations as it is impracticable
to numerically simulate thousands of events. Moreover, the hybrid
approach includes the use of statistical and clustering techniques that
allow to reduce the computational resources demand.

Regarding the generation of high-fidelity tracks, the approach used
by Nakajo et al. (2014) basically employs a stochastic downscaling
method based on Monte Carlo simulations for a sequential development
of TCs calculated statistically from given statistical parameters of TC
data. Therefore, artificial tracks are sensitive to the approximations of
joint probability distribution functions, by using Principal Component
Analysis, of several TC parameters and temporal correlations.
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Fig. 1. (a) Study site location of Majuro atoll; gray dashed line encloses the numerical simulation domain and the corresponding GEBCO’s bathymetry; blue line zooms the Majuro
atoll area; (b) historical, and (c) synthetic storm track subset extraction within a 4 degrees radius circle centered in Majuro.

Fig. 2 illustrates the flow chart of the HyTCWaves methodology,
which is composed of the following steps: (a) a stochastic sample of
historical and synthetic database events is collected and extracted for a
4 degrees radius circle area of influence, (b) storm tracks are parame-
terized in terms of a reduced number of variables which characterize its
main attributes while reducing the dimensionality of the problem; (c) a
selection method is used to generate a subset that preserves TC diversity
for a given target location; (d) TC-induced waves are obtained by
running dynamic non-stationary simulations forced with parameterized
time-varying vortex-type wind fields for each storm track; (e) the spa-
tial wave conditions for the remaining non-simulated database tracks
are reconstructed using PCA coupled with an interpolation technique
based on radial basis functions (RBFs); and (f) calculation of the EV
distribution. The shaded text boxes (Fig. 2, right column) correspond
to the standard dynamical downscaling approach.

The following sections describe in detail the methodology steps,
and present the results obtained for the study site as an example of
its applicability.

3.2. Track parameterization

The fundamental idea of surrogate-based models is to build a pre-
dictive model that is computationally efficient and capable of approxi-
mating the value of a function (Goldstein et al., 2019; Anderson et al.,
2021). The standard approach includes a learning phase with training
examples of past events, linking the design parameters and its corre-
sponding time-varying dynamical response. Therefore, a set of input
parameters must be defined to train the surrogate model. The choice of
such parameters, in this case, is conditioned by the following criteria:
(a) parameters must be available from the storm track database, and (b)
parameters must be representative of the track geometry and intensity.

The TC database composed of both historical and synthetic tracks
have three common variables: longitude, latitude (location of the storm

HyTCWaves

Stochastic sample
Historical & synthetic events

Track parameterization
Parameters {Pmin, Vmean, &, v}

Storm selection
Historical events

Selection
MDA

Numerical modelling
Vortex-type winds

Numerical modelling
Hindcast winds

Reconstruction
PCA, RBF

.._______________.______\

Extreme Value Distribution
of TC-induced wave height

Fig. 2. Flow chart of the HyTCWaves methodology (left column) and the standard
dynamical approach (right column).

eye) and central pressure. Besides, the forward speed can be derived
from successive storm coordinates. The parametric space aims to ex-
plore the diversity of events and to represent each storm by a low-
dimensional vector. For that purpose, a simplification of the track
geometry within the influence area of 4 degrees radius around Majuro
is proposed (Fig. 3) in order to reduce its dimensionality into a small
number of variables given by the following geometric, kinematic and
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Fig. 3. Storm track parameterization. (a) Real versus (b) parameterized storm tracks. From left to right: sketch, historical and synthetic tracks.

dynamic parameters, which constitute the surrogate model predictor
inputs:

(a) Delta (6), azimuth of the storm entrance point in the circle
influence area;

(b) Gamma (y), azimuth of the mean direction within the circle
using the entrance and exit coordinates;

(¢) P,;,, minimum central pressure along the storm track coordi-
nates within the circle; and

(d) V,ean» mean forward speed within the circle.

Fig. 3 (left column) illustrates the comparison sketch of a real track ge-
ometry versus an approximated track with the ad-hoc parameters. The
hypothesis of constraining the track morphology with a constant for-
ward direction (meaning a straight track) simplifies the intrinsic com-
plexity and it allows to represent storm events in a 4-dimensional para-
metric space. The neglected discrepancies are generally small within
the local area of influence, since real and synthetic storms show seldom
sinusoidal tracks (Fig. 3, upper row). However, this assumption may
limit its applicability in target areas where tracks may be generally
more erratic, recurving and convoluted as reported in past review pa-
pers (Terry and Feng, 2010; Sharma et al., 2020). A second hypothesis
implies that storm intensity is constant along a whole event within the
influence area, and the minimum value is set to account for the most
adverse possible events. Moreover, the impacts over Majuro will largely
depend on the intensity, the RMW, V.., and the minimum distance
from land.

All the extracted TCs from historical and synthetic databases for
the influence area around Majuro are parameterized, and its results
are shown in Fig. 3, where real versus parameterized tracks can be
compared for both historical and synthetic tracks. It can be noticed the
straightening effect between the circle’s entrance and exit coordinates,
and the low ratio of quasi-straight and sinuous tracks. Here a 4 degrees
radius was established as a balance between accounting for a large
enough influence area and ensuring that the simplification of sinuous
tracks into straight storms remains a good representation of the TC
characteristics. This means that the size of the influence area may be
tuned for each location taking into consideration the TC characteristics
(i.e. smaller area if convoluted tracks are likely to occur, or larger if
tracks are generally quasi-straight). Also, a future line of research could
be to perform sensitivity tests on the radius size to the EV analysis.
It should be noted that a limitation of this preliminary methodology
does not account for potential extreme events produced by TC induced
distant swells generated outside the 4 degrees influence area. The

current applicability of the proposed method is restricted to TC-induced
waves produced in the study area regional vicinity.

3.3. Selection

The synthetic dataset extracted for the target study site is composed
of 10,064 tracks, and the TC track parameters can be visually analyzed
with a multi-scatter plot (Fig. 4a), where each dot represents a storm
track. When comparing the historical (purple) and synthetic (gray)
dots, it can be seen that synthetic tracks explore the parametric space
while spanning over the historical data limits, partly because recorded
events are very scarce in number. However, some criteria need to be
established to remove TC parameters that are not physically plausible
or that excessively surmount historical parameters: (1) the minimum
central pressure lower limit is set to 860 mbar, corresponding to the
minimum historical record plus 1% margin; (2) the mean forward speed
upper limit is established by the 99 percentile of historical values plus 5
km/h margin; (3) the azimuth angle () upper limit is 270 degrees since
historical tracks are not statistically arriving from the north-west at the
target area in the north-west equatorial Pacific; and (4) the entrance
angle (y) lower limit is 40 degrees to remove noticeable synthetic
outliers. It should be noted that establishing the filter criteria and the
removal of TC parameter outliers is fully dependent on the available
historical data within the influence area at the study site. Fig. 4b
illustrates the filtered database (gray dots) resulting from applying
these criteria, which renders 8773 synthetic tracks.

The updated storm dataset of historical and filtered synthetic tracks
for the target study site is composed of 8810 events, a number too
large to dynamically downscale as it would be very computationally
demanding. Instead, a selection algorithm can be used to determine
the subset to eventually train the surrogate model. In this case, the
Maximum Dissimilarity Algorithm (MDA) as proposed by Camus et al.
(2011) to downscale wave climate to coastal areas has been used. This
mathematical tool is used to obtain a reduced number of cases that
cover the track variability and guarantee that all possible combinations
of track characteristics are represented with a special emphasis on the
boundary events of the multivariate parametric space.

The dataset can be defined as X; = {p,n> Upean- 8- 7}, With i =
1,..., N, the total number of tracks. The scalar and directional variables
are previously normalized so that the MDA algorithm is applied over
a non-dimensional space, where the target subset of M vectors is
initialized by selecting the vector for which its dissimilitude is the
largest out of the sample. The remaining M-1 vectors are selected
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Fig. 4. Storm track parameters: (a) scatter plot of historical (purple dots) and synthetic (gray dots) tracks; (b) scatter plot of filtered dataset (gray dots) and MDA selection (colored
dots); (c) parameterized tracks of MDA selection subsets (M=100, 200, 300, 400, 500); and (d) normalized histograms of TC parameters (P, Viean> 7> 6)-

iteratively by calculating at each iteration the vector which maximizes
the dissimilitude in respect to the vectors added to the subset, until a
number of M vectors are selected. This selection method has the advan-
tage of allowing an easy iterative analysis of results with incrementing
selection sample numbers, as a deterministic tool that further calculates
dissimilitude distances with the remaining dataset points.

Fig. 4b shows the multivariate distribution of the MDA subset
(M=500) in the four-dimensional parametric space, noting that bound-
ary data is included in the selection. The colored dots depict the order
in which data points are selected by applying the MDA algorithm to
successive badges of 100-intervals (black, red, orange, yellow, green).
Fig. 4c illustrates the corresponding parameterized tracks for succes-
sive selection samples (M=100, 200, 300, 400, 500). It is noted that
already in the first 100-badge the selected tracks are well distributed
in terms of both angles and intensities. If compared with the historical
parameterized tracks (Fig. 3 lower middle), the selection includes more
intense events, as expected due to having incorporated synthetic tracks
in the dataset sample.

The choice on the selection number is partly subordinated to the
simulation computing time. Camus et al. (2011) analyzed the sensitiv-
ity effect of the selection number for hybrid model applied to wave
propagations and observed that for higher than M=200 the decrease of
the error was negligible. However, since the current application in this

study involves a higher level of complexity, as we aim to characterize
a spatial-based reconstruction and the multivariate problem has more
degrees of freedom, we have chosen M=500. It seems reasonable in
terms of computation, and to explore well enough the parametric space.
Fig. 4d shows the comparative histograms of probability density
distribution for the four TC parameters and the historical (red), the
synthetic filtered (blue) datasets and the MDA (yellow) subset. It can
be noticed that the synthetic filtered dataset exhibits a certain shift of
probability distribution to the lower and upper tails, for the minimum
central pressure and mean forward speed distributions respectively,
consistent with the limiting filtering criteria that was applied over
synthetic tracks. Both synthetic angles exhibit a normal probability
distribution within the bound limits of historical data. These results
account for a synthetic dataset that explores more intense and severe
TCs than the historical event records, that will likely account for
extreme events. The probability density distribution of the MDA subset
shows a general agreement with the dataset despite showing a higher
frequency of lower central pressures and fast-moving storms.

3.4. Vortex-type winds parameterization

Once the selected sample of 500 parameterized (straightened) tracks
has been defined, the corresponding time-varying wind fields need
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to be estimated in order to feed the wave numerical model. Here, a
wind parametric model is employed with the advantage of using a
small number of input variables. Ruiz-Salcines et al. (2019) evaluated
and compared six well-known parametric wind models and concluded
that when dealing with a large number of events, the choice of a
particular model does not guarantee greater accuracy. The Dynamic
Holland Model is based on the vortex-type model developed by Holland
(1980, 2008) to provide estimates of maximum winds using an analytic
model of the sea level pressure and wind profiles. However, the original
model was parameterized to fit the TC instantaneous gradient wind
level rather than the winds at surface level of a moving and dynamically
developing TC. To overcome this, a modified model was developed by
Fleming et al. (2008) to account for the dynamic changes of the TC
parameters along the track.

The Dynamic Holland Model estimates the spatial distribution of
sea surface wind fields in terms of the following variables: (1) the
forward speed, (2) the maximum wind speed at 10 m with a 1-minute
sampling interval, (3) the RMW, and (4) the central pressure. However,
as it was described the synthetic storm track database does not inform
either about the maximum winds or the RMW, therefore these variables
must be estimated. On one hand, the IBTrACS storm data provides
maximum winds, and the resulting empirical relationship between
central pressure and maximum winds depicts a significant correlation
(not shown). Therefore, a regression model was performed to obtain 3-
order polynomial fittings, for every combination of oceanic basins and
Regional Specialized Meteorological Centers (RSMCs), which will be
used to estimate maximum winds as a function of the central pressure.
Eq. (1) defines the Pmin-Wmax empirical relationship employed for the
WMO center and Western Pacific basin, with central pressures in mbar
and maximum wind speeds in knots, 1-minute average winds, which are
converted to 10-minutes average winds by a factor of 0.93 according
to Harper et al. (2010).

Wi = —2,85-1077P,;.3 = 8,56 - 107°P,,,,2 + 0, 1089P,; +297,97 (1)

On the other hand, the RMW is a determining factor, along with
the decaying rate of wind speed over the distance from the storm eye,
to calculate the TC vortex profile that defines the extent or domain
subjected to more intense winds. Moreover, Irish et al. (2008) showed
that storm size must be considered when estimating surge generation in
coastal areas to predict flood risk, even though historically, the famous
Saffir-Simpson scale has only provided a classification of damaging
TCs intensity in terms of the central pressure and/or the maximum
sustained winds. These two variables are generally available whereas
there are limited observational measurements of the RMW by radar,
flights or satellites (Knaff et al., 2014), which has only been provided
by a few RSMCs since 2001 onwards, thus only spanning for the last
two decades.

Due to the importance of this relevant variable there have been
several efforts aimed at obtaining empirical regression functions, either
global (Knaff et al., 2015) or by oceanic basins (Knaff et al., 2007;
Tan and Fang, 2018). Despite the uncertainty and complexity involved
in its determination, most estimations infer the RMW in terms of the
central pressure, the latitude, and the maximum winds, although there
are no robust estimates as shown in previous studies. In this study the
estimation of Knaff et al. (2015) obtained from observed flight-level TC
winds will be employed to calculate the RMW along the storm track,
both for historical and synthetic tracks. It is a function of intensity and
latitude, in line with several studies that documented the tendency for
the RMW to become smaller with increasing intensity (Weatherford and
Gray, 1988; Kimball and Mulekar, 2004), and to become larger as the
TC moves poleward (Mueller et al., 2006). Evidently, the RMW estimate
will have an effect and add on the uncertainty of spatial wind fields and
consequently of wave simulations.
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3.5. Numerical modeling

The Simulating WAves Nearshore (SWAN, Booij et al., 1996) third-
generation model (version 41.31) is used to predict the wave action
evolution in time and space with non-stationary runs forced with large-
scale time-varying parametric vortex-type storm wind fields over the
numerical domain, which covers the circle influence area and extends
to the outer boundaries [163.5°, 178.5°]E, [0.52, 13.5°]N (Fig. 1a, gray
dashed line) to capture the storm regional scale and time evolution over
periods of a few days. Simulations are performed for the 500 selected
parameterized tracks, which are elongated from the parameterization
circle area until reaching the domain boundaries. The extended frame
area provides enough computational time to warm up the model’s cold
start. SWAN was run on a 15 km regular mesh and results were stored
at spatially gridded nodes and at a control point located at the north
of Majuro.

The SWAN time step is 15 min and frequency space ranges from
0.03 to 1 Hz discretized into 34 bins on a logarithmic scale. The direc-
tion space is discretized into 72 sectors (5° for each sector). Simulations
activate default white-capping (Komen model), quadruplets and triads.
The wind drag coefficient is capped (Cy<0.0025) since SWAN’s de-
fault bulk wind input formulation (Wu, 1982) may overestimate wind
drag coefficients in very intense wind conditions due to TCs (Zijlema
et al., 2012), and the wind source term implementation is set to ST6
(Rogers et al., 2012). Compared to Climate Forecast System Reanalysis
(CFSR) wind fields, synthetic vortex wind fields may underestimate
far-field winds and wave generation by neglecting to consider larger-
scale meteorological conditions as shown in (Hoeke et al., 2015). A
qualitative validation of TCs Ofa (1990) and Paka (1997) vortex-type
winds found an agreement with maximum wind warnings issued by the
Joint Typhoon Warning Center (JTWC) and the Japan Meteorological
Agency (JMA). However, the scope of this study does not include a
sensitivity analysis on the wave model which remains an area for future
research. Instead, the focus of this study is the development of a hybrid
methodology to replicate the outputs of a numerical model. Therefore,
the present study does not include a calibration and/or validation of the
wave numerical model against measurements of historical TCs which
remains an area for future research.

Fig. 5 shows the model’s input and output corresponding to the
first 100 simulated cases; the TC-induced maximum synthetic vortex
wind fields (Fig. 5a) and the MSWH fields (Fig. 5b), namely the swath
maps, along the track simulation period. These swath maps provide
a representative measure of the track wind/wave footprint. Maximum
winds reach up to 60 m/s near the storm eye for most intense storms,
and maximum waves are generated up to 14.8 m. The combination of
most intense and slow-motion storms usually produces larger waves.
Also, the TC forward speed is considered to be the primary factor that
contributes to the TC structural asymmetry (Sun et al., 2019) which
translates to wave asymmetry due to strong winds upon the right side
of the heading direction (in the north hemisphere) during some time
dependent on the forward speed, which assimilates to a cumulative
energy fetch. The Holland asymmetric model that was transcribed
and implemented, takes into account wind asymmetry while obtaining
parameterized vortex-type wind fields. In Fig. 5a asymmetry can be
observed in some cases where it is more noticeable, for instance in the
third-to-last case in the last row (pink rectangle). The TC is moving
westwards, and the extent of the maximum wind footprint is larger
on the right side from the heading direction, which is translated to a
similar pattern in the wave simulations shown in Fig. 5b.

The analysis of the 500 output swath maps illustrates a consistent
relationship between irregular spatial distribution of footprint with
corresponding TC parameters where the forward speed exceeds the
maximum sustained winds. The vortex parameterization calculates the
maximum storm wind speed at 10 m by subtracting the storm forward
speed from the maximum wind speed, therefore the formulation does
not support storms moving faster than the maximum winds. For this
reason, the MDA selected cases are filtered to remove the anomalous
and non-representative output results.
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Fig. 5. Grid of (a) maximum wind speed and (b) MSWH swath maps over the simulation period for the first 100 simulated cases.

3.6. Reconstruction

The simulated swath maps of MSWH represent the aggregated vari-
able response, which will be used to train the surrogate model. First, the
PCA technique is applied to the spatial swath maps, projecting the origi-
nal data on a new coordinate system space while aiming to preserve the
maximum variance of the data, in such way that new coordinates are
sorted in a decreasing order. This allows to reduce the dimensionality of
the spatial fields by taking the first n components that explain the most
variance, and obtaining the most dominant spatial variability patterns
(empirical orthogonal functions, EOFs) with its corresponding temporal
coefficients (principal components, PCs). Therefore, the original data
X(x,c) can be explained as a linear combination of EOFs (spatial vari-
ability) and PCs (case): X (x,c¢) = EOF, (x)- PC, (c)+ EOF, (x)- PC, (c)+
-+ EOFy (x)- PCy (c), with N the dimension of the data grid points.
To neglect the initial model warm up period results, only data within
the subarea [166°-176°]E [2°-12°]N is kept.

The PCA was applied to the standardized sub-area swath maps with
the original data’s mean and standard deviation in order to remove
the effect of dimension scales. The first 4 modes from the PCA anal-
ysis explain 92.18% of the variance (65.63%, 19.3%, 4.7%, 2.55%
respectively). Fig. 6 shows the results of the first 4 EOFs at the target
location multiplied by the standard deviation, and its corresponding
standardized PCs. After several tests, it was found that by selecting
the first 50 EOFs multiplied by the corresponding PCs, we are able to
predict the simulated swath maps as shown in Fig. 6 (dashed box). The
spatial correlation of the track footprint is preserved, and the maximum
values are correctly estimated.

The PCA technique allows to decompose the wave fields simulated
with the MDA sample TC parameters in terms of the most signifi-
cant modes of oscillation, or in this case, wave features. The linear
composition of EOFs and PCs are able to reconstruct the original
data employed with PCA. The composition example shown in Fig. 6
shows the MSWH response due to a storm track coming from the east
heading WNW, with an extended fetch on the right side since in the
northern hemisphere TCs winds move counter-clockwise. The result
is consistent with the corresponding TC parameters (960 mbar, 34.3
km/h, gamma 104.5°, delta 87.99), also regarding the SWH footprint
intensity which describes higher maximum values for cases with lower
central pressures. The effect of the mean forward velocity is translated
in more intense swath maps when the ratio between the maximum
winds and the mean forward velocity is close to one, while very fast-
moving storms only reach moderate values of maximum SWHs. In those

cases, the storm moves faster than the group velocity and there is not
enough fetch to reach fully developed sea conditions. The concept of
the extended fetch and how wave trains develop and travel through the
TC varying wind field was recently implemented in Kudryavtsev et al.
(2021).

Next step is to train the surrogate model with the subset of fil-
tered simulated events, and to estimate the prediction of any other
parameterized storm track using RBFs. This is a flexible non-parametric
technique used for constructing an approximated function based on
the M simulated responses, as it was successfully applied in previous
studies (Camus et al., 2011; Gouldby et al., 2014; Rueda et al., 2019).
The general form of the RBFs comes as z(X) ¥ RBF(X) = p(X) +
Z,]i 19 - D(| X — Xi)), where z(X) is the surrogate model output (swath
maps of the non-stationary aggregated output), X is the vector of
input parameters (p;,. Upeans8,7) that determine the track intensity
and geometry, and p(X) is formed by a number of monomial equal to
the data dimension and a monomial of degree zero, being b the vector
of coefficients of these monomials. Therefore, b; together with g;, which
are the coefficients of the RBFs, are obtained based on the M simulated
cases.

The RBFs are trained with the MSWH for the first 50 PCs inde-
pendently, as this number yielded a good agreement between real
and reconstructed swath maps. Moreover, a K-fold cross-validation was
performed to assess the statistical model prediction ability. A 4-fold
validation using the filtered cases from MDA is shown in Fig. 7. In
this case 400 cases are used to train the model, and the plots show
a comparison of the remaining reconstructed versus simulated MSWH.
Once the RBFs are fitted they can be used to transfer TC parameters
with the corresponding swath map, given that the parameters are
within the limits of the trained parametric space.

The RBF interpolation technique was previously applied for point-
based waves propagation (Camus et al., 2011). From a suitable sample
of sea state parameters at a buoy and the corresponding propagated
sea state parameters for instance in front of a coastal infrastructure,
it is possible to reconstruct the sea surface of any other given sea
state by interpolating in the resulting surface from interpolating at the
“known” response values. Similarly, the RBF application for the spatial
swath maps response due to a sample of TC parameters has proven
to work reasonably well with M=500. This sample feeds the RBF with
information of MSWH consistent with each set of TC parameters which
include a wide range of values of central pressure, mean forward speed,
angle of entrance and angle of direction. The accuracy of results highly
depends on the quality of input SWAN simulations, which have shown



S.0. van Vioten, L. Cagigal, A. Rueda et al.

é NUMERICAL SIMULATIONS

.
PC1

65.63%

\ EOF #1 -

Ocean Modelling 178 (2022) 102100

EOF #2 --- 19.30%

EOF #3

- 4.70% EOF #4 --- 2.55%

PC2

50 PCs composition

PC3

Simulated

|

By 100 150 20 ) 00 0 )
Case number

Fig. 6. PCA over simulated swath maps. (Top left) sketch of input swath maps from M simulated cases to compute the PCA; (bottom left) swath map comparison between the
numerical simulated case and the prediction using the first 50 EOFs and PCs; (top right) first four EOFs multiplied by the standard deviation; and (bottom right) the corresponding

standardized PCs.

PC1 PC2
=1 v =1 e
1501 =3 o 1501 =3
ot -
100 100 o
3 3 e
5 % 5 50
H g
@ 0 . & 0
-50 -50 o
0 100 0 100
Reconstructed Reconstructed

PC3 PCa
=1 =1
150 =3 - 150{ =3
100 ’ 100 4
4 L]
5 50 5 50 g
H H
@ 0 a 0
3 -
-50 / -50 Fol
0 100 0 100
Reconstructed Reconstructed
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in the previous section to be able to capture features like the extended
fetch and wave asymmetry.

4. Extreme value distribution

Extreme values of wave heights govern the design of safety regu-
lations concerning flood risk management, offshore platforms, coastal
structures, among other fields of engineering. Thus, it is important to
understand and estimate the frequency, intensity and severity of natural
hazards (Rueda et al., 2016), as well as the risk of extreme events
that threat exposed coastal communities in low-lying coastal areas to
support long-term policy decision making. At long term scale, the EV
theory aims to quantify the behavior at unusually large values, and
to estimate the probability of events larger than any on record (Coles,
2001). Therefore, it mainly deals with the first exceedance of a high-
level value expected to occur within the next n years, namely the n-year
return value that is exceeded once every n years.

From the multiple methods derived from the EV analysis, one
classical method is the annual maxima based on the approximation
of the distribution of independent and identically distributed random
variables by a member of the generalized extreme value (GEV) family
of distribution functions (Haigh et al., 2010). However, the level of
uncertainty stems from the quality and quantity of data used. Sta-
tistically, longer records imply smaller errors, and additionally, the
record should be long enough to encompass the range of variability in
extremes (Serafin and Ruggiero, 2014). Longer time series of available
historical data usually cover no more than 50 years, meaning that one
generally needs to extrapolate well beyond the range of the available
data and thus resort to EV analysis to obtain the required return value
estimates (Caires, 2011).

In the present study, for the determination of long-return period
estimates of MSWH produced by TCs at a particular site, we explore
the use of large amounts of virtually independent synthetic events. This
approach enables to obtain estimates without the application of GEV
functions, where longer return periods than available observational
records imply extrapolation estimates, and consequently the tail of
the distribution carries larger inherent uncertainty. Instead, the em-
pirical distribution of annual maxima is calculated for modeling the
extremes of both the historical and synthetic databases of reconstructed
parameterized tracks.

For this purpose, the series of MSWH corresponding to each histori-
cal storm track at any given control point from the simulation domain,
are independent and identically distributed numerical observations
X = {X,,X,,-,X,}, with n observations. These discrete events are
grouped by years in order to calculate the spatial annual maxima
Z ={Z2,,Z,,~,Z}, with k years. The historical period from season
1979/1980 onwards until 2021, spanning for 42 years, is selected
for statistical purposes, since it is considered to be the modern era
when geostationary satellite coverage is more widely available than
in previous years. Therefore, a total 22 storms that entered or crossed
the circle area of influence around Majuro, thereby computing a mean
occurrence rate of 4 = 0.52 storm tracks per year. The empirical
distribution function evaluated in the kth ordered annual maxima (Z;)
is F (Z,) = k/(m+ 1), and the corresponding return period TR (Z; ) =
1/(1- F(Z;)) is obtained in terms of the mean number of TCs per
year and the probability of exceedance of sorted annual maxima.

The same procedure is applied to evaluate the empirical distribu-
tion function of the synthetic database. However, the 8773 stochastic
events lack chronological time reference, and according to the mean
historical rate of occurrence (1 = 0.52), they account for 15,671 years
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of high-fidelity simulated tracks. Thus, in order to generate plausible
events preserving the historical occurrence probabilities, a Poisson
distribution with A = 0.52 is used to obtain the number of events
per year (N, Ny, -, Nss00) for 15,500 years (Fig. 8a). Then, the
series of N; events is populated by randomly extracting a reconstructed
swath map from the synthetic database, so that the annual maxima
can then be calculated, meaning at each grid node the maximum
value of all available event per year is taken to determine the annual
maxima (whether multiple, one or none events). In the context of using
Monte Carlo simulations of thousands of years, the peak over threshold
(POT) method can be used with the Poisson-GPD (Generalized Pareto
distribution) model estimating frequencies and intensities, which on the
other hand is a method analog for threshold exceedances of the GEV
distribution for annual maxima (Coles, 2001), meaning both methods
are entirely consistent with one another above the GPD threshold. In
order to analyze the confidence interval of the synthetic reconstructed
TCs, the series of years have been split in 31 portions of 500 years each.
Fig. 8b shows the probability plot comparing the empirical distribution
function resulting from the historical (red dots) and synthetic (blue
line) reconstructed swath maps, at the control point located in the
north of Majuro (Fig. 1a). It can be observed that the mean synthetic
distribution and the 90% confidence intervals between the 5th and 95th
percentiles mostly match the historical results, and also are capable to
extend to longer return periods.

Since the MSWH was reconstructed over a spatial domain, it is
possible to obtain the 31 series of 500-year annual maxima at all
grid nodes. Moreover, return plots are obtained by computing the g-
th percentile of the data along the case axis corresponding to the
m-year return values. Fig. 8c and 8d show the spatial variability of
the 20-year return plots (95-percentile) for historical and synthetic
reconstructed events. The most noticeable difference is the effect of the
scarce number of historical data which obtains less track footprints due
to less populated calibration years while the synthetic output shows
less spatial variability due to the large amount of storm data (in the
previous section it was demonstrated that the use of PCA preserves
spatial correlation).

The presented methodology is capable of obtaining spatially return
period estimates, without the need of fitting analytical distributions
to the empirical distribution function (at each point) and thereby

extrapolating extreme values for high return periods. As an exam-
ple, Fig. 8e illustrates the 100-year return plot (99-percentile), where
MSWH reaches up to 10 m in the northern area of the domain and
6.9 m at the control point. Moreover, the proposed methodology can
be further applied for regional downscaling simulations with increasing
resolution at smaller areas closer to the target location.

5. Summary and discussion

In TC prone areas it is important to acquire knowledge on the
probability of occurrence of major TC-induced storm surge and MSWH
as key tools for policy management. Here, we aim to characterize low-
probability extreme events of regional MSWH produced by TCs. The
proposed methodology is based on (a) the use of stochastic sample of
high-fidelity storm tracks, (b) parameterization of TC tracks in terms of
geometric, kinematic and dynamic parameters to reduce dimensional-
ity, (c) MDA selection of a reduced and representative subset of cases,
(d) use of vortex-type parameterized winds for each storm track, (e)
non-stationary runs of SWAN forced with time-varying wind fields, (f)
the application of PCA over the selected output cases’ swath maps and
RBF interpolation of the first PCs to reconstruct any TC-induced swath
map, and (g) the EV distribution based on synthetic reconstructed TCs.

The developed surrogate model provides a preliminary methodol-
ogy that allows to obtain estimations of a computationally intensive
physical process model using a hybrid approach that only simulates
a reduced number of cases that are used to train the model which
can reconstruct any given storm within the original parametric space.
The surrogate model is applied to one location in Majuro atoll in
the equatorial North-west Pacific, exposed to an average of one TC
every two years for the last four decades. The storm parameterization
allows to reduce the dimensionality of complex track geometries, an
assumption which is acceptable in TC prone areas that exhibit seldom
convoluted or sinuous tracks. Results are also dependent on the use of
the constant minimum central pressure along the track which ensures
to yield the most adverse MSWH. The MDA selection algorithm allows
for an efficient low number of cases to be simulated to train the
model and, the K-fold cross validation demonstrates the good skill of
the surrogate model. However, to feed the PCA, good quality trained
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outputs are required. In that sense, the surrogate model’s ability to re-
produce simulated cases from the reconstructed PCs showed an evident
improvement when the velocity criteria were applied to remove storms
moving at absolute speeds higher than the maximum sustained winds.
Overall, this methodology reduces significant computational resources
since only a limited number of cases need to be numerically simu-
lated and the reconstruction calculations are not demanding. At last,
regional estimates are provided, however the methodology allows to
further downscale waves by simulating high-resolution nested meshes
at nearshore domains that correctly solve the physical processes and
consider the local effect of bathymetry at intermediate water levels. The
numerical skill of the methodology has been assessed based on K-fold
validation and the EV distribution comparisons. Although it is out of
scope of this paper, the SWAN model validations could be addressed in
the future with available altimeter data.

HyTCWaves provides new means to gain insight on the upper tail
of extreme distribution functions by using a large sample of synthetic
storm tracks. High-fidelity tracks developed by Nakajo et al. (2014)
have been used in this study, however other synthetic databases can
be used in the future, or a combination of them, to evaluate global
differences. Moreover, it is possible to include a disturbance factor on
the storm intensity and/or frequency to account for climate change
scenarios (Mori and Takemi, 2015). Additionally, this study has focused
on simplified storm track events, however there is room to evaluate
more complex parameterizations in the future that allow for close-to-
real representation of tracks (i.e. temporal variability of TC intensity,
distance-weighted storm selection). Also, it is recommended to further
examine sensitivity analysis on several steps of the methodology: (a),
optimization of the minimum number of selection cases needed, (b)
effect on introducing a weighted distance in the MDA selection algo-
rithm to obtain more tracks near the target location (less tangent tracks
far away), (c) effect on different selection algorithms, (d) size of the
influence circle area, and (e) number of PCs trained for interpolation.
As described in previous sections, the methodology implements certain
assumptions which derive in some limitations the user should take
into consideration. The storm track parameterization provides a close-
to-real representation of quasi-straight tracks, while convoluted tracks
would be poorly represented as well as the hazards produced by such
events. Moreover, the applicability is restricted to TC-induced waves
produced in the regional vicinity of the study area, defined by a 4
degrees radius in the present study, although a sensitivity analysis of
the radius size is recommended in future research. Additionally, the
present study does not include a calibration and/or validation of the
wave numerical model against measurements of historical TCs which
still remains an area for future research. Instead the focus of this study
was addressed towards the development of a hybrid methodology that
replicates the outputs of a numerical model.

In summary, the proposed methodology has the ability of coupling
numerical modeling, data-mining and statistical tools to obtain a cost-
effective approach for producing a large database of maximum swath
maps induced by TCs. We expect this preliminary methodology will be
useful to end-users as a first approximation of regional EV distribution
of MSWH induced by TCs.
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