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ABSTRACT
Numerous tsunami numerical models have been proposed, but their prediction accuracies 
have not been directly compared. For quantifying the modeling uncertainties, the authors 
statistically analyzed the prediction results submitted by participants in the tsunami blind 
contest held at the 17th World Conference on Earthquake Engineering. The reproducibility of 
offshore water level generated due to the tsunami with soliton fission significantly decreased 
when the nonlinear shallow water equation models (NSWE) was used compared to three- 
dimensional (3D) models. The inundation depth was reproduced well in 3D models. However, 
the reproducibility of wave forces acting on the structure and velocities over land was lower in 
3D models than that in NSWE models. For cases where the impulsive tsunami wave pressure 
generated could not be calculated based on the hydrostatic assumption, the prediction 
accuracy of the NSWE models was higher than that of the 3D models. The prediction accuracies 
of both models were not improved at small grid-cell sizes. The NSWE model cannot simulate 
the short-wave component and vertical pressure distribution. Therefore, further developments 
in 3D models and smoothed particle hydrodynamics methods (SPH) are needed. The presented 
results contribute to the future development of tsunami numerical simulation tools.
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1. Introduction

Tsunamis are long waves triggered by submarine 
earthquakes, landslides, volcanoes activity, and the 
impact of extraterrestrial objects. More than 2600 tsu-
namis have been recorded since 2000 BCE in the 
Atlantic, Indian, and Pacific oceans, and the 
Caribbean and Mediterranean seas. Among them, 
more than 2000 tsunamis were triggered by earth-
quakes, volcano-tectonic earthquakes, earthquake- 
induced landslides, and combinations of these three 
processes. Tsunamis cause numerous casualties and 
various damages to buildings. Indeed, (Sugawara etal. 
2020) the death toll reached 20,416 (including missing 

people) due to the 2011 Great East Japan Tsunami, 
which was triggered by a 9.0 magnitude (Mw) under-
sea megathrust earthquake (Arikawa et al. 2012).

The mechanisms behind tsunami generation are 
generally understood, but the prediction of its propa-
gation and inundation remains a formidable challenge 
due to the complexities of coastline formations and 
the presence of numerous coastal structures that inter-
act and alter the flow (Rogers and Dalrymple 2008). 
Numerical simulations have been conducted to esti-
mate the coastal inundation due to tsunamis and its 
induced damages (e.g. Marras and Mandli 2021). The 
nonlinear shallow water equation (NSWE) model is 
a useful tool for simulating the propagation of long 
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Figure 1. Elevation view of the experimental set up. Coordinates (x, z) of key positions are shown (Arikawa et al. 2021).

Figure 2. Positions of building and tank models in the seaside area. x and y coordinates are shown for the upstream-right bank 
corners of the building models and for the centers of the tank models. The dashed lines in the figure are straight lines parallel to 
the x and y axes indicating the positions of the small cubic building models (Arikawa et al. 2021).

Figure 3. Dimensions of the building and tank models (Arikawa et al. 2021).
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tsunami waves in deep oceans. The NSWE model is 
computationally efficient; thus, it is effective for large 
domain simulations during wave propagation (Xie, 
Nistor, and Murty 2012). However, the NSWE model 
cannot consider the dispersion effects during tsunami 
propagation and simulate the bores or soliton fissions. 
To account this, nonlinear dispersive wave models 
(hereinafter, Boussinesq models) have been proposed. 
Indeed, some open-source codes of Boussinesq mod-
els, such as the fully nonlinear Boussinesq wave model 
with Total Variation Diminishing (FUNWAVE-TVD) (Shi 
et al. 2012) and the Cornell University Long and 
Intermediate Wave Modeling (COULWAVE) (Lynett 
et al. 2002), have been distributed. However, the 
NSWE model or Boussinesq model cannot calculate 
the vertical distribution of the flow. Although three- 
dimensional (3D) multilayer hydrostatic models 
(Pietrzak et al. 2002) have been developed, the hydro-
static pressure assumption is not valid for short surface 
waves and stratifications induced by strong density 
gradients. Therefore, non-hydrostatic multilayer mod-
els (Kocyigit et al. 2002; Abualtayef et al. 2008; Ai and 
Jin 2008, 2012) have also been developed.

Recently, three-dimensional models have been 
used (Choi et al. 2008; Wijatmiko and Murakami 2010) 
for tsunami simulation. Open-source codes, such as the 
Open-FOAM (Higuera, Lara, and Losada 2013) and 
SUper Roller Flume for Computer Aided Design of 
MAritime Structure in 3D (CADMAS-SURF3D), are avail-
able (Arikawa, Yamano, and Akiyama 2007). However, 
for three-dimensional simulation, the free surface must 
be defined using the Volume of Fluid (VOF) method 
(Hirt and Nichols 1981). In tsunami simulations based 
on the smoothed particle hydrodynamics (SPH) 

methods (Rogers and Dalrymple 2008; Sarfaraz and 
Pak 2017), wave breaking, and other flows that result 
in fluid separation are modeled as quickly as other 
flows (Rogers and Dalrymple 2008). In the SPH techni-
que, fixed computational grids are not required when 
calculating spatial derivatives, making it suitable for 
solving the tsunami–structure interactions (Huang 
and Zhu 2015). Owing to its simplicity and robustness, 
the SPH has been extended to study dynamic phenom-
ena in solid mechanics for dynamic phenomena and, 
more recently, to complex fluid mechanics problems 
such as dam-break and wave propagation (Xie, Nistor, 
and Murty 2012). The moving particle simulation 
(MPS), a pure Lagrangian mesh-less method initially 
developed by Koshizuka and Oka (1996) for the frag-
mentation of incompressible fluids can track free sur-
faces with large deformations. The method has been 
applied in various engineering fields (Huang and Zhu 
2015).

Several tsunami benchmark problems have been 
provided for the validation or verification of numerical 
simulation model (e.g. Synolakis et al., 2007). Although 
the assessments of numerical simulation models have 
been conducted (e.g. Watts, Imamura, and Grilli 2011; 

Figure 4. Photographs of building and tank models in the seaside area (Arikawa et al. 2021).

Figure 5. Locations of pressure-measurement lines on the 
building and tank models (Arikawa et al. 2021).

Table 1. Positions of the wave gage (WG) measurement points 
in the experimental set up (Arikawa et al. 2021).

Measurement points x [m] y [m]

WG1 −91.88 1.70
WG2 −78.52 1.70
WG3 −41.54 1.70
WG4 −30.00 1.70
WG5 −20.00 1.70
WG6 −10.00 1.70
WG7 −5.00 1.70
WG8 0.00 1.70
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Macías, Castro, and Sánchez 2020), the accuracies of 
the proposed models have not been directly com-
pared. For improving the evaluation technologies of 
tsunami simulation models, it is essential to under-
stand the proposed approaches, the determination of 
modeling parameters, and the accuracy of current 
analytical approaches. Moreover, investigating the 
variability of the numerical simulations is also impor-
tant for predicting the damage situation using the 

tsunami fragility function (Koshimura et al. 2002; Mas 
et al. 2012; Suppasri, Koshimura, and Imamura 2011; 
Suppasri et al. 2012).

To address the above-mentioned problems, 
a tsunami blind contest (Arikawa et al. 2021) was held 
at the 17th World Conference on Earthquake 

Figure 6. Locations of inundation depth and velocity measurements in the seaside area (red dots) (Arikawa et al. 2021).

Figure 7. Time-series of the water levels at (a) WG1 and (b) WG2 for tsunamis A and B (Arikawa et al. 2021).

Figure 8. Positions of pressure measurement lines requested 
as the submission for building models (a) P1, (b) P2, and (c) P3 
(Arikawa et al. 2021).

Figure 9. A schematic diagram of pressure integration 
(Arikawa et al. 2021).
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Engineering (17WCEE) at Sendai City, Japan, from 
September 27 to October 2 2021(International 
Association for Earthquake Engineering undated). 
A set of hydraulic experiments was conducted (Kihara 
et al. 2021), in which a tsunami wave was passed 
a seaside area where several buildings and tanks 
were installed. The tsunami wave pressure acting on 
buildings and tanks, water depths, and velocities were 
measured (Kihara et al. 2021). The contestants were 
asked to predict these values, and the prediction 
accuracies were quantified. The results of the labora-
tory experiments were not available to the contestants. 
Thus, the accuracy of the tsunami numerical simulation 
models was investigated without setting the para-
meter that adjusted the experimental. For conducting 
the numerical simulation, many settings, such as simu-
lation models, turbulent models, and resolutions of 

grid-cell sizes, are necessary to be determined. Owing 
to these selections, the simulation results are likely to 
be varied. The main objective in analyzing the results 
of the tsunami blind contest was to reveal these 
uncertainties

In this study, the authors summarized the prediction 
results calculated by the blind contest participants. The 
authors then evaluated the accuracy of the results 
calculated using various numerical tsunami simulation 
models. The evaluation results are helpful for the 
future development of a high precision numerical 
simulation model for tsunami inundation. It will pro-
vide important information for risk-informed and per-
formance-based engineering.

2. Method

2.1. Laboratory experiment

The objective of the experiment was to evaluate the 
tsunami inundation in a seaside area and the wave 
pressures acting on the buildings and tanks installed 
in the area. The experiment was conducted using the 
large wave flume of the Central Research Institute of 
Electric Power Industry, Japan. A brief description of 
the experiment is provided here, and the details of the 

Figure 10. Positions of pressure measurement lines requested as the submission for tank models (a) P4 and (b) P5 (Arikawa et al. 
2021).

Table 3. The numerical simulation models used by the 
participants.

Model name Reference

STOC-ML Tomita et al. (2005)
STOC-IC Tomita and Kakinuma (2005)
Open-FOAM Weller et al. (1998)
FLOW-3D Flow Science. (undated)
Advance/FrontFlow/red AdvanceSoft. (undated)

Table 4. The selected conditions of numerical simulations for the detailed analysis.
Analytical 
approach Nonhydrostatic fluid dynamics model (3D)

Nonlinear shallow water 
equation model (NSWE)

Nonlinear dispersive wave model 
(Bousinessq)

Number of 
results

19 8 1

Resolution (m) 
(x, y, z)

0.006–0.10, 0.006–0.10, 0.005–0.25 0.005–0.05, 0.005–0.05 0.02, 0.02

Turbulence 
model

Laminar, LES (Smagorinsky model, dynamic k equation model), 
RANS (k-ε model, k-ω model)

- -

Free surface VOF method - -
Wall bondary Velocity; Spalding formula, Neumann condition, No 

SlipPressure; Neumann condition, Dirichlet condition, Fixed 
Flux

Roughness - Manning’s roughness 
coefficient (0.009–0.015 

s/m1/3)

Manning’s roughness coefficient (land: 
0.01 s/m1/3, offhore: 0.01 s/m1/3)

Method to 
calculate 
pressure

- Arimitsu, Ooe, and Kawasaki 
(2012)

Arimitsu, Ooe, and Kawasaki (2012)

COASTAL ENGINEERING JOURNAL 307



experiments can also be found in Kihara et al. (2021). 
The flume was 205 m long, 3.4 m wide, and 6.0 m deep 
open channel, made of reinforced concrete. A piston- 
type wave generator with a steel paddle and dry-back 
design was installed at the offshore side of the flume. 
The maximum stroke of the piston was 2.2 m, and the 
positions of the steel paddle were connected to 

a computer and can be controlled by the user. 
A tsunami-like wave was generated by the wave gen-
erator offshore, which then inundated the seaside area. 
The elevation view of the experimental setup is shown 
in Figure 1, along with the coordinate system. The x, y, 
and z axes denote the streamwise, transverse, and 
vertical directions. The origin of the coordinate system 

Figure 11. The ratio of calculated values and observed values (Cal/Obs) at all observation sites for tsunami A. The simulation results 
of (a) Nonhydrostatic incompressible fluid dynamics model, (b) Nonhydrostatic compressible fluid dynamics model, (c) Nonlinear 
shallow water equation model, (d) SPH, (e) Three-dimensional and non-hydrostatic model, (f) Three-dimensional and multilayer 
hydrostatic model, and (g) Nonlinear dispersive wave model are shown.

Figure 12. The ratio of calculated values and observed values (Cal/Obs) at all observation sites for tsunami B. The simulation results 
of (a) Nonhydrostatic incompressible fluid dynamics model, (b) Nonhydrostatic compressible fluid dynamics model, (c) Nonlinear 
shallow water equation model, (d) SPH, (e) Three-dimensional and non-hydrostatic model, (f) Three-dimensional and multilayer 
hydrostatic model, and (g) Nonlinear dispersive wave model are shown.

308 M. WATANABE ET AL.



was set at the intersection of the shoreline, the con-
crete bed of the seaside area, and the right bank of the 
flume. The bed profiles of the flume consisted of 
a horizontal section near the wave generator at x < 
−79.25 m, a 1/10.36 sloped section at −79.25 m < x < 
−41.33 m, a 1/226.24 sloped section at 
−41.33 m < x < 0 m and 25.0 < x < 73.863 m, and 
a 1/15 sloped section at x > 73.863 m. At 
0 m < x < 25.0 m, a seaside area with a horizontal 
flatbed was installed on the 1/215 sloped section. The 
bed of the seaside area was made of wood panels with 
a surface coating to ensure a smooth surface. The sea-
side area was modeled as an idealized seaside indus-
trial site with a scale of 1/50 based on the Froude 
similarity. Several models of buildings and tanks were 
then installed on the seaside area in the form of acrylic 
cuboids and cylinders, respectively. The positions, 
dimensions, and photographs of the buildings and 
tank models are shown in Figures 2–4, respectively. 
Figure 2 illustrates the x and y coordinates of the 
upstream-right bank corners of the building models 
and the center of the tank models. Eight wire resis-
tance wave gauges (WG) were installed at the coordi-
nates (Table 1) and were used to collect the 
measurements for each experiment. In this series of 
experiments, separate experiments were conducted to 
measure pressure, inundation depth, and velocity at 
the seaside area because the measurements of inunda-
tion depth and velocity disturb the inundation flows 
due to the use of contact-type instruments. Pressures 
were measured at different heights along several ver-
tical lines on the buildings and tanks identified as P1, 

P2, P3, P4, and P5 in Figure 2. The locations of the lines 
are shown in Figure 5. Pressures were measured at 
eight elevations, that is, z = 0.01, 0.025, 0.05, 0.075, 
0.10, 0.15, 0.21, and 0.27 m along the lines at the red 
points, and at six elevations, that is, z = 0.01, 0.05, 0.10, 
0.15, 0.20, and 0.245 m along the lines at the green 
points. The pressure was simultaneously measured 
along five measurement lines using 32 pressure trans-
ducers (SSK Co., Ltd., p306; upper-pressure limit of 0.98 
kPa). Inundation depths and velocities were measured 
at 14 locations aligned in a 7 × 2 grid, as shown in 
Figure 6. The inundation depth was measured simulta-
neously at two points with the same x-coordinates; the 
experiments were repeated under the same tsunami 
conditions at least twice for each pair of measurement 
points. The velocity at z = 0.015 m was also measured 
at least twice for each x-coordinate pair using two 
electromagnetic velocimeters under the same tsunami 
conditions.

The pressures were recorded using a data log-
ger (Kyowa Electronic Instruments Co., Ltd., EDX- 
3000A) at a sampling rate of 1 kHz. The water 
levels, inundation depths, and velocities were 
recorded in a second data logger (Keyence, NR- 
600) with a sampling rate of 100 Hz. 
Synchronization between the two data loggers 
and different experiments under the same tsunami 
conditions was obtained using electric signals. The 
experiments were conducted under two tsunami 
conditions, tsunamis A and B. The time series of 
the water levels at WG1 and WG2 are shown in 
Figure 7.

Figure 13. The ratio of calculated and observed water levels at −41.54 m (WG3), −30.0 m (WG4), −20.0 m (WG5), −10.0 m (WG6), 
−5.0 m (WG7), and 0.0 m (WG8) from the shoreline in the case of (a) tsunami A and (b) tsunami B.
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2.2. The collected data

Contestants were requested to evaluate the time series 
and estimate the maximum values of velocities, water 
levels, inundation depths, and pressures on buildings 
and tanks under tsunami conditions A and B, either 
analytically or numerically. The time series of the water 
levels at WG1 and WG2 for both tsunami conditions 
were provided for setting tsunami conditions in the 

analytical models. The water levels were maximum at 
WG3-WG8 between 0 s and < 100 s. The inundation 
depths were maximum at y = 1.8 and 2.6 m and 
x = 0.0–4.75 m between 0 s and < 100 s. Velocities 
were estimated in the x-direction when the maximum 
inundation depths were observed at 0 s < time < 100 
s at y = 1.8 and 2.6 m and x = 0.0–4.75 m. Pressures on 
the building models P1, P2, and P3 were estimated at 

Figure 14. The ratio of calculated and observed inundation depths at 0.0 m, 0.4 m, 1.15 m, 1.90 m, 3.15 m, 4.15 m, and 4.75 m from 
the shoreline in the case of (a) tsunami A and y = 1.8 m, (b) tsunami A and y = 2.6 m, (c) tsunami B and y = 1.8 m, and (d) tsunami 
B and y = 2.6 m.
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Figure 15. The ratio of calculated and observed velocities at 0.0 m, 0.4 m, 1.15 m, 1.90 m, 3.15 m, 4.15 m, and 4.75 m from the 
shoreline in the case of (a) tsunami A and y = 1.8 m, (b) tsunami A and y = 2.6 m, (c) tsunami B and y = 1.8 m, and (d) tsunami B and 
y = 2.6 m.
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the upstream face of the models when their vertically 
integrated values reached a maximum at 0 s < time < 
100 s. The positions of the pressure measurements are 
shown in Figure 8. The following integral method was 
used for the vertical integration of pressures. 

F ¼ p1Δz1 þ
1
2

p1 þ p2ð ÞΔz2 þ
1
2

p2 þ p3ð ÞΔz3 þ . . .

þ
1
2

pn� 1 þ pnð ÞΔzn

(1) 

where F is the vertically integrated value; 
pk k ¼ 1; 2; . . . ; nð Þ is pressure; 
Δzk k ¼ 1; 2; . . . ; nð Þ is the distance between the 
pressure measurement height; n is the number of 
measurement heights in a vertical line, and the sche-
matic diagram of the integration is shown in Figure 9. 
The pressures on the tank models P4 and P5 were 
estimated at several vertical lines, whose positions 
are shown in Figure 10. For the tank models, pressures 
were estimated when the difference of vertically inte-
grated values between the upstream and downstream 
lines became maximum at 0 s < time < 100 s.

Statistically averaged data were used for the test. 
Although water levels, inundation depths, and veloci-
ties were logged with a sampling rate of 100 Hz, data 
averaged by the “simple moving average” method 
with a 0.1 s period were used. In the case of pressures, 
which were logged with a sampling rate of 1000 Hz, 

data averaged by the simple moving average method 
with a 0.01 s period were used. For example, the 
averaged value �η with a 0.1 s period is calculated as 

�η tð Þ ¼
1

0:1
ò

tþ0:1

t
η t0ð Þdt0 ¼

1
10

X10

t
η t0ð Þ (2) 

where η is the logged value with a sampling rate of 
100 Hz.

2.3. The methods of numerical simulation 
conducted by each participant

Fourteen participants (six individuals, six teams, and 
two anonymous participants) attended the blind con-
test and submitted the prediction results (see 
Supplementary Material 1). The submitted simulation 
results were calculated using seven types of numer-
ical models. Some participants submitted more than 
one case and used the same type of numerical simu-
lation models. Therefore, there were a total of 38 
simulated results. Amongst them, nine were two- 
dimensional models (8 NSWE models and 1 
Boussinesq model) meaning that there is no vertical 
layer, and the other 29 were three-dimensional mod-
els (non-hydrostatic incompressible fluid dynamics 
model, non-hydrostatic compressible fluid dynamics 
model, SPH, three-dimensional and non-hydrostatic 
model, three-dimensional and multilayer hydrostatic 

Figure 16. The ratio of calculated and observed wave forces at 0.5 m, 1.25 m, 2.0 m, 2.4 m, and 4.3 m from the shoreline in the case 
of (a) tsunami A and (b) tsunami B.
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model). Amongst the 38 simulated results, 23 were 
non-hydrostatic incompressible fluid dynamics mod-
els, 1 a non-hydrostatic compressible fluid dynamics 
model (both hereinafter referred to as 3D models), 8 
NSWE models, 3 SPH methods, 1 three-dimensional 
and non-hydrostatic model (hereinafter, 3D-NH 

model), 1 three-dimensional and multilayer hydro-
static model (hereinafter, 3D-H model), and 1 
Boussinesq model (Table 2). The numerical simulation 
models used by the participants are shown in Table 3. 
For the NSWE model, the participants used their own 
proposed models.

Figure 17. The ratio of calculated and observed wave forces at 0°, 45°, 90°, 135°, 180°, 225°, 270°, and 315° of P4 in the case of (a) 
tsunami A and (b) tsunami B. The ratio of calculated and observed wave forces at 0°, 90°, 180°, and 270° of P5 in the case of (c) 
tsunami A and (d) tsunami B are also shown.
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The range of grid-cell size (particle diameter in case 
of SPH) at the wave tank used in these simulations is 
shown in Table 2. Uniform grid-cell sizes were used in 
NSWE models. The grid-cell sizes were varied in the 

range 0.005–0.05 m in x and y directions. The turbu-
lence models and the wall boundary conditions for 
velocity and pressure used in the numerical models 
are shown in Table 2.

Figure 18. The ratio of calculated and observed values of (a) water levels, (b) inundation depths, (c) velocities, and (d) wave forces 
at all observation sites versus grid-cell size by 3D model and NSWE models in the case of tsunami A.
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Figure 19. The ratio of calculated and observed values of (a) water levels, (b) inundation depths, (c) velocities, and (d) wave forces 
at all observation sites versus grid-cell size by 3D model and NSWE models in the case of tsunami B.
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Figure 20. The ratio of calculated and observed values of (a) water levels, (b) inundation depths, (c) velocities, and (d) wave forces 
at all observation sites versus turbulence model used in the 3D model for Tsunami A. Models 1, 2, 3, 4, and 5 indicates without 
turbulence model (Laminar flow), dynamic k equation model in LES, Smagorinsky model in LES, standard k-εmodel in RANS, and 
stabilized k-ω in RANS, respectively.
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Figure 21. The ratio of calculated and observed values of (a) water levels, (b) inundation depths, (c) velocities, and (d) wave forces 
at all observation sites versus turbulence model used in the 3D model for Tsunami B. Models 1, 2, 3, 4, and 5 indicates without 
turbulence model (Laminar flow), dynamic k equation model in LES, Smagorinsky model in LES, standard k-εmodel in RANS, and 
stabilized k-ω in RANS, respectively.
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Figure 22. The K values for (a) 3D model, (b) NSWE model, and (c) Boussinesq model at all observation sites for tsunami A. The κ 
values for (d) 3D model, (e) NSWE model, and (f) Boussinesq model at all observation sites for tsunami A are also shown.
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Figure 23. The K values for (a) 3D model, (b) NSWE model, and (c) Boussinesq model at all observation sites for tsunami B. The κ 
values for (d) 3D model, (e) NSWE model, and (f) Boussinesq model at all observation sites for tsunami B are also shown.
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For the NSWE model, the wave pressure cannot be 
calculated directly. Hence, the participants who 
adopted the NSWE model used the equation proposed 
by Arimitsu (2012) for the wave pressure calculations 
(Equation 3). 

Pmax zð Þ ¼
ρg hfmax � zð Þ; z > hufmax

ρg hfmax � zð Þ þ ρu2
fmax; z � hufmax

�

(3) 

where Pmax zð Þ is the maximum pressure on the build-
ings; ρ is the density of the fluid; g is the acceleration 
due to gravity; z is the distance from the bed; hfmax is 
the maximum inundation depth on the building; ufmax 

is the maximum velocity on the building; hufmax is the 
inundation depth on the building when the maximum 
velocity is generated.

In the nonlinear dispersive wave model simulation, 
the wave pressure was calculated using Equation (3). 
Some participants used turbulence models as 3D mod-
els. The turbulence models used by the participants 
were based on the Large Eddy Simulation (LES) and 
Reynolds Averaged Navier-Stokes (RANS) models. 
Participants used Smagorinsky model (Smagorinsky 
1963) and dynamic k equation model (Kim and 
Menon 1995) in LES and k-ε model (Launder and 
Spalding 1974) and k-ω model (Wilco 2006) in RANS.

Participants who used the SPH model adopted the 
dynamic eddy viscosity model as the turbulence 
model. The other models did not use turbulence 
models.

2.4. Evaluation of prediction results

The participants computed the time series of tsunami 
water level at WG3-WG6, inundation depth and velo-
city at y = 1.8 m and y = 2.6 m, and wave pressure at P1- 
1, P2-1 – P2-5, P3-1, P4-1 – P4-8, and P5-1 – P5-4 for 
tsunamis A and B. The participants also computed the 
maximum tsunami water level, inundation depth, velo-
city, and wave pressure at the same points by calculat-
ing the ratio of calculation results/observation results 
at all observation points. The authors converted the 
pressure to wave force based on Equation (1) and then 
compared the calculated and observed wave forces. 
The model’s performance cannot be evaluated using 
results with low prediction accuracy. Therefore, to 
assess the model performance, the authors selected 
the submitted results based on prediction accuracy. 
The authors selected 28 of the 38 cases of the simula-
tion results (Table 4). These 28 cases are the modeling 
results from 19 3D models, eight NSWE models, and 
one Boussinesq model shown in Figs. S1-S8 (see 
Supplementary Material 2). Among the 19 cases of 3D 
models, 1 was a compressible model, and 18 were 
incompressible models. To evaluate these simulation 
results, a detailed analysis was performed (the evalua-
tions of these simulation results hereinafter referred to 
as detailed analysis).

For the detailed analysis, the authors calculated the 
RMSE, K, and κ values, as shown in Equations (4)–(6). 

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn

i¼1

Obs � Calð Þ
2

s

(4) 

Figure 24. The κ values of water levels at −41.54 m (WG3), −30.0 m (WG4), −20.0 m (WG5), −10.0 m (WG6), −5.0 m (WG7), and 
0.0 m (WG8) from the shoreline in the case of (a) tsunami A and (b) tsunami B.
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Figure 25. The κ values of inundation depths at 0.0 m, 0.4 m, 1.15 m, 1.90 m, 3.15 m, 4.15 m, and 4.75 m from the shoreline in the 
case of (a) tsunami A and y = 1.8 m, (b) tsunami A and y = 2.6 m, (c) tsunami B and y = 1.8 m, and (d) tsunami B and y = 2.6 m.
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Figure 26. The κ values of velocities at 0.0 m, 0.4 m, 1.15 m, 1.90 m, 3.15 m, 4.15 m, and 4.75 m from the shoreline in the case of (a) 
tsunami A and y = 1.8 m, (b) tsunami A and y = 2.6 m, (c) tsunami B and y = 1.8 m, and (d) tsunami B and y = 2.6 m.
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logðKÞ ¼
1
n

Xn

i¼1

ln
Obs
Cal

� �

(5) 

log κð Þ ¼
1
n

Xn

i¼1

log
Obs
Cal

� �� �2

� n ln Kð Þ
2

( )" #1=2

(6) 

where Cal is the predicted physical quantity, Obs is the 
measured physical quantity, and n is the number of 
points comparing the physical quantity.

Therein, K and κ (Aida 1978) indicate the geo-
metric average value and the variability in the ratio 
of the observed to computed values, respectively. 
K and κ values have been used to estimate tsunami 
run-up heights in numerical models (Satake and 
Tanioka 2003; MacInnes et al. 2013; Watanabe 
et al. 2018; Mulia et al. 2020). In this study, K and 
κ were used to assess the accuracy of the maximum 
values of water level, velocity, inundation depth, 
and wave force calculated by each numerical 
model. A high value of K indicates a large difference 
between the calculated and observed (= Cal/Obs) 
results. Similarly, a high value of κ indicates a high 
variability of Cal/Obs.

The RMSE values were calculated to determine 
whether each numerical model could reproduce the 
time series of the observed values. The RMSE values 
have been used to reveal the reproducibility of calcu-
lated tsunami waveforms (Joshi et al. 2012; Christophe, 
Scotti, and Ioualalen 2012; Gusman et al. 2014; Gica et al. 

2015). Low RMSE values indicate that the calculated 
waveform is in good agreement with the observed 
waveform.

Low-quality results and measurement data were 
excluded from the analysis. There were at least two 
or more data points of the same physical quantity at 
the same measuring point. Therefore, ensemble- 
averaged values were used for the comparison. The 
prediction accuracies of the water levels, inundation 
depths, velocities, and pressures were evaluated 
separately.

3. Result

3.1. Reproducibility of all submitted simulation 
results

The authors first computed the ratio of calculated 
values to observed values for water levels, inundation 
depths, velocities, and wave forces. A Cal/Obs value 
closed to 1.0 indicates that the simulation results are 
in good agreement with the observation values. The 
Cal/Obs < 1.0 indicates that the simulation underesti-
mates the observed values, and Cal/Obs > 1.0 indicates 
that the simulation overestimates the observed values. 
The values predicted by each model for tsunamis 
A and B are shown in Figures 11 and 12, respectively. 
In some cases, the values of Cal/Obs exceeded the 
ranges of the vertical axes of the diagrams especially 
for the 3D, 3D-NH, and 3D-H models, and could not be 
shown in the figure. In all methods, the Cal/Obs values 
for tsunami B were distributed far from 1.0 compared 

Figure 27. The κ values of wave forces at 0.5 m, 1.25 m, 2.0 m, 2.4 m, and 4.3 m from the shoreline in the case of (a) tsunami A and 
(b) tsunami B.
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Figure 28. The κ values of wave forces at 0°, 45°, 90°, 135°, 180°, 225°, 270°, and 315° of P4 in the case of (a) tsunami A and (b) 
tsunami B. The ratio of calculated and observed wave forces at 0°, 90°, 180°, and 270° of P5 in the case of (c) tsunami A and (d) 
tsunami B are also shown.
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Figure 29. The κ values of (a) water levels, (b) inundation depths, (c) velocities, and (d) wave forces at all observation sites versus 
grid-cell size by 3D and NSWE models in the case of tsunami A.
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Figure 30. The κ values of (a) water levels, (b) inundation depths, (c) velocities, and (d) wave forces at all observation sites versus 
grid-cell size by 3D and NSWE models in the case of tsunami B.
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Figure 31. The κ values of (a) water levels, (b) inundation depths, (c) velocities, and (d) wave forces at all observation sites versus 
turbulence model used in the 3D model for Tsunami A. Models 1, 2, 3, 4, and 5 indicates without turbulence model (Laminar flow), 
dynamic k equation model in LES, Smagorinsky model in LES, standard k-εmodel in RANS, and stabilized k-ω in RANS, respectively.
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Figure 32. The κ values of (a) water levels, (b) inundation depths, (c) velocities, and (d) wave forces at all observation sites versus 
turbulence model used in the 3D model for Tsunami B. Models 1, 2, 3, 4, and 5 indicates without turbulence model (Laminar flow), 
dynamic k equation model in LES, Smagorinsky model in LES, standard k-εmodel in RANS, and stabilized k-ω in RANS, respectively.
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with that for tsunami A, indicating low prediction 
accuracy for tsunami B, where the tsunami was stron-
ger and the dispersion effect was significant. For both 
tsunamis, the variability of Cal/Obs values was high in 
the nonhydrostatic incompressible fluid dynamics 
model (Figures 11 and 12) as this model had more 
cases than the other models (Table 2). The variabilities 
of the Cal/Obs values of the SPH were higher than 
those of the other models (Figures 11 and 12). Eight 
submitted results were calculated using the NSEW 
models (Table 4), while the Cal/Obs values of the 
NSWE models are not widely distributed in both tsu-
nami A and B (Figures 11 and 12). The Cal/Obs values of 
the Boussinessq model also appeared not to be widely 
distributed (Figures 11 and 12); however, only one 
submission used this model (Table 2).

3.2. Detailed analysis of the submitted results

3.2.1. Results of Cal/Obs
The results of the detailed analysis of the Cal/Obs 
values of water level, inundation depth, velocity, and 
wave force versus distance from the shoreline are 
shown in Figures 13–16. To obtain the Cal/Obs of the 
wave force, the authors used the Cal/Obs values at P1-1 
(0.5 m), P4-1 (1.25 m), P2-3 (2.0 m), P5-1 (2.4 m), and P3- 
1 (4.3 m), which were the frontal points against the 
tsunami propagation in the wave tank. The Cal/Obs at 
P4 and P5 were also provided to evaluate the reprodu-
cibility of tsunami wave forces acting on the sides and 
behind the structure (Figure 17). The wave pressure at 

P4 and P5 calculated using the Boussinesq model was 
not submitted; therefore, the Cal/Obs predicted by 
Boussinesq model is not shown in Figure 17. The 
authors also analyzed the Cal/Obs values of water 
level, inundation depth, velocity, and wave force ver-
sus grid cell size used in 3D and NSWE models 
(Figures 18 and 19). The authors excluded the 
Boussinesq model as only one case was submitted. 
The Cal/Obs values versus turbulence model used in 
3D models are shown in Figures 20 and 21.

The Cal/Obs of water level (Figure 13) calculated 
for the 3D models were 0.97–1.31 and 0.89–1.50 
for tsunamis A and B, respectively. The Cal/Obs for 
the NSWE model were 1.0–1.09 for tsunami A and 
0.72–1.13 for tsunami B. The Cal/Obs for the 
Bousinessq model were 1.0–1.06 for tsunami A, 
and 0.72–1.11 for tsunami B (Figure 13). For tsu-
nami A, where soliton fission was not generated, 
the water level could be simulated based on the 
hydrostatic assumption. Thus, the Cal/Obs calcu-
lated for the NSWE model was close to 1.0, com-
pared with that for the 3D model. However, for 
tsunami B, the Cal/Obs of the NSWE model signifi-
cantly decreased from 1.0 because the hydrostatic 
assumption cannot consider short-wave compo-
nents such as soliton fissions.

The Cal/Obs calculated for the Boussinessq model 
for tsunami B was close to 1.0 compared to those for 
the NSWE model. The Cal/Obs for the Boussinessq 
model for tsunami B was lower than that for tsunami 
A. The decrease in Cal/Obs calculated for the 3D model 

Figure 33. The RMSE values of water levels at −41.54 m (WG3), −30.0 m (WG4), −20.0 m (WG5), −10.0 m (WG6), −5.0 m (WG7), and 
0.0 m (WG8) from the shoreline in the case of (a) tsunami A and (b) tsunami B.
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Figure 34. The RMSE values of inundation depths at 0.0 m, 0.4 m, 1.15 m, 1.90 m, 3.15 m, 4.15 m, and 4.75 m from the shoreline in 
the case of (a) tsunami A and y = 1.8 m, (b) tsunami A and y = 2.6 m, (c) tsunami B and y = 1.8 m, and (d) tsunami B and y = 2.6 m.
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Figure 35. The RMSE values of velocities at 0.0 m, 0.4 m, 1.15 m, 1.90 m, 3.15 m, 4.15 m, and 4.75 m from the shoreline in the case 
of (a) tsunami A and y = 1.8 m, (b) tsunami A and y = 2.6 m, (c) tsunami B and y = 1.8 m, and (d) tsunami B and y = 2.6 m.
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for tsunami B was not significant compared to that for 
the NSWE and Boussinessq models. Thus, the predic-
tion accuracy of the water level was not significantly 
decreased even if soliton fission was generated in the 
case of 3D model.

For tsunami A, the Cal/Obs values of simulated inunda-
tion depth at 0.0–1.90 m were close to 1.0 compared to 
those at 3.15–4.75 m (Figure 14). At 0.0–1.90 m, the flow 
stagnation was generated by blockage due to the build-
ings located behind 1.90 m. Thus, for tsunami A, the 
inundation depth at 0.0–1.90 m was uniform, approxi-
mately 0.15 m (Kihara et al. 2021). From 1.90 m toward 
inland, the inundation depth decreased, and the Cal/Obs 
was distributed in a wide range at 3.15–4.75 m where the 
inundation depth was less than 0.1 m (Kihara et al. 2021). 
For tsunami B, the inundation depth decreased from the 
shoreline toward inland, and the Cal/Obs were also dis-
tributed in wide range at 3.15–4.75 m in all models where 
the inundation depth was less than 0.1 m (Figures 14c and 
14d). For tsunamis A and B, the reproducibility of the 
simulation models decreased as the inundation depth 
decreased.

In the case of velocity of tsunami A, the Cal/Obs values 
were widely distributed at 4.15 m of y = 1.8 m (Figure 15 
(a)). In the case tsunami B, the Cal/Obs were widely dis-
tributed at 1.90 m of y = 2.6 m (Figure 15d). At these sites, 
the tsunami velocities were significantly lower or higher 
compared to the other sites. For example, the velocity of 
tsunami A (y = 1.8 m) at 4.15 m was 0.213 m/s, while at 
4.75 m, it was 1.02 m/s (Kihara et al. 2021).

The tsunami wave force has three phases (Arikawa 
et al. 2006; Nouri et al. 2010; Palermo et al. 2013; Kihara 
et al. 2015). In the first phase, an impulsive force is 
observed immediately after the bore impacts the struc-
ture. In the second phase (the transition or initial 
reflection phase), both hydrostatic and hydrodynamic 
forces contribute to the tsunami wave pressure. In the 
third phase (quasi-steady-state phase), the vertical dis-
tribution of the wave pressure appears to be hydro-
static. For tsunami A, the maximum wave force was 
observed in the third phase at all observation points 
(P1–P5). For tsunami B, the maximum wave force of the 
first or second phase was observed at P1-P5 (at 0– 
1.25 m) (Kihara et al. 2021). The 3D and NSWE models 
well reproduced the wave forces acting on P4 and P5 
at 0° for both tsunamis with Cal/Obs close to 1.0 
(Figure 17). However, the both models could not repro-
duce the wave forces on the rest of the points, P4 at 
45–315° and P5 at 90–270°, with higher Cal/Obs. In the 
case of tsunami B, at places where a negative wave 
pressure was generated, the Cal/Obs values were 
negative.

Even if the grid-cell size was changed, 
a characteristic increase or decrease in the Cal/ 
Obs was not observed in the both 3D and NSWE 
models (Figures 18 and 19). In LES, the Cal/Obs of 
wave force was close to 1.0 in the case of the 
dynamic k equation model compared to the 
Smagorinsky model for Tsunamis A and 
B (Figures 20 and 21). In RANS, the Cal/Obs of 

Figure 36. The RMSE values of wave forces at 0.5 m, 1.25 m, 2.0 m, 2.4 m, and 4.3 m from the shoreline in the case of (a) tsunami 
A and (b) tsunami B.
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Figure 37. The RMSE values of wave forces at 0°, 45°, 90°, 135°, 180°, 225°, 270°, and 315° of P4 in the case of (a) tsunami A and (b) 
tsunami B. The ratio of calculated and observed wave forces at 0°, 90°, 180°, and 270° of P5 in the case of (c) tsunami A and (d) 
tsunami B are also shown.
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Figure 38. The RMSE values of (a) water levels, (b) inundation depths, (c) velocities, and (d) wave forces at all observation sites 
versus grid-cell size by 3D and NSWE models in case of tsunami A.
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Figure 39. The RMSE values of (a) water levels, (b) inundation depths, (c) velocities, and (d) wave forces at all observation sites 
versus grid-cell size by 3D and NSWE models in case of tsunami B.
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Figure 40. The RMSE values of (a) water levels, (b) inundation depths, (c) velocities, and (d) wave forces at all observation sites 
versus turbulence model used in the 3D model for Tsunami A. Models 1, 2, 3, 4, and 5 indicates without turbulence model (Laminar 
flow), dynamic k equation model in LES, Smagorinsky model in LES, standard k-εmodel in RANS, and stabilized k-ω in RANS, 
respectively.

336 M. WATANABE ET AL.



Figure 41. The RMSE values of (a) water levels, (b) inundation depths, (c) velocities, and (d) wave forces at all observation sites 
versus turbulence model used in the 3D model for Tsunami B. Models 1, 2, 3, 4, and 5 indicates without turbulence model (Laminar 
flow), dynamic k equation model in LES, Smagorinsky model in LES, standard k-εmodel in RANS, and stabilized k-ω in RANS, 
respectively.
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water level and wave force was close to 1.0 in the 
case of the k-ε model compared to the k-ω model 
for both Tsunamis (Figures 20 and 21).

3.2.2. The results of K andκ
The K-κ values of the 3D, NSWE, and Boussinesq mod-
els for tsunamis A and B are shown Figures 22 and 23, 
respectively. The K values were close to 1.0 for tsunami 
A compared with those for tsunami B. Further, the κ 
values for tsunami B were higher compared to those 
for tsunami A, indicating high variabilities in the com-
putational results of tsunami B.

The authors calculated the κ values of water level, 
inundation depths, velocity, and wave force from the 
shoreline toward downstream (Figures 24–27). The 
Boussinesq model was excluded as only one case was 
submitted. In all the cases, the κ values for tsunami 
A were lower than those for tsunami B. For tsunami A, 
the κ values of the water level in the NSEW models 
were lower than those in the 3D models at all observa-
tion points (Figure 24a). For tsunami B, the NSWE 
models had high κ values of the 3D at four out of six 
points (Figure 24b), indicating that the NSWE model 
did not simulate tsunami B waveform properly. For 
both tsunamis, the κ values of inundation depths 
were high at 3.15 m, 4.15 m, and 4.75 m, where the 
inundation depth was small (Figure 25). With regard to 
the velocities, the κ values of NSWE models were low at 
9 out of 14 points for tsunami A and at 13 out of 14 
points for tsunami B (Figure 26). Similarly, for tsunami 
wave forces, the κ values of the NSWE models were low 
at 29 points among the 34 points for both tsunamis 
A and B (Figures 27 and 28). At most points of P4 and 
P5, the κ values of the NSWE models were lower than 
those of the 3D models (Figure 28).

Furthermore, the authors calculated the κ values 
of water level, inundation depths, velocity, and 
wave forces versus grid-cell size (Figures 29 and 
30) and turbulence model in 3D models 
(Figures 31 and 32). When coarse grid-cell sizes 
were used, the κ values calculated for water levels 
and inundation depths in NSWE models were small 
for both Tsunamis (Figure 29), while the corre-
sponding κ values in 3D models were small for 
Tsunami A (Figure 30). In the case of velocity and 
wave force, a characteristic decrease or increase in κ 
values was not found. In the case of dynamic 
k equation model, the κ values for wave force 
were small compared to those in the Smagorinsky 
model in LES for Tsunamis A and B (Figures 31 and 
32). The κ values of wave force were small in the 
case of k-ε model compared to that of k-ω model in 
RANS for Tsunamis A and B (Figures 31 and 32). The 
κ values of velocity in k-ω model were significantly 
high for Tsunami B because some calculated values 
were close to zero (Figure 20c).

3.2.3. The results of RMSE
To evaluate the reproducibility of the calculated 
waveform, the authors computed the RMSE values 
of water level, inundation depths, velocity, and 
wave force from the shoreline toward the inland 
obtained from the 3D, NSWE, and Boussinesq mod-
els for tsunamis A and B (Figures 33–36). The RMSE 
values at P4 and P5 were also calculated 
(Figure 37). The RMSE values for tsunami B were 
higher compared to those for tsunami A at most 
points (Figures 33–36). Some RMSE values of the 
3D models were significantly higher because of the 
inconsistencies in the predicted results 
(Figures 33–36). The RMSE values of inundation 
depth calculated for all models decreased inland 
for both tsunamis (Figure 34), indicating good 
agreement between calculated waveforms and 
the observed ones when the inundation depth 
was low. The RMSE values of velocities increased 
inland for both tsunamis (Figure 35), indicating 
high prediction accuracy when the inundation 
depth was high. The RMSE values predicted for 
the NSWE for wave force were much lower than 
those predicted for the 3D model (Figures 36 and 
37). For tsunami B, at 0° of P4 and P5, where the 
wave force was high, the RMSE values also 
increased compared with other points (Figures 37 
(b, d)).

The RMSE values versus grid-cell sizes and turbu-
lence models used in 3D models are shown in 
Figures 38–41. The Boussinesq model was excluded 
as only one case was submitted. A characteristic 
increase or decrease in RMSE values was not 
observed with varying grid-cell sizes (Figure 39).

The RMSE values of inundation depth, velocity, and 
wave forces were close to zero in dynamic k equation 
model compared to those in Smagorinsky model in LES 
for both Tsunamis (Figure 40). In RANS, the RMSE 
values of water level, inundation depth, and velocity 
were close to zero in k-ε model compared to k-ω 
model (Figure 41).

4. Discussion

4.1. The reproductivity of maximum values

In the SPH methods, the Cal/Obs values of the four out-
puts (water level, inundation depth, wave pressure, and 
wave velocity) were widely distributed for both tsunami 
A and B (Figures 11 and 12). In the case of the SPH 
method, determining the free water surface is challen-
ging. Therefore, the calculated time series of outputs 
oscillated and the Cal/Obs of these simulation results 
were quite far from 1.0. Only one case of prediction was 
submitted for both 3D-NH and 3D-H models. More cases 
must be analyzed to reveal the reproducibility of the 
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tsunami simulation from both models. The submitted 
NSWE models were second-highest in number among 
the seven models (Table 2). However, the calculated Cal/ 
Obs values for the NSWE models were not widely distrib-
uted for both tsunamis compared to that for the 3D 
models (Figures 11 and 12). This result can be attributed 
to the fact that in the case of NSWE model, the stability of 
the difference scheme has been theoretically investi-
gated and numerical errors and their causes in the 
model are also clear (Shigihara and Fujima 2007). The 
Cal/Obs values for the Bousinessq models were also close 
to 1.0, as only one case of prediction results was used for 
calculations (Figures 11 and 12); more prediction cases 
are required to assess the accuracy of the model.

4.2. Reproducibility of NSWE and 3D models

The Cal/Obs values of water level calculated by the 
NSWE model are significantly smaller in Tsunami 
B as compared to Tsunami A. Meanwhile, the Cal/ 
Obs values of 3D models in Tsunami B are not as 
small as those produced by the NSWE models 
(Figure 13). For Tsunami B, the κ values of water 
levels were smaller in 3D models than those in 
NSWE models in most cases (Figure 24). 
Therefore, in the computation of tsunami propaga-
tion where short waves are present, 3D models are 
valid. To study the tsunami inundation over urban 
areas, where the local water level change is sig-
nificant, it is important to consider the non- 
hydrostatic behavior (Watanabe et al. 2016). The 
κ values of inundation depth calculated for the 3D 
models were close to 1.0 as compared to those for 
the NSWE models for both tsunamis at 
1.15 − 4.75 m where the observation points were 
surrounded by structures (Figure 25). The velocity 
and wave force variabilities calculated for the 3D 
models were higher than those for the NSWE mod-
els (Figures 26–28). The NSWE models cannot 
directly calculate wave pressures, hence some 
empirical models (e.g. Arimitsu, Ooe, and 
Kawasaki 2012) were used to derive wave pressure 
or wave force. 3D models can consider these 
effects. For tsunami A, maximum wave force was 
observed in the third phase at all observation 
points (Kihara et al. 2021), which implies that max-
imum wave force can be calculated, based on the 
hydrostatic assumption, using the NSWE model 
and reproduced with reasonable accuracy.

For tsunami B, the maximum wave force of the 
first or second phase, because of impulsive pres-
sure or hydrodynamic pressure, was observed at all 
observation points (Kihara et al. 2021). However, 
the κ values for the 3D models were higher than 
those for the NSWE model at most points 
(Figures 27 and 28). The variabilities of the 

calculated wave force behind P4 and P5 were 
also significantly higher in the 3D models than in 
the NSWE models (Figure 28). Thus, the simulation 
results calculated by the NSWE models were more 
accurate compared to the 3D models.

The RMSE values of water level, inundation 
depth, velocity, and wave force were mostly low 
in the NSWE model for tsunami A(Figures 33–37). 
Similarly, for tsunami B, most RMSE values were 
low in the NSWE model compared to the 3D 
model. Thus, the reproducibility of the time series 
of the tsunami water level, inundation depth, velo-
city, and wave force calculated by the NSWE mod-
els were higher than those by the 3D models. The 
NSWE models can stably conduct the calculation 
compared to 3D models. In the case of the 3D 
model, some results had outliers. The RMSE values 
were calculated from the squared values of the 
difference between the calculated value and the 
measured values (Equation 4), making the RMSE 
values sensitive toward outliers.

Meanwhile, the simulation of flows on under-
water vehicle appendages using dynamic k-equa-
tion models of LES has produced better results 
compared to the Smagorinsky models because 
the size and position of the separation bubble 
were reproduced better in the former than in the 
latter model (Lidtke, Turnock, and Downes 2017). 
The dynamic k equation model is more advanced 
than the Smagorinsky model and is necessary to 
solve the transport equation for the subgrid turbu-
lent kinetic energy (Kim and Menon 1995). In the 
present study, the RMSE values of the inundation 
depths, velocities, and wave forces calculated 
using dynamic k equation model were close to 
zero compared to the Smagorinsky model for 
both Tsunamis (Figures 40 and 41). Furthermore, 
the κ values of wave forces were lower in the 
dynamic k equation model than those in the 
Smagorinsky model in LES for both Tsunamis 
(Figures 31 and 32).

Moreover, the tsunami wave force acting on 
bridges and time series of wave levels were repro-
duced well when the k-ω model was adopted 
compared to the k-ε model because the former is 
more suitable for the calculation of separated 
flows than the latter (Kawasaki, Nakao, and Izuno 
2015). However, in this study, the κ values of wave 
force were small in the k-ε model than those in the 
k-ω model (Figures 31 and 32). The RMSE values of 
water levels, inundation depths, and velocities cal-
culated for the k-ε model were also close to zero 
compared to those for the k-ω model for both 
tsunamis (Figures 40 and 41). This is because the 
stability of the k-ε model is higher than that of the 
k-ω model (Kawasaki, Nakao, and Izuno 2015).
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4.3. Future improvements in the tsunami 
simulation model

The SPH method uses a meshless approach to 
simulate the inundation of wave breaking and 
other flows (Rogers and Dalrymple 2008). 
However, it requires more computation time than 
the mesh approach (e.g. Genda et al., 2015). 
Moreover, its computation accuracy become low 
at the area with few particles such as the location 
where water depth become small. Thus, further 
development of the SPH method is necessary. 
The NSWE models cannot simulate three- 
dimensional flows; therefore, the tsunami inunda-
tion among the structures and wave forces acting 
on the sides or backside of the structures cannot 
be reproduced. However, the accuracy of the 
NSWE models was higher than that of the 3D 
models. The NSWE models are commonly used 
for tsunami simulations, and the parameters set-
ting that can reproduce tsunami inundation and 
propagation has been empirically recognized. The 
3D models are not commonly used; therefore, the 
parameter setting and selection of turbulence 
models are varied with each user. However, the 
NSWE model cannot handle some phenomena, 
such as soliton fission and vertical flows in front 
of the structures. Therefore, the further develop-
ment and use of 3D models are necessary.

The accuracy of simulation results did not 
increase even when the grid cell-size was small in 
the both NSWE model and 3D models (Figures 18– 
19), (Figures 29–30), (Figures 38–39). Especially, in 
case of the NSWE model, the κ values of water 
level and inundation depths increased at small 
grid-cell sizes for Tsunamis A and B (Figures 29– 
30). Thus, not only the grid-cell size but also other 
parameters contribute to the reproducibility of the 
tsunami simulation results. Thus, it is necessary to 
assess the input parameters to accurately perform 
tsunami inundation modeling are necessary to be 
revealed in the future.

Among the 24 submitted results of the 3D mod-
els, 23 were incompressible models and one was 
a compressible model (Table 2), implying that the 
compressible model was not widespread. However, 
the tsunami propagation speed is also affected by 
compressible seawater (Tsai et al. 2013; Watada 
et al. 2013). The tsunami propagation speed was 
reduced by 0.44% when seawater compressibility 
was not included (Watada 2013). Therefore, to 

increase the reproducibility of tsunami propaga-
tion, further development of a compressible 3D 
model is required.

5. Conclusion

To date, several tsunami simulation methods have been 
developed. To confirm the accuracy of the proposed 
numerical models, the authors held a tsunami blind con-
test, which was part of the 17WCEE. In this study, the 
authors compared the accuracies of the simulation results 
submitted by the participants. The main outcomes as 
follows:

● Reproducibility of water level, inundation depth, 
and velocity

The reproducibility of water level value was higher in 
the 3D model than in the NSWE models when soliton 
fission was generated. In the case of inundation depth, 
the prediction accuracy of the 3D model was higher than 
that of the NSWE models as the tsunami inundation 
among structures is a three-dimensional problem. The 
reproducibility of velocity were lower in the 3D models 
than in the NSWE models.

● Reproducibility of pressure/forces

In this study, NSWE models were much better able to 
reproduce wave force over land as compared to 3D mod-
els. For both Tsunami A and B, wave forces in all phases of 
the tsunami, including significant impulsive pressure and 
hydrodynamic pressure, were more accurately predicted 
by the NSWE models. The variability of the calculated 
wave force of the behind structures in 3D models was 
also significantly higher than that in the NSWE models. 
Although the 3D models can directly solve these wave 
forces, but the simulation results calculated by the NSWE 
models were more accurate than those with the 3D 
models.

● Effects of grid-cell size and turbulence model in 
tsunami modeling

The reproducibility of 3D models and NSWE models 
did not improve at small grid-cell sizes. Thus, the grid-cell 
size was not the factor to determine the simulation accu-
racy. For 3D models in RANS, simulation accuracy 
increased in cases where k-ε model was adopted com-
pared to the cases where k-ω model was used. For 3D 
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models in LES, reproducibility of wave force was higher in 
the dynamic k equation model than that in the 
Smagorinsky model.

● Limitations and improvements of current numer-
ical simulation models

To improve the accuracy of numerical models that can 
directly solve wave pressure, such as 3D model and the 
SPH models, further developments are needed. The 
appropriate parameter setting for tsunami inundation 
modeling is still unknown and should be investigated in 
the future.

The presented information will contribute to the 
development of numerical simulation tools that can 
accurately predict tsunami inundation and its 
hydraulic force.
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