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Abstract

In the present work we have parametrized, for the first time, a tight binding model. The
parametrization has been performed in order to carry out simulations of SrTiO3 system
employing larger size scales and reducing computational cost with regard to first principles
calculations. The model is generated employing a python script called Modelmaker.
This toolbox links first-principles simulations obtained from the Siesta code for a training
set of configurations with the associated second-principles simulations, performed with
Scale-up. Furthermore, both electron-electron interaction and electron-lattice coupling
are included in the parameterization of the model. Thus, the obtained model is able to
reproduce the band structure of SrTiO3 configurations where the system has not been
trained, such as a ferroelectric or antiferrodistortive phases.
This study opens the door to the performance of simulations in SrTiO3 with thousands of
atoms and capable of hosting polarons (localized electron in an octahedron of TiO4 due to
its associated cloud of phonons). Based on this polaronic model, the negative capacitance
observed at the interface between SrTiO3 and LaAlO3 can be explained.

Keywords

SrTiO3, tight binding parametrization, negative capacitance, polaron, first-principles cal-
culations, second-principles calculations

Resumen

En el presente trabajo se ha parametrizado por primera vez un modelo de enlace fuerte
para la simulación del SrTiO3 en escalas de tiempo y tamaño superiores a las que se
pueden realizar desde primeros principios. El modelo es generado por medio del fichero
de python llamado Modelmaker, que enlaza las simulaciones de primeros principios de
una colección de sistemas de entrenmiento utilizando el programa Siesta, con las resul-
tantes de segundos principios, efectuadas con Scale-up. Además, en la parametrización
del modelo, se incluye tanto la interacción electrón-electrón como la dependencia con las
interacciones electrón-red. Así, el modelo obtenido es capaz de reproducir la estructura
de bandas de configuraciones de SrTiO3 donde el sistema no ha sido entrenado, como una
fase ferroeléctrica o un sistema antiferrodistortivo.
De esta forma, este estudio nos abre la puerta para la realización de simualaciones en
SrTiO3 con miles de átomos capaces de albergar polarones (electrón localizado en un
octaedro de TiO4 debido a la nube de fonones que lo acompañan). En base a este modelo
polarónico puede explicarse la capacidad negativa observada en la interfase entre SrTiO3

y LaAlO3.

Palabras clave

SrTiO3, parametrización de enlace fuerte, capacidad negativa, polarón, cálculos de
primeros-principios, cálculos de segundos-principios
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Introduction

The concept behind this work is that a deeper quantitative understanding and engineering of quan-
tum electronic properties at interfaces between oxide compounds in artificial layered systems will
lead major technological advances. The unique properties emerging at these interfaces would allow
us to address technological problems at the forefront of fundamental and applied research, includ-
ing the realization of gate capacitors in metal-oxide-semiconductors field-effect transistors with
unprecendent capacitance, or new thermoelectric, superconducting, or magnetoelectric devices.

Besides the fascination of complex oxides at the bulk level, when two of them are brought together,
a host of phenomena can occur at their interface, the structural quality of which now rivals that
of the best conventional semiconductors. Interfaces are rarely passive boundaries between the two
materials. At the interface different properties couple, different phases compete, and sometimes
totally new and unexpected phenomena emerge [28]. An extraordinary example is the appearance of
a two-dimensional electron gas (2-DEG) with very high mobility and densities difficult to achieve in
conventional semiconductors at the interface between two insulating oxides such as SrTiO3/LaAlO3

[22].

Despite the recent advances, the field of oxide interfaces remains largely unexplored. At this point
theoretical guidance might be of great help. Improvements in the field of first and second-principles
calculations, combined with the recurrent increase of computational power, allow not only accurate
reproduction of experimental measurements but also trustable predictions. There is thus a strong
motivation to further investigate oxide interfaces for predicting and engineering their properties.

In this work we shall exploit the property of the negative compressibility of diluted two-dimensional
electron gases, in particular, in the SrTiO3/LaAlO3 interface. This quantum phenomenon offers
an alternative mechanism for the enhancement of the capacitance. Several approaches have been
suggested to explain the origin of the negative capacitance at these interfaces. However, since they
are firmly rooted on the physics of semiconductors, they present problems when applied to 2-DEG
generated at oxide interfaces. Within this work we propose an innovative mechanism to explain the
unconventional phenomenon of negative electron compressibility. We establish that the electrons
would be localized in polarons within the SrTiO3 layer.

The theoretical simulation of the processes involved in this model poses a major problem that cannot
be tackled with current state-of-the-art methodologies. Here we develop new atomistic simulation
tools to access larger time and length scales than in conventional DFT, able to capture the relevant
physics of the devices under working conditions. In particular, this work will be focused on the
description of the Modelmaker toolbox. This software is based on second principles calculations
and is able to parametrized the terms of the hamiltonian employing first principles calculations.

The work is presented according to the following structure. Firstly, Chapter 1 explains the surpris-
ing conductivity of the interface between the insulators LaAlO3 and SrTiO3 by the polar catastrophe
model. In Chapter 2 the concept of negative compressibility is exposed and the experimental ev-
idence of this phenomenon is specifically mentioning by Mannhart experiments. Moreover, here
we present our proposal, based on the explanation of the negative capacitance by the formation of
polarons in SrTiO3. The challenges of simulating these pseudoparticles are exposed at the end of

1



CONTENTS

the chapter. The electronic structure of SrTiO3 is studied in Chapter 3. Chapter 4 exhibits the
developed computational method, based on second principle calculations. The results of the work
are shown in Chapter 5. Finally, the conclusions are summarized in Chapter 6.
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Chapter 1

Polar catastrophe

Polar catastrophe was a pioneering model developed to explain the formation of quasi-two dimen-
sional electron gas (2DEG) in SrTiO3/LaAlO3[001] interface [9]. The bedrock of this model is
the layer charges imbalance between LaAlO3 and SrTiO3 planes oriented along the [001] direc-
tion. The polar catastrophe phenomenon is reasoned in respect of the electrostatics of the formal
charges on each layer, which are computed by the oxidation number on each ion. The stacking of
[001] atomic layers in a ABO3 perovskite (A ∈ {Sr,La} and B ∈ {Ti,Al} for SrTiO3 and LaAlO3

respectively) is AO/BO2/AO/BO2. Thus, LaAlO3[001] is composed by a sequence of positive
charged (Al+3O−2

2 )+1 and negative charged (La+3O−2)−1 planes. Whereas, SrTiO3[001] combines
two neutral layers, (Ti+4O−2

2 )0 and (Sr+2O−2)0. A polar discontinuity is generated between the
polar LaAlO3 material and the nonpolar SrTiO3 planes.

(a) (b)

Figure 1.1. Schematic representation of polar catastrophe model for STO/LAO[001] interface. (a) In the
absence of charge transfer, SrTiO3 layers are neutral while the LaAlO3 planes have alternating net charge
(ρ). As result, a non-negative electric field arises in LaAlO3 side causing a diverging electric potential V .
This potential rises with the increase of LaAlO3 thickness. (b) Once the transference has been produced,
the average electric field in null and the electric potential finite [21].

Dealing with a well oxidized materials and focusing in a SrTiO3/LaAlO3 system with an n-type
interface ((LaO)+/(TiO2)0 contacting terminated layers), from the polar discontinuity an electric
field ELAO arises in the polar material. Due to this electric field, a non-zero potential VLAO appears
in LaAlO3 film which increases proportionally to its thickness, as shown in Fig. 1.1(a), tilting its
respective electronic bands. Once the potential in LaAlO3 has risen a critical value, the bottom
conduction band in LaAlO3 reaches the top of the SrTiO3 conduction band. As consequence, a
Zenner breakdown is produced, a charge transfer from BVLAO to BCSTO is originated and the
carriers from LaAlO3 surface accumulates on the SrTiO3 side of the interface. Each LaAlO3 unit
cell donates a electronic charge of e/2 (where e is negative). The electronic charge is transferred to
the bottom of the conduction band of SrTiO3. As we shall see in Chapter 3, the states located in
this position are t2g states, associated to 3d-orbitals {dxy, dyz, dxz}. Then, the Ti ions placed in the
interface become Ti+3.5. This extra 1/2 electron can be measured by transport or spectroscopic
techniques. Once the transference has been performed, an interface dipole is generated which causes
oscillations of the electric field around 0 (electric field null in average). Then, the potential remains
finite [21]. This process is displayed in Fig. 1.1(b).

3



CHAPTER 1. POLAR CATASTROPHE

As stated above, the formation of the 2DEG depends on VLAO. If the potential doesn’t reach the
critical value, the valence and band conduction don’t overlap and the interface keeps insulating.
This critical electric potential is linked to the LaAlO3 thickness, specifically conducting phenomenon
in the interface is observed when the LaAlO3 layers exceed the four unit cells according to Thiel
and coworkers studies [6].

Finally, in addition to n-type interfaces, SrTiO3/LaAlO3[001] interface can be composed by AlO2/SrO
exhibiting a p-type system. This one is insulating independently of LaAlO3 thickness.

Considering insulating and paramagnetic systems, fascinating phenomena appear in polar oxide
interfaces as the generation of a metallic state, ferromagnetism or even superconductivity. In
addition to these properties, Mannhart [15] showed in their experiments the presence of negative
compressibility.
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Chapter 2

Negative compressibility

The unceasing research of high-speed, smaller and more efficient energetically micro-electronic
devices points to Moore’s law, which states that the number of transistors that can be placed
on an integrated circuit doubles approximately every two years. Currently, the typical transistor
employed in the fabrication of electronic equipment is the the metal-oxide-semiconductor field-effect
transistor (MOSFET). In a MOSFETs the principal component is a capacitor composed by the
stack of three materials: a gate metal electrode, a semiconducting channel (which connects drain
and source terminals) and an insulating oxide separating the previous elements. A voltage applied
to the gate controls the resistance of the channel amplifying or switching electronic signals (the
resistance of the channel is determined by “free charge” which is stored on the semiconductor).
Thus, the capacitor is in charge of increasing the channel conductivity and efficiency operating the
transistor at low gate voltages. As consequence, a large capacitance C is mandatory.

A capacitor is modeled by two parallel plates with a capacitance Cgeom,

Cgeom =
ε0εA

d
, (2.1)

where ε0 is the permitivity of vacuum, A is the lateral capacitance area, and ε and d are, respectively,
the relative dielectric constant and the thickness of the dielectric [11]. The requirement of more
powerful devices demands a reduction of capacitor area A to pack in a chip a larger number
of transistors [3]. The problem now is focused on: how to reduce the area A maintaining the
capacitance C as high as possible?

Traditionally, the established strategies have pursued the reduction of the gate dielectric thickness,
d. The employed dielectric, archetypically silica (SiO2), has been narrowed in the evolution of the
electronic mechanisms until reaching the limit of around 1 nm. Below a critical dielectric thickness,
this reduction cannot be sustained any longer due to the appearance of leakage electric currents
producing tunneling effects between the capacitor’s plates, which increases the power consumption
and overheats transistors. The use of a dielectric with larger ε [26] entailsed an alternative solution.
The chosen material was hafnia-based dielectrics. However, this material presented high oxygen
diffusitivities that compromise interface quality.

In 2009 a ground breaking work by Kopp and Mannhart [13] introduced an impressively proposal
of capacitance enhancement. An alternative mechanism to rise the capacitance is needed, i.e., how
we increase the capacitance beyond Cgeom? Up to now, the capacitor has been hypothesized as
classical. As result, the electronic charge density in the capacitor is assumed to be of zero thickness
and the density of states (DOS) is considered infinite, namely, including an extra electron doesn’t
produce an energy cost.

An unprecedented proposal for capacitance enhancement is contemplated. This novel paradigm
establishes the capacitance considering the quantum nature of the electrodes, moving beyond geo-
metrical factors. Quantum and geometrical contributions can be examined independently resulting
two capacitors connected in series.

Hereunder, the equivalent capacitance of several capacitors connected in series is evaluated. Se-
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CHAPTER 2. NEGATIVE COMPRESSIBILITY

(a) (b)

Figure 2.1. (a) Representation of two parallel-plate capacitors connected in series. The net charge
contained in the plates is equal and with opposite signs at each capacitor. (b) Equivalent capacitor.
Potential is shown by a green line. The drop is higher in the equivalent capacitor than either of the other
two capacitors. Reproduced with permission from [20].

lecting two capacitors, whose capacitances are C1 and C2 respectively, the equivalent capacitance
C is computed as

C =

(
1

C1
+

1

C2

)−1

. (2.2)

Figure 2.1(a) shows the electrostatic potential of two capacitors connected in series and character-
ized by +Q and −Q charges in the electrodes. Each plate has the same amount of net charge, with
opposite signs at each capacitor. The equivalent capacitor is depicted in Fig. 2.1(b). According
to the previous expression, elementary electrostatics establishes that the equivalent capacitance of
several capacitors in series is always lower than the capacitance of the individual capacitors,

C < min{C1, C2}. (2.3)

Nevertheless, if some of the individual capacitances contributes negatively as shown in Fig. 2.2, the
equivalent capacitance may be larger than each one of the components due to a reduction of the
voltage difference. As consequence, the capacitance is enhanced beyond the expected classically,
C > Cgeom.

Figure 2.2. Representation of two parallel-plate capacitors connected in series. Left capacitor is charac-
terized by a negative capacitance, C1 < 0, while the right one capacitance is positive C2 > 0. The presence
of the negative capacitor causes an amplification in the potential than the two positive capacitances case.
Reproduced with permission from [20].

A priori, it seems impossible to have a capacitor with negative capacitance. From a themodynamical
point of view, a capacitor with total negative capacitance is unstable. To provide better insight
into this statement, the relationship between the capacitance and the energy of a system is shown
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CHAPTER 2. NEGATIVE COMPRESSIBILITY

below,

C−1 =
d2Etot
dQ2

∣∣∣∣
Q=0

. (2.4)

Q

Etot

Figure 2.3. A system with a total nega-
tive capacitance (curvature) exhibits an un-
stable equilibrium. The addition of charge
decreases the energy.

Regarding Eq.(2.4), a capacitor with negative capacitance
will display a dependence of the total energy with respect
to the charge as the one shown in Fig. 2.3. If the ca-
pacitance is negative, the addition of charge indefinitely
reduces the energy. Therefore, it is clear that a capacitor
with total negative capacitance is not stable. But this
doesn’t preclude that a part of the capacitor works with
a local negative capacitance. According to Eq. (2.2), the
total capacitance could be positive but larger than any
of the individual capacitances connected in series. But
which part of the capacitor may act as such as negative
capacitance? In their pioneer work, Kopp and Mannhart
[13] suggested that this is possible considering the quan-
tum nature of the electrodes. Indeed they showed how the
inverse of the quantum capacitance, Cq, is related with
the electronic compressibility κ = n−2(dn/dµ).

1

Cq
=

1

Ae2
· dµ

dn
, (2.5)

where µ represents the chemical potential and n the electron density.

The proposed model is based on the following characteristics.

◦ They assumed an ideal two-dimensional electron-gas (2DEG).
◦ The electrons were confined in a perfect two-dimensional plane of zero thickness, where the

charge density is homogeneous.
◦ The total energy (Etot) of the system was approximated considering the two more relevant

contributions: exchange (EX) [15] and kinetic (EK) energies,

Etot =EK + EX, (2.6)

where

EK =
~2π

2m∗
n2 EX = −1

3

√
2

π

e2

πε
n

3
2 . (2.7)

The authors attributed the origin of negative compressibility to the prevalence in the low-
density regime of exchange quantum energy, EX, in electron-electron interactions on kinetic
effects. This reasoning is justified by the calculation of dµ/dn employing Eq. (2.6),

dµ

dn
=

d2Etot
dn2

=
~2π

m∗
−
√

2

π

e2

4πε
n−

1
2 , (2.8)

where decreasing the electron density leads to negative infinity exchange energy. In this
expression, m∗ is the effective mass of the mobile electrons.

2.1 Mannhart’s experiment

Experimental results based on previous model were performed by Mannhart and coworkers two years
later [14]. The study was focused on the two-dimensional electron gas formed in SrTiO3/LaAlO3
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CHAPTER 2. NEGATIVE COMPRESSIBILITY

interface diluted by the application of a gate voltage Vg in three different capacitor devices. Varying
this potential, the capacitance, C, was measured for different frequencies. According to the observed
results in Fig. 2.4(a) (measurements obtained for a capacitor made of a LaAlO3 film deposited
onto the top of SrTiO3 substrate and a YBCO gate film), near the depletion a peak appeared
showing a capacitance enhancement, surpassing the capacitance at high densities (geometrical
limit), Chd ≈ Cgeom. In addition dµ/dn measurements fall below zero for low-densities regime.
Figure 2.4(b) illustrates this decline.

(a) (b)

Figure 2.4. Measurements in a capacitor
made of a LaAlO3 10-unit-cells thickness
deposited onto the top of TiO2-terminated
SrTiO3 substrate and a 350-µm-diameter
top gate film. (a) Graphic representation
of C versus Vg. The measurements were
performed at T = 4.2 K and frequencies
f = 5 Hz in blue and f = 14.231 Hz in
red [14]. (b) Dependence of the inverse
of compressibility, dµ/dn with respect the
electron density n. The selected frequen-
cies have been f = 7.134 Hz in blue and
f = 14.231 Hz in red. Reproduced with
permission from [14].

In these conditions, a 40% (with respect the geometrical value) enhancement in the capacitance is
observed at low frequencies f = 5Hz (Fig. 2.4(a)). Such considerable amplification in the capac-
itance has been never obtained, even in high-mobility GaAs-based systems [2]. The enhancement
was attributed to the the negative compressibility. Attending to Fig. 2.4(b), there exists a crit-
ical electron density below which the electronic compressibility is negative. This phenomenon is
observed at low densities regime (of the order of 1012 electrons/cm2).

2.2 Critical analysis

Kopp and Manhart’s model presents the indisputable benefit of its simplicity but is based on a
number of assumptions. Here we will like to try to asses its validity to explain the experimental
results in SrTiO3/LaAlO3 interfaces.

◦ In Kopp and Mannhart models, the atomic structure is disregarded. These authors use a
jellium background with an homogeneous positive density.

◦ The formation of a completely two-dimensional electron gas deflects from real systems. Actual
confined electron gas possess a finite thickness. Computational calculations in modelled
interfaces were developed in Ref. [11] considering a finite width for the 2DEG. The results
of this research showed a notable variability in the physical response of different systems,
where the geometry, confinement and additional factors play a key role. These variability is
a consequence of two electrostatic factors: Hartree band-bending and image charge effects,
opposite to Mannhart conclusions where exchange and kinetic contributions would dominate.

◦ The formation of a free electron gas model might not be the most suitable one in STO/LAO in-
terfaces. However, it can be applied on standard semiconductors (like GaAs and AlxGa1−xAs)
where electron gases are formed by quantum well structures as shown in Fig. 2.5(a). The
quantum well generation is due to the band bending perpendicular to the interface inducing
quantization of the electronic states. Conversely, in the case of SrTiO3 and LaAlO3 inter-
face (interfaces between oxides), the two-dimensional electron bands are generated in the
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CHAPTER 2. NEGATIVE COMPRESSIBILITY

potential wells emerging from the ionic charges since Ti d-orbitals present strong electronic
correlations (Fig. 2.5(b)). In the oxide interface, the model of a two-dimensional liquid is
more appropriate than the two dimensional gas approach. As consequence, the assumption
of the homogeneous electron gas laws for exchange and correlation is not fully supported.

(a) (b)

Figure 2.5. Schemes of band diagrams for two dimensional electron systems generated in the interface of
two semiconductors, GaAs and AlxGa1−xAs (a) and two oxides, SrTiO3 and LaAlO3 (b). Attending to
semiconductors interface, the predominant effect in two dimensional bands is the band bending phenomenon
which causes a quantum well in the interface. Otherwise, the electronic subbands in oxide interface are
characterized by the potential wells emerging from the ionic charges [17].

2.3 Our proposal

Within this work we propose an innovative mechanism to explain the unconventional phenomenon
of negative electron compressibility. In an electron gas, the main components to understand the
negative compressibility are the following:

◦ The formation of polarons to localize electrons in the low density regime.
◦ The relevance of the direct electrostatic interactions between the two electrodes.
◦ The anisotropy of the dielectric constant of the medium.

(a) (b)

Figure 2.6. (a) Scheme representation of
our proposed model based on image charge
method. (b) Single electron capture in
SrTiO3 accompanied by lattice distortions.

Considering SrTiO3/LaAlO3 interface in a low densities
regime (where negative compressibility has been discov-
ered experimentally), our model proposed that the elec-
trons would be localized in polarons in SrTiO3 system. A
polaron is a quasiparticle constituted by an electron and
a phonon cloud (its additional strain field) [8]. The pres-
ence of polarons in SrTiO3 has been already observe ex-
perimentally. However, their measurement is an arduous
task. These quasiparticles are very sensitive to octahedral
tiltings and correlation effects [7].

Let us assume that we have an electron localized as a
polaron. Applying the image charge model on the system,
the electron is attracted to the interface electrostatically
by its image charge within the metallic electrode on top
of the LaAlO3. This Coulomb attraction is partially screened by the dielectric constant of the
LaAlO3 (εLAO ≈ 24 at T = 300 K [5]). If a second polaron (with the corresponding image
charge) approaches, then the Coulomb repulsion between the two polarons will be screened by the
dielectric constant of the SrTiO3 ( εSTO ≈ 300 at T = 300 K [12]). As shown in the Figure 2.6(a)
the Coulomb attraction between the polarons and the image charges might compensate screened
electrostatic repulsion. In other words, within this model if a pair polaron-image charge is formed
the second one would be energetically favourable. It should be stressed, the requirement of lower
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CHAPTER 2. NEGATIVE COMPRESSIBILITY

electronic density regime to observe the manifestation of this phenomenon. Since the addition of
one electron leads to lattice distortions, Fig. 2.6(b) (polaron formation), which concerns a elastic
energy cost. If the electronic density n is larger than a critical value, the elastic energy proceeding
from lattice distortions is not longer compensated by the attractive interactions leaving the negative
compressibility effect.

2.4 Challenges

Confronting the computational study of the present problem is impracticable from current state-
of-the-art methodologies. The involved theoretical simulations entail several challenges which are
beyond the fist principles limits.

◦ Size of the system. The experimental measurements of capacitance enhancement are observed
for electron densities ∼ 1012 e/cm2. This quantity is equivalent to consider one extra electron
per a surface 25×25 unit cells of SrTiO3. As consequence, the study of this phenomenon leads
to a huge amount of atoms which is not covered by first principles simulations. Moreover,
interfaces present reduced symmetry. This property implies that large unit cells must be
utilized, which requires the study of large system.
◦ Two-materials interface. In addition to the low-symmetry property of an interface, they are

complex and heterogeneous. Its complexity arises from the presence of defects and impurities,
and the interaction between two different systems. The combination of these phenomenons
leads to the prediction of unusual electronic, optical, magnetic, and mechanical properties.
◦ Electronic correlation. The main feature of the proposed model is the localization of the elec-

trons which suffer high correlation interactions. DFT implementations incorporate exchange
and correlation phenomena but in an approximated way being unsuccessful for localized elec-
trons.
◦ Electron-lattice interactions. As stated above, the essential piece of our model is the forma-

tion of polarons in SrTiO3 substrate which localize the 3d electrons. The presence of these
pseudoparticles assumes the coupling of a cloud of lattice distortions (phonons) in SrTiO3 and
electrons. The study of the electron-phonon interactions demands perturbative approaches
which go a step further of the standard codes implementations.
◦ Electrostatic effects. Attractive interactions between polarons and the image charges must

be included in the simulation.
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Chapter 3

Electronic structure SrTiO3

The stating point for any theoretical characterization of the SrTiO3/LaAlO3 2DEG interface is the
study of the accommodation of the extra electronic charge. According to the polar catastrophe
model, this excess of charge is transferred from the top of the valence band of LaAlO3 system to
the bottom of the conduction band of SrTiO3. Here we carry out the analysis of the electronic
band structure SrTiO3 making an especial emphasis on precisely those states at the bottom of the
conduction band.

3.1 SrTiO3 band diagram and projected density of states

The Kohn-Sham electronic band structure of SrTiO3, within the Local Density Approximation
(LDA), has been computed in the centrosymmetric cubic paraelectric configuration at the equilib-
rium lattice constant, a = 3.874 Å. The results are shown in Fig. 3.1(a). A mixture of ionic and
covalent features are observed:

On the one hand, bands can be separated by energy regions that we call energy windows, centered
around the energies corresponding to a particular atomic orbital. Each energy window contains a
set of J consecutive energy bands that do not become degenerate with any lower or higher band
anywhere in the BZ. The windows are sufficiently separated, and the bands within these manifolds
are relatively flat, showing that ionic behaviour. As consequence, the bands present a dominating
character which is identified by the name of the atomic orbital that mainly constitutes this energy
state in the solid.

On the other hand, the covalent manifestations are observed in the hybridization between O-2p and
Ti-3d orbitals. It is necessary to mention that the four electrons belonging to Ti-3d are not totally
transferred to oxygen p-orbitals, part of the electronic density remains to some extend delocalized in
the Ti atom. Moreover, the static charges are smaller than the ones expected in a completely ionic
material. In the band diagram this effect is translated in a mixture of Ti-3d and O-2p characters.
For deeper states, an additional significant hybridization between Sr-4p and O-2s orbitals emerges.
Both hybridizations are clearly displayed in Fig. 3.1(b).

Extracting the eigenvalues and eigenfunctions of our simulation, we can project over a desired set
of atomic orbitals, characterized by specific quantum numbers, and obtain the spatially resolved
projected density of states (PDOS). It is localized in a region of space [23]. The representation
of PDOS is displayed in Fig. 3.1(b) where we have projected on O-2s, Sr-4p, O-2p, Ti-3d atomic
orbitals. Here, the ionic and covalent features discussed above can be easily identified. Firstly,
for each manifold there exists a majority contribution of a particular atomic orbital character.
Indeed, in the study of the d-shell orbitals from Ti, a subdivision is performed based on PDOS
localization: for these bands, t2g character {dxy, dyz, dxz} and eg orbitals {dx2−y2 , d3z2−r2} are
decoupled. Secondly, the small covalent phenomena emerge in a faint hybridization in O-2p and
Ti-3d orbitals, and between O-2s and Sr-4p functions.

Compiling the previous comments and fitting band diagram, Fig. 3.1(a), with projected density of
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CHAPTER 3. ELECTRONIC STRUCTURE SrTiO3

states, Fig. 3.1(b), the character of the top of the valence band is discernibly O-2p (in blue) despite
covalent details exposed previously. Whereas, the bottom of the conduction band is marked by Ti-
3d character. The splitting of d-orbitals between t2g and eg states is due to crystal field splitting and
the covalency effects between Ti-3d and O-2p orbitals. The eg orbitals (in magenta) are pushed
up several electron-volts above the t2g orbitals (in green). The obtained energy gap from this
LDA calculation is ELDA

g = 2.0124 eV which is subestimated with respect the experimental value,
measured by spectroscopic ellipsometry, which amounts to Eexp

g = 3.25 eV [24]. Finally, semi-core
orbitals of Sr are identified with 4p states (orange) and oxygen core O-2s functions (red).
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Figure 3.1. (a) Band structure of the SrTiO3 in the cubic structure at the equilibrium lattice constant.
Diagram displays semi-core bands (O-2s in red and Sr-4p in orange), valence band (O-2p in blue) and
conduction band (Ti-3d in green for t2g states and in magenta for eg states). Fermi energy level has been
translate to energies origin. (b) Projected density of states of SrTiO3 in cubic structure at the equilibrium
lattice constant. The projections on the O-2s (red), O-2p (blue), Ti-t2g (green), Ti-eg (magenta) and semi-
core Sr-4p (orange) are represented. On the left, two Wannier orbitals are shown for the top of the valence
band and a Wannier orbital associated with the bottom of the conduction band is considered.

3.2 Wannier functions

The electronic structure exposed above is based on the Bloch orbitals, which are the eigenfunctions
of the Schrödinger equation. By construction, they are delocalized and span on over all the space.
They are also orthogonal and can be considered as a basis of our Hilbert space. The Bloch functions
are not univocally defined due to its dependence on an arbitrary phase. To determine them perfectly,
we can choose a smooth and periodic gauge [25].

In order to find localized functions in the real space storing the same information as the Bloch
basis set, the Fourier transform is applied. The Fourier-transform partners of the Bloch functions
are known as Wannier functions which represents a basis set of the Hilbert space too. For the sake
of simplicity, we are going to consider the case of one isolated band, meaning that the band never
crosses the bands above or below it. Taking the Bloch function ψ

m~k
linked to the m index band

and wave vector ~k, and the Wannier function labeled by a cell index ~Rn and a band-like index n,

12



CHAPTER 3. ELECTRONIC STRUCTURE SrTiO3

χn~R, we can go from reciprocal space to real space by∣∣χn~R〉 =
Vcell

(2π)3

∫
BZ

d~ke−i
~k·~R ∣∣ψ

m~k

〉
, (3.1)

and from real space to reciprocal one computing∣∣ψ
m~k

〉
=
∑
~R

e−i
~k·~R ∣∣χn~R〉 . (3.2)

Figure 3.2. Bloch and Wannier functions for a chain
of atoms in 1D (blue dots). Left: Bloch functions of a
single band for three different values of k. The green
curves show the envelopes eikx of the Bloch functions.
Right: Wannier functions obtained for the same band,
producing periodic images of one another [18].

This is an special case of an unitary transforma-
tion where Vcell is the volume of the primitive
unit cell and the integral is defined in the Bril-
louin zone (BZ). The use of the Fourier trans-
form reproduces the periodicity of the crystal
since it makes the Wannier functions transla-
tional images of one another, as displayed in
Fig. 3.2. Summarizing, we can view the Bloch
and Wannier functions as providing two differ-
ent basis sets describing the same manifold of
states associated with the electronic band in
question.

The Wannier functions are strongly non-unique
as a consequence of the phase indeterminacy of
Bloch orbitals commented previously. To iden-
tify a determined set on the Wannier functions
construction in an insulator, a well-defined lo-
calization criterion is employed: “maximal lo-
calization criterion” [19]. This method consists
in the minimization of a localization functional
Ω, which measures the sum of the quadratic
spreads around their centers defining the Wan-
nier functions at the origin, ~Rn = 0,

Ω =
∑
n

[
〈χn~0|r2|χn~0〉 − 〈χn~0|~r|χn~0〉

2
]

=
∑
n

[〈
r2
〉
n
− ~̄rn

]
. (3.3)

The second moment (spread) of the Wannier orbital is determined by the first integral while the
second term represents the Wannier center.

Among the properties of the Wannier functions in the single band case, we can stand out the
following:

◦ The Wannier functions are localized in real space, that is∣∣χn~R(~r)
∣∣→ 0 as |~r − ~R| gets larger. (3.4)

As result, they are perfect to generate range-limited models.
◦ The Wannier functions are translational images of one another

χn~R(~r) = χn~0(~r − ~R). (3.5)

Or more formally ∣∣∣n~R〉 = T~R

∣∣∣n~0〉 (3.6)

where T~R is the operator that translates the system by a lattice vector ~R.
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◦ The Wannier functions form an orthonormal basis set,〈
χn~R′

∣∣χn~R〉 = δ~R′ ~R. (3.7)

◦ The Wannier functions span the same subspace of the Hilbert space as is spanned by the
Bloch functions from which they are constructed. Let Pn be the projector operator onto
band n then this can be expressed as

Pn =
Vcell

(2π)3

∫
BZ

∣∣ψ
n~k

〉 〈
ψ
n~k

∣∣ d3k =
∑
~R

∣∣χn~R〉 〈χn~R∣∣ . (3.8)

From this it follows that the total charge density ρn(~r) in band n is the same when computed
in every representation,

ρn(~r) = −e 〈~r|Pn|~r〉 = −e Vcell

(2π)3

∫
BZ

∣∣ψ
n~k

(~r)
∣∣2d3k = −e

∑
~R

∣∣χn~R(~r)
∣∣2. (3.9)

All the equations and properties below can be generalized to the case of isolated band mani-
folds.
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Chapter 4

Computational Methods

The final goal of this research is focused on the simulation of polarons. In order to carry out these
calculations, it is required the coupling between the electronic structure and the lattice, which
leads to the implementation of a huge amount of atoms. First principles are only applicable to
structures with hundreds of atoms (spatial scales of a few angstroms) and for short periods of time
(a few femtoseconds), as consequence, the proposed computational simulations in this work are
prohibitive. It is convenient to develop procedures based on first principles that allow the study
of this type of systems and much more efficient from the computational point of view. To address
these problems the second principles arise, capable of solving problems with hundreds of thousands
of atoms.

4.1 Band diagram from First principles calculations

The band diagram of a system is a crucial representation to study its electronic properties. From
first principles calculations, the nth band is characterized by the Bloch wave function ψn(~k) and
its associated energy is En(~k), where ~k belongs to the first Brillouin Zone (BZ) [25].

In order to obtain the energies En(~k), the following secular equation must be solved,

det
[
H(~k)− En(~k)S(~k)

]
= 0. (4.1)

Here, H(~k) represents the Hamiltonian matrix of the system and S(~k) the overlap matrix, both
defined for a ~k point in the BZ. They are square matrices whose dimension is the number of
orbitals in the unit cell, Norb/cell, which compose the basis set of our problem. The elements of the
Hamiltonian matrix are computed by

Hµν(~k) =
∑
~R

ei
~k ~RHµν(~R), (4.2)

and the ones for the overlap matrix

Sµν(~k) =
∑
~R

ei
~k ~RSµν(~R). (4.3)

Indices µ and ν run over atomic orbitals in the basis set. For the computation of the Hamiltonian
and overlap matrices in real space we shall assume that orbital µ is located at the home unit cell
(~R = 0), while orbital ν is located in a periodic replica whose translational vector is determined
by ~R. Label µ is a contracted notation that encompasses the index of the atom in the unit
cell, the angular and the magnetic quantum numbers and any other possible indexes required to
characterized the atomic orbital.

In ab-initio calculations the matrix elements Hµν(~R) and Sµν(~R) are computed from first principles
by

Hµν(~R) =
〈
φµ

(
~r − ~R′

)∣∣∣H∣∣∣φν (~r − [~R′ + ~R
])〉

=
〈
φµ(~0)

∣∣∣H∣∣∣φν(~R)
〉

(4.4)
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and
Sµν(~R) =

〈
φµ

(
~r − ~R′

)∣∣∣φν (~r − [~R′ + ~R
])〉

=
〈
φµ(~0)

∣∣∣φν(~R)
〉
. (4.5)

Figure 4.1. Interactions between an orbital placed at the
home unit cell, φµ, and the periodic images of another or-
bital φν . The Hamiltonian matrix elements will be null if
there is not overlap between the orbitals.

For the purpose of computing the ma-
trix elements of the Hamiltonian, it is
shown the interaction between two dif-
ferent atomic-like orbitals in a periodic
crystal, Fig. 4.1. Firstly, we select
an orbital φµ (represented by a gray
shadow) at the home unit cell (~R = ~0)
and the periodic images in the lattice of
a φν orbital (dotted pattern). The ma-
trix element Hµν(~R) will be null if the
orbitals φµ(~0) and φν(~R) don’t overlap.
Regarding the sketch, the only φν or-
bitals which intersect with φµ are the
ones placed in the cells characterized by
the lattice vectors ~R = ~0, ~R1, ~R2, ~R3.
The orbital overlaps of φµ and φν are
shown in green, pink, orange and blue
respectively.

The proper description of the electronic band structure usually requires the consideration of many
atomic orbitals. For instance, in the case of SrTiO3, as shown in Fig. 3.1(a), we need to include all
the valence orbitals of atoms O, Sr and Ti and even the semi-core states for the metallic cations.
This is translated into the fact that for every unit cell considered in our problem we need to
include of the order of 72 bands per unit cell. The simulation of a 2× 2× 2 super cell requires the
diagonalization of matrices of dimension 576. Since the computational cost of the diagonalization
scales as O(N3

orb/cell) we can ascertain how the first principles treatment of the super cells to
simulate a polaron is unfeasible.

4.2 Tight binding in Wannier functions

As it was said before, the band structure can be described in a basis of Wannier functions. Indeed,
it can be proved that 〈

χn~0
∣∣H∣∣χn~R〉 = En(~R), (4.6)

so the diagonal elements between Wannier functions are the coefficients in the Fourier expansion
of the band energy,

En(~R) =
Vcell

(2π)3

∫
BZ

e−i
~k ~RE

n~k
d3k. (4.7)

For the sake of simplicity, we assume again the case of isolated bands, but this expression can be
generalized to the study of a band manifold. From a practical point of view, these matrix elements
can be obtained from the knowledge of the band structure, the k-points sampling and the volume
of the unit cell, Vcell. These operations are done within the Wannier-90 code. Deeming a physical
perspective, Eq. (4.6) represents the same matrix elements in real space as shown in Fig. 4.1,
but in a basis of Wannier functions and not in atomic orbitals. Then, applying the inverse Fourier
transform we can compute the band structure in the reciprocal space knowing the Hamiltonian
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matrix elements written in a basis of Wannier functions,

En(~k) =
∑
~R

ei
~k ~REn(~R). (4.8)

Analysing Eq. (4.8), it is formally the same as the Hamiltonian matrix expressed in a basis of
Bloch-like basis functions, Eq. (4.2). In other words, the Wannier functions provide an exact
tight-binding representation of the dispersion En(~k) of band n where tight binding on-site energy
is obtained by En(~R = 0) and the hoppings are given by En(~R) to its neighbour located at ~R.

Equation (4.8) is exact and by construction we reproduce the band dispersion.

◦ Since the Wannier functions are localized, the hopping matrix elements decay rapidly with
distances, so that a few hoppings are typically retained,

En(~k) ≈
∑

‖~R‖<δrh

ei
~k ~REn(~R) (4.9)

where δrh is a radius cutoff designed as cutoff-h. This approximation is systematically con-
vergent. In order to obtain a better representation of the band diagram, the increasing of
the δrh value is enough being the asymptotically limit of the bands the ones obtained by the
Bloch orbitals.
◦ Second important point is that we can restrict our bands to the treatment of the set of active

electrons in our problem. That means we can wannierize and keep in our calculations only the
bands that really play a role in the physical problem under study. In the case of the polaron
existence which we are interested in, it will be enough to keep the top-valence and the bottom-
conduction bands related to the O 2p and Ti t2g characters respectively. This leads to a tight
binding model integrated by 12 bands per unit cell, in contrast to first principles calculations,
performed with 72 bands per unit cell, arising a high reduction of the computational cost.
◦ Until now, we have worked on the isolated band treatment. However, bands can display

nonanalytic behaviours as crossings with other bands and singularities. This is the difficulty
observed in the active set of our system. To solve this problem, we left the notion of isolated
bands and we consider multiband manifolds defined as a set of J consecutive energy bands
that do not become degenerate with any lower or higher band anywhere in the Brillouin
zone (energy window concept described above). Well localized Wannier functions can still be
constructed if we abandon the idea that each Wannier function should be associated with one
and only one energy band. At this point, the Wannier orbital set

∣∣χn~R〉 represents each one
of the J bands composing a manifold and spans the same subspace as the Bloch functions
|ψ
n~k
〉 considered as a group, |ψ̃

n~k
〉. For example, in SrTiO3 n = 1, . . . , 9 which composed

the top of the valence band manifold while n = 1, 2, 3 represent the bottom of the conduction
band manifold, ∣∣χn~R〉 =

Vcell

(2π)3

∫
BZ

d~ke−i
~k·~R
∣∣∣ψ̃n~k〉 . (4.10)

The new Bloch-like wave functions |ψ̃
n~k
〉 are smooth functions of ~k everywhere in the BZ and

they are related to the true (energy-eigenstate) wave functions via a unitary transformation
Umn(~k) for each ~k in the BZ, ∣∣∣ψ̃n~k〉 =

J∑
m=1

Umn(~k)
∣∣ψ
m~k

〉
. (4.11)

And instead of Eq. (4.8), we compute the energies solving the secular equation

det
[
Hmn(~k)− En(~k)

]
= 0. (4.12)
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The terms Hmn(~k) represent the matrix elements of a J ×J Hamiltonian matrix constructed
as

Hmn(~k) =
∑
~R

ei
~k ~RHmn(~R) (4.13)

where
Hmn(~R) = 〈χm~0|H|χn~R〉 . (4.14)

The equality Hmn(~k) = 〈ψ̃
n~k
|H|ψ̃

m~k
〉 is fulfilled. Equivalently with Eq. (4.9) a δrh cutoff

can be applied,
Hmn(~k) ≈

∑
‖~R‖<δrh

ei
~k ~RHmn(~R). (4.15)

◦ From the point of view of the band manifold study, the Wannier functions maintain the
orthonormality already expressed in the isolated band case, Eq. (3.7). As result, for a basis
set composed by Wannier functions the overlap matrix S is the identity,

S(~R) =
〈
χn~R′

∣∣χm~R

〉
= δ~R′ ~Rδnm. (4.16)

This section has been elaborated according to the Ref. [25].

4.3 Parametric one-electron Hamiltonian

As discussed above, the electronic band structure of a system can be computed by a simple tight
binding model, Eq. (4.15). This model presents several advantages, as the low computational cost
and the high efficiency. The main ingredient for its application are the Hamiltonian matrix elements
expressed in the Wannier functions basis set, Hnm(~R) shown in Eq. (4.15). Thus, now, the objective
we aim to achieve is the construction of these matrix elements parametrically. From first-principles
simulations, we want to obtain tight binding parameters that are flexible enough to describe different
atomic configurations and distinct electronic states beyond the Born-Oppenheimer surface.

To describe the atomic and electronic configuration of the system we shall adopt a notation similar
to that of Ref. [10]. The magnitudes related to the atomic structure will be labeled by Greek
letters. Considering periodic three dimensional infinite crystal, the different cells are denoted by
uppercase letters {Λ,∆, . . .} and the corresponding atoms in the cell as lowercase letters, {λ, δ, . . .}.
According to this, the lattice vector of the cell Λ is ~RΛ. In order to employ a more compact notation,
a cell/atom pair shall be represented as a bold lowercase index, i.e., ~RΛλ↔ λ. The elements related
to electrons are labeled by Latin subindices. In particular, the Wannier functions will group both
the cell and its discrete label in a contracted bold index a↔ ~RAa.

Any possible crystal configuration can be specified by expressing the atomic positions, ~rλ, as a
distortion with respect a RAG as

~rλ = (1 +←→η )
(
~RΛ + ~τλ

)
+ ~uλ, (4.17)

where 1 is the identity matrix, ←→η is the homogeneous strain tensor, and ~uλ is the absolute dis-
placement of atom λ in cell Λ with respect to the strained reference structure.

This section has been written according to the Ref. [10].

4.3.1 Reference state Hamiltonian

The starting point of our method relies on the following key concept: the reference atomic geometry
(RAG). As in the recent development of model potentials for lattice-dynamical studies [27], the
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first step towards the construction of our model is the choice of a RAG, that is, one particular
configuration of the nuclei that we will use as a reference to describe any other configuration. In
principle, no restrictions are imposed on the choice of the RAG. However, it is usually convenient to
employ the ground state structure or, alternatively, a suitably chosen high-symmetry configuration.
Note that these choices correspond to critical points of the PES, so that the corresponding forces
on the atoms and stresses on the cell are zero. Further, the higher the symmetry of the RAG, the
fewer the coupling terms needed to describe the system and, in turn, the number of parameters to
be determined from first principles [10].

Returning to our system, the selected RAG is the SrTiO3 in the cubic phase. This lattice represents
a high-symmetry configuration and it allows the generation of other configurations by small lattice
distortions.

Once the reference geometry has been defined, we focus on the Hamiltonian construction. The real
space one-electron Hamiltonian terms hab represents the interaction between the Wannier functions
χa and χb, where each one of them describes a given band and is centered in a certain atom due
to the rather ionic character of SrTiO3 system. These Wannier functions have been constructed
following a wannierization procedure. The first step consists of selecting the manifolds we want
to express in a basis of Wannier functions, i.e., the active set. According to the problem we are
interested in, the active set is composed by two manifolds: the top of the valence band dominated
by the O 2p bands (shown in blue in Fig. 3.1(a)) and the bottom of the conduction band related
to the Ti t2g bands (colored in green). Employing Wannier-90 code, the transformation of Eq.
(4.10) is performed expressing Bloch functions as Wannier orbitals. Some of the obtained Wannier
functions for this problem are shown on the left of the Fig. 3.1. In addition, from these Wannier
functions, Wannier-90 code also generates the Hmn(~R) matrix elements expressed in Eq. (4.14).
These Hamiltonian matrix elements corresponds to the one-electron matrix elements of the usual
tight binding model in the RAG. Recovering the current Wanniers notation, γRAG

ab .

Then, as first stage, the Hamiltonian matrix elements of our parametric model are the γRAG
ab

variables,

hsab = γRAG
ab . (4.18)

A. Electronic band structures

The previous Hamiltonian is able to reproduce the bands of the RAG geometry. In Fig. 4.2 we
superimpose the band diagram obtained for the SrTiO3 system from full first principle calculations-
employing DFT by Siesta software- displayed in blue, and by the developed models based on
Eq. (4.18) obtained varying δrh ∈ {6 Å, 8 Å, 10 Å}, in red. On the top of the diagrams are shown
the corresponding value for this cutoff and the number of one electron interactions in the resulting
models (it is clear diagonal elements are always included regardless the selected value). Employing
these values, it is possible to evaluate the size of the model and estimate the computational cost
required to attain an adequate representation of the band structure of a system.

The cutoff distance δrh determines the retained Hamiltonian matrix elements hab, i.e., it selects the
Wannier function interaction pairs (a, b) which will be considered. Changing δrh, bands calculation
can be improved systematically. Attending to Fig. 4.2 bands fit better to first principles bands the
higher the cutoff number.
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Figure 4.2. Representation of the bands of SrTiO3 for various values of the distance cutoff δrh. Blue lines
represent the bands obtained from first principles, while the results from the second-principles model are
shown in red. On top of each plot we indicate the corresponding number of hab matrix elements per unit
cell that are included.

4.3.2 Interaction groups

The crystalline solids are characterized by their symmetry, reflected by their point and space groups.
In particular, we are interested in the SrTiO3 system, whose space group is Pm-3m. Clearly, the
interactions in our system, hab, shall be related by the symmetry operations of the spatial group.
In order to consider the symmetry of the system in the building Hamiltonian, we collect all the
equivalent interactions by symmetry in a same group. These groups will be called interaction
groups. Following this reasoning, the interactions hab and ha′b′ will belong to the same interaction
group if there exists a symmetry operation T̂ ∈ Pm-3m such that

T̂ hab = ha′b′ . (4.19)

For example, we consider the interaction between the Wannier function dxz-like centered in the Ti
atom (Wannier function denoted as a) and the Wannier function pz-like in O1, on the same plane as
the Ti atom (Wannier function named by b) and both in the unit cell. This interaction is denoted
as hab and is shown in Fig. 4.3(a), where the blue lobes represent the positive values while the
red lobes the negative ones. Now, we study the interaction between the previous Wannier function
a and the Wannier function px-like in O2 (associated with the label c) shown in Fig. 4.3(b). In
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this case, the interaction is designed as hac. It is clear the hac interaction is equal to the hab
interaction: the lobes with the same colors are faced. Indeed, hab and hac are related by the
function composition of two operations belonging to the SrTiO3 space group Pm-3m: a reflection
planem in the xy-plane which crosses through the center of the Wannier functions and a C4 rotation
axis (90-degree counterclockwise) placed on the Ti atom and directed in the y-axis,

(C4 ◦m)hab = hac. (4.20)

Here, we can see hab and hac are equivalent interactions related by the symmetry operation C4 ◦m.

z

x

Ti dxz

χa

O1 pz

χb
(a) Matrix element hab

χa = dxz(Ti), χb = pz(O1)

O2 px

χc

Ti dxz

χa

(b) Matrix element hac

χa = dxz(Ti), χc = px(O2)

Figure 4.3. Equivalent interactions between two Wannier functions of the SrTiO3 system: (a) Ti-dxz with
O1-pz and (b) Ti-dxz with O2-px. These interactions belong to the same interaction group since they are
equivalent under a symmetry operation of the SrTiO3 space group.

As result, it is possible to work with the different groups instead of each individual interaction,
leading to a reduction of the degrees of freedom. This brings on the construction of a model with
a smaller amount of parameters entailing a lowering of the computational demand. For instance,
Tab. 4.1 collects the number of interactions and interaction groups selecting different values for
the δrh. For example, we bounce from 900 elements to 31 for δrh = 6.0 Å.

δrh (Å) # Interactions (hab) # Groups
4.0 228 15
6.0 900 31
8.0 2364 58
10.0 5796 118

Table 4.1. Number of interactions and number of interaction groups for SrTiO3 models differentiated by
the value of δrh.

4.3.3 Electron-lattice Hamiltonian

ABO3 systems are prone to antiferrodistortive (AFD) phases (tilting and rotation along the z-axis
of the oxygen octahedra surrounding the B cation are produced, generating a small deformation
of the unit cell leading to a tetragonal lattice); ferroelectric (FE) phases (off-center cooperative
effect characterized by the opposite displacement of the cations with respect to the O cage, arising
parallel dipoles in cells) and antiferrolectric (AFE) phases (characterized by ferroelectric distortions
which produce antiparallel dipoles). Electronic band structure of SrTiO3 from these distorted
geometries (with respect the cubic phase selected as RAG) can’t be reproduced by the Hamiltonian
in Eq. (4.18). Modifications in geometry translate into changes in bonds and orbital hybridisations.
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Then, to generate a Hamiltonian which captures all these possible geometry perturbations, electron-
lattice coupling corrections, δγellat

ab are introduced. As result,

hab = γRAG
ab + δγellat

ab . (4.21)

In order to study how the electron-lattice correction changes with the atomic geometry, the lattice
can be deformed by two different ways. On the one hand, lattice can be distorted following some well
defined modes based on the desired geometry from which we want to calculate the band diagram
(ferroelectric phase, antiferrodistortive phase, ...). However, many calculations are required and the
only relevant modes are not known before hand. Furthermore, this model shall just determine the
bands when we start from the selected geometry. On the other hand, based on the RAG geometry,
randomly distortions are applied generating random structures, which can be expressed as a linear
combination of normal modes. So, all the modes are activated and the model will be able to
reproduce the electronic band structure of whichever geometry. This is the method of choice here:
a set of calculations, called the training set (TS), is performed to get the electron-lattice terms.

A. Electron-lattice training set

Figure 4.4. Random displace-
ments of O and Ti atoms around
a sphere to generate calculations
for the training set.

For the purpose of generating the electron-lattice training set
{Aellat}, we run a collection of configurations from first-principles
calculations in a super cell 2× 2× 2 geometry- while ferroelectric
phase can be studied in the unit cell, the simulation of the rota-
tions in an antiferrodistortive system needs a super cell geometry
- keeping a reasonably computational efficiency. The distortions
consist on random movements of the atoms around its reference
position in a sphere of a selected radius and characterized by a
uniform distribution. For each calculation included in the train-
ing set, the Hamiltonian matrix elements in a basis of Wannier
functions, Hmn(~R) are computed with Wannier-90, code.

B. Electron-lattice terms

As shown in Ref. [10], electron-lattice terms δγellat
ab can be written as expanded in a Taylor series

on distortions of the atomic geometry (i.e. we assume that the deformations are relatively small)

δγellat
ab =

∑
λυ

[
−~fTab,λυδ~rλυ +

∑
λ′υ′

δ~rTλυ
←→g ab,λυλ′υ′δ~rλ′υ′ + ...

]
, (4.22)

where
δ~rλυ =←→η

(
~RΥ − ~RΛ + ~τυ − ~τλ

)
+ ~uυ − ~uλ (4.23)

quantifies the relative displacement of atoms λ and υ. In addition, ~f and ←→g are the first- and
second-rank tensors that characterize the electron-lattice coupling, closely related to the concept of
vibronic constants. These terms influence on the electronic structure modulating the electrostatic
interactions in several ways. In order to understand the physics of the ~f terms we study the
following particular cases:

◦Diagonal interactions, haa. The interaction haa controls the average energy (center of mass) of
the corresponding band. Hereunder, we separate the effect produces by the lattice on the electrons,
and the alterations generated by the electrons in the lattice.
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From the lattice to electrons: the parameters depend on the underlying geometry

This interaction is related to ~fTaa,λυ terms. If ~fTaa,λυ 6= 0, then a relative displacement between two
atoms, δ~rλυ, might modify the center, shape and spreading of the Wannier χa, and therefore the
center of gravity of the bands. An example is illustrated in Fig. 4.5(a). It shows a px and a py-like
Wannier orbitals and the presence of forces applied on atoms (spheres). If atoms are displaced
along the x-direction, a change in the on-site energy of the px orbital is produced. In Fig. 4.5(a)
we have assumed positive value of the ~fTaa,λυ parameter. As result, the energy of the px orbital is
lowered while the energy of py does not change.

From the electrons to lattice: the forces depend on the electronic density

The force which suffers an atom λ is computed by

~Fλ = −~∇λE = −~∇λE(0) −
∑
ab

DU
ab
~∇λγab. (4.24)

The term of the deformation occupation matrix, DU
ab, quantifies the difference between the den-

sity matrix and the reference density matrix (RED), which use to be identify with the ground
state density of the neutral system (this concept will be further explained in Sec. 4.3.4). Then,
if the occupation of a particular Wannier χa is changed by the injection of extra charge or by
charge extraction, the matrix element DU

aa 6= 0 and we are out of Born-Oppenheimer surface. The
modification of the occupation can induce atomic forces on atom λ, Fig. 4.5(b), and therefore a
displacement. As result, the force field is corrected by the second term in Eq. (4.24). In our model,
these distortions are included in ~faa.

◦ Off-diagonal interactions, hab. The non-diagonal hab one-body terms control the hopping
(i.e. the hybridization, covalency, and the width of the bands).

Here, we take into account the ~fTab,λυ elements. If ~fTab,λυ 6= 0, then a relative displacement between
two atoms δrλυ might modify the overlap between the Wannier functions χa and χb, and therefore
the hopping terms. In other words, ~f measures the alteration in the bandwidths with the atomic
displacements. The picture in Fig. 4.5(c) displays the interaction between two orbitals (Wannier
functions χa centered in atom λ and χb centered in atom υ) when the atoms where are located
move. Considering the displacements ~uλ and ~uυ distancing the two atoms, the Wannier functions
shall get farther decreasing its overlap and then, the hopping. As result, the bandwidth becomes
narrower (in green) with respect the absence of distortion (in red).

(a) Diagonal term: from lattice to electrons

(b) Diagonal term: from electrons to lattice

(c) Off diagonal term

Figure 4.5. Examples of electron-lattice
coupling effects. The diagonal term ~fTaa,λυ
produce a reduction of the on-site energy of
a px orbital when a displacement on the x-
direction is applied, (a) and the modification
of the occupation of Wannier orbitals can in-
duce atomic force in the neighbour atoms, (b).
The off-diagonal term ~fTab,λυ generates alter-
ations on the bandwidth when there is a rel-
ative displacement between atoms and thus,
between orbitals, (c). In the picture we have
neglected the Sr atoms since it does not par-
ticipate in the active set.
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The quadratic terms ←→g are typically much smaller than the linear ones. In addition, among the
quadratic constant, the off-diagonal terms use to be negligible with respect the diagonal elements,

←→g ab,λυλ′υ′ ≈ ←→g ab,λυλ′υ′δλλ′δυυ′ =←→g ab,λυ. (4.25)

In the Modelmaker language, ~fab,λυ and←→g ab,λυ are electron-lattice terms or parameters which
modify a hab interaction. And a pair {~fab,λυ,←→g ab,λυ} is an electron-lattice variable.

C. Electron-lattice cutoffs

The construction of an actual model involves several approximations as the spatial range of in-
teraction or the number of integrated Wannier functions, inter alia. Here, we are focused on the
generation of a model able to reproduce the first principles calculation of the training set reaching a
balance between accuracy and efficiency. Originally, this scheme contains all the possible electron-
lattice terms: we can fit the model recreating the one-electron Hamiltonian of the constructed
electron-lattice training set with accuracy. However, we need to simplify it. Trying different com-
binations of parameters we identify the strongest and most relevant interactions. For example,
in the SrTiO3 system, the most intense interactions will be obtained at short range. Following
this procedure in a systematically way, it may be possible to determine the relevant parameters of
our model and cast the irrelevant ones aside. The employed criteria to determine which electron-
lattice terms will be implemented during the model construction is a set of cutoffs related with the
electron-lattice coupling. All of them are explained below and shown in Fig. 4.6.

◦ δrpair (Å): the two atoms whose relative displacement will be computed must be closer than
cutoff-pair.
◦ δrellat (Å): the distance between the center of the Wannier functions and the position of the

atoms must be smaller than the cutoff distance electron-lattice.
◦ δεellat (eV2): in order to avoid having an excess of variables in our model it is important to

focus on the matrix elements of the training set {Aellat} which create more error. As result,
this cutoff is selected comparing the following matrix elements. On the one hand, the matrix
elements of the RAG geometry obtained from DFT calculations at short range 1 and the
electrostatics of the system, γlr, are considered. According to the model parametrization,
these interactions can be also defined as interactions of the model without corrections. On
the other hand, we take into account the interactions of the electron-lattice training set from
DFT calculations. For a given calculation Aellat in the training set, these terms are defined as
hDFT
ab (Aellat). Employing γlr

ab, h
RAG,sr
ab and hDFT

ab (Aellat) we can define the following quadratic
difference [

hDFT
ab (Aellat)− (hRAG,sr

ab + γlr
ab)
]2
. (4.26)

Now, we select an interaction group G and we sum through all the elements composing the
group, all the unit cells in the super cell, and all the calculations of the electron-lattice training
set,

Θellat
G =

∑
Aellat

∑
ab∈G

[
hDFT
ab (Aellat)− (hRAG,sr

ab + γlr
ab)
]2
. (4.27)

The interactions that will be taken into account are the ones integrated in the groups satisfying

Θellat
G > δεellat. (4.28)

The meaning of this cutoff will be better understood and detailed in further sections.
1DFT calculations obtained from Wannier-90 code can be splitted into short and large range term.
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Figure 4.6. Cutoffs-ellat: δrellat (Å), δεellat (eV2)
Cutoff-pair: δrpair (Å)

4.3.4 Electron-electron Hamiltonian

Until now, we have built the band structure considering a Hamiltonian in the reference electron
density (RED), neglecting the possible two-electron interactions linked to changes in Wannier func-
tions occupations. In order to understand the RED concept and study the effects of occupation
changes, we must to go back to the electronic density magnitude, n(~r) (it integrates to the number
of electrons).

A. RED and deformation electron density

From second principles, the electronic density is treated as a perturbed quantity by splitting it
into two parts. On the one hand, the reference electron density (RED), n0(~r), is defined for each
possible atomic configuration. Similar to perturbation theory, this value would correspond to a
simple electron density to study, as close as possible to the real density, n(~r). In order to determine
n0(~r), for the sake of simplicity we consider a non-magnetic system. In particular, we will focus
on an insulator or semiconductor compound. Under these assumptions the RED, n0(~r), represents
the ground state and it can be obtained from DFT calculations. Now, if we want to go beyond the
ground state, a small deformation charge density, δn(~r), is taken, which would correspond to the
perturbative term as follows,

n(~r) = n0(~r) + δn(~r). (4.29)

The electron density at a given point of the space can be expressed as a function of the Wannier
orbitals of the basis set,

n(~r) =
∑
ab

dabχa(~r)χb(~r) (4.30)

where the element dab is defined as the occupation matrix of the Wannier functions χa and χb.
The RED can be computed similarly to n(~r),

n0(~r) =
∑
ab

d
(0)
abχa(~r)χb(~r). (4.31)

This deformation charge density might contain two-electron interactions:

◦ The charge doping by the addition of electrons to the bottom of the conduction band or by
extracting electrons from the top of the valence band. This phenomenon is related with the
simulation of polarons.
◦ The excitation of the electronic charge density in the neutral system by the transference of

electrons from the valence to the conduction band. In this case, this effect is related to the
excitons creation.
◦ For each one of the commented phenomenons, δn(~r) must capture the charge redistribution

(response) of the remaining electrons to the induced change, screening phenomenon. It can
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be viewed as resulting from an admixture of occupied and unoccupied states of the reference
neutral configuration since the eigenstates represent a basis of the Hilbert space.

Figure 4.7. Schematic representation of the refer-
ence atomic structure and the reference and deforma-
tion electron densities. Illustrations (a)–(c) show the
total density, the RAG and the deformation density
for a semiconductor. Illustrations (d)–(f) exhibit the
energy levels obtained for the neutral ground state.
The occupation of a given state is determined by the
full green circles. And the partial occupation is given
by half filled orange/green circles. The notations E(0),
E(1) and E(0) for the energies is related to the refer-
ence energy, one-electron contribution to the energy
and two-electron contribution respectively [10].

For better understanding of the RED and the
deformation density concepts, an example is il-
lustrated in Fig. 4.7, where the different den-
sities are represented in the top cartoons and
the associated electronic band occupations are
outlined on the bottom. Here, the proposed
splitting of the electronic density is applied on
a doped semiconductor composed by two differ-
ent types of atoms: large green/blue and small
red balls in a 2D-square geometry and 3 atoms
as motif. The RAG corresponds to the high-
symmetry configuration in which the large atom
is located at the center of the square, while the
small atoms lie at the centers of the sides. The
neutral system (undoped) is associated to the
RED, Figs. 4.7(b), 4.7(e). Here, the system is
in the ground state: the valence band is com-
pletely occupied while the conduction band is
empty. At this moment, if some charge is added
(or removed) Figs. 4.7(c), 4.7(f), the electronic
cloud will be affected and will tend to screen
the field caused by the extra charge. The dop-
ing electron (respectively, hole) will occupy the
states at the bottom of the conduction band

(respectively, top of the valence band). Such a deformation density, captures both the doping and
the system’s response to it, as previously exposed. The doping is represented by green balls in the
electronic band diagrams while the the screening is shown in orange.

In order to quantify the deformation density, we introduce a deformation occupation matrix, Dab
computed with the coefficients in Eq. 4.30 and Eq. 4.31

Dab = dab − d(0)
ab . (4.32)

It can be defined in a similar way for each one of the spin channels s, Ds
ab. As result, the deformation

density δn(~r) is given by
δn(~r, s) =

∑
ab

Ds
abχa(~r)χb(~r). (4.33)

The total deformation charge, Dab, can be expressed as the sum of the two spin components and
is renamed by DU

ab. The magnetization charge of the system, DI
ab, is obtained as the difference

between the two spin components,

DU
ab = D↑ab +D↓ab DI

ab = D↑ab −D
↓
ab. (4.34)

This last one only plays a role in spin-polarized system and is zero in a non-spin polarized com-
pounds.
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B. Electron-electron correction

The electronic band structure changes depending on the occupation of the different states. At
this moment, two-electron interactions must be included in Eq. (4.21) to go beyond the Born-
Oppenheimer surface. These terms are embedded in deformation electronic density, as exciton phe-
nomena involved in a wide variety of photovoltaic problems or alterations of the electronic density,
as the addition of extra charge required to simulate polarons. In order to add the electron-electron
coupling, an electron-electron correction term δγelel,s is included in the building Hamiltonian to
take into account the deformation electron density,

hsab = γRAG
ab + δγellat

ab + δγelel,s
ab . (4.35)

C. Electron-electron terms

Accorging to Ref. [10], the electron-electron coupling is studied by the two-electron parameters U
and I

δγelel,s
ab =

∑
a′b′

(
DU
a′b′Uaba′b′ −DI

a′b′Iaba′b′
)
. (4.36)

They are defined as four-center integrals. Considering X = U, I,

Xaba′b′ =

∫
d3r χa′(~r, s)χb′(~r, s)

∫
d3r′χa′(~r

′, s)χb′(~r
′, s)gX(~r, ~r ′, s, s′) (4.37)

where gU and gI are the Hubbard and Stoner two-electron constants. The U and I terms match to
the four-index integrals of Hartree-Fock theory. The Hubbard two-electron constant is computed
as

gU (~r, ~r ′) =
1

|~r − ~r ′| +
1

2

[
δ2Exc

δn(~r, ↑)δn(~r ′, ↑)

∣∣∣∣
n0

+
δ2Exc

δn(~r, ↑)δn(~r ′, ↓)

∣∣∣∣
n0

]
. (4.38)

It contains the classical electrostatic Hartree interaction (first term of the expression). This con-
tribution is corrected by the second term where the elements δ2Exc/δn(~r, s)δn(~r ′, s′) captures the
effective screening of the two-electron interactions due to exchange and correlation. It depends on
the total deformation density described above, DU

ab, and quantifies the energy needed to add or
remove electrons.

The Stoner two-electron constant is related to the spin polarization and is given by the expression

gI(~r, ~r
′) =

1

2

[
δ2Exc

δn(~r, ↑)δn(~r ′, ↓)

∣∣∣∣
n0

− δ2Exc
δn(~r, ↑)δn(~r ′, ↑)

∣∣∣∣
n0

]
. (4.39)

This magnitude considers the magnetic interactions providing the difference in interaction between
electrons with parallel and antiparallel spins. Its origin is essentially quantum due to its exchange-
correlation nature.

In the Modelmaker language, Uaba′b′ and Iaba′b′ are electron-electron terms or parameters which
modify a hab interaction. And a pair {Uaba′b′ , Iaba′b′} is an electron-electron variable.
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D. Electron-electron training set

(a) WF attracts electrons

(b) WF attracts holes

Figure 4.8. Changes in the chem-
ical potential of Wannier functions
(WF) favouring populated states
or depopulated Wannier functions.

The dependence of the electron-electron correction with the per-
turbation of the occupations is studied by the simulation of first
principle calculations for different density matrices Dab. How-
ever, imposing occupations in DFT (constrained DFT) is dif-
ficult. As alternative, we can generate different configurations
introducing a chemical potential in Wannier functions in order
to change their population.

For the purpose of capturing electron-electron interactions, we
run a set of first-principles configurations {Aelel} modifying
the occupations in the Wannier orbitals. This perturbation
is implemented introducing a chemical potential associated to
a particular Wannier function c, µc, favouring its popula-
tion/depopulation with charge. With frozen density, µc simply
shifts the energy of χc in this way:

◦ µc < 0: Wannier function χc reduces its energy favouring
its population (Fig. 4.8(a)).
◦ µc > 0: Wannier function χc increases its energy inclining

toward the depopulation (Fig. 4.8(b)).

As result, it is possible to perturb the first-principle density matrix in a controlled way catching
the electron-electron interactions by Scale-up code,

h̃
SCF,µc,s
ab = h

SCF,µc,s
ab − µc,sδacδbc. (4.40)

As a simple example to understand the introduction of a chemical potential, Fig. 4.9 represents the
energy levels for the H2 molecule. On the left the system has not been perturbed. On the right,
the chemical potential of the HA atom has been increased. For both schemes the eigenfunctions are
colored in blue. For the H2 molecule without any perturbation, the coefficients of the eigenstates
are equal. However, when we increase the chemical potential of HA, χa favours its depopulation
and χb tends to rise its occupation due to χa is higher in energy than χb. Thus, cA < cB.

↑

1s

χa

↑

1s

χb↑↓
σg

1√
2
χa + 1√

2
χb

σu

1√
2
χa − 1√

2
χb

HA H2 HB

↑

1s

χa
↑

1s

χb↑↓
σg

cAχa + cBχb

σu

cAχa − cBχb

HA H2 HB

µa

Figure 4.9. Molecular energy levels for the H2 molecule. The rising of the chemical potential of the orbital
χa favours the depopulation of the state while χb is populated. This fact is observed in the coefficients for
the molecular states, where cA < cB .
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E. Electron-electron cutoff

This section will be focused on the definition of the cutoffs for the electron-electron interactions.
They are established between Wannier functions and are shown in Fig. 4.10.

◦ δrelel (Å): the distance between the center of two Wannier functions must be smaller than
the cutoff distance electron-electron.
◦ δεelel (eV2): the energy cutoff for the electron-electron interactions is defined following the

same reasoning as in the electron-lattice energy cutoff, δεellat. In this case, the selected
training set is the the related to the electron-electron coupling. Then, based on Eq. (4.41)
and selecting the G group of interactions

Θelel
G =

∑
Aelel

∑
ab∈G

[
hDFT
ab (Aelel)− (hRAG,sr

ab + γlr
ab)
]2
. (4.41)

The interactions that will be taken into account are the ones integrated in the groups satisfying

Θelel
G > δεelel. (4.42)

Figure 4.10. Cutoffs-elel: δrelel (Å), δεelel (eV2)

4.4 Calculation of the model parameters

First of all, hereunder we summarize the concepts we are going to employ.

◦ Interaction : hab

◦ Parameters/Terms : ~fab,λν , ←→g ab,λν , Uaba′b′ , Iaba′b′

◦ Variables :
{
~fab,λν ,

←→g ab,λν
}
, {Uaba′b′ , Iaba′b′}

This section will be focused on the description of the procedure implemented on Modelmaker
script to compute the parameters of an electron-dynamical model. We exposed it in a similar way
as Ref. [27]. The model must reproduce the training set calculations, characterized by geometry
distortions or changes of the electronic occupations. In order to quantify the efficiency of the
model when recreating the configurations in the training set {A} = {Aellat}∪̇{Aelel}, it is defined
a positive semi-define function called goal function and represented by Θ. At this point, the
developed methodology to perform the parameter fitting consists on the minimization of the goal
function. In practice, the solution of such problems use to be a difficult task. The obtained
equations to determine the free parameters (resulting from the goal function optimization) are
typically nonlinear functions leading to multiminima solutions, which rises the computational cost.
However, the expression of the built Hamiltonian in this work and the employed goal function
(further shown) allow to find an analytic solution of the parameter calculations which in turn
makes it feasible to identify the best model among the possible ones.
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4.4.1 Definition of the goal function

In order to generate a model able to reproduce the training set calculations, the parameters,
{pi}1≤i≤P , will be computed fitting the model Hamiltonian interactions against first principles
calculations. In line with this, we establish the expression for the goal function Θ measuring the
difference between the following two elements.

◦ First principles (DFT) Hamiltonian matrix elements obtained for the different configurations
of the training set {A} , hDFTab (A). These calculations leads to a set of first principles calcula-
tions for different geometric and electronic configurations. The entries hDFT

ab of the first principles
Hamiltonian matrix are calculated from DFT employing the Wannier-90 code and represent the
interaction between the two Wannier functions χa and χb.

◦ Second-principles Hamiltonian matrix elements calculated for the same set of configurations, {A}
and which depend on all parameters, {pi}. In short, these elements represent the interactions of
our model. They are labeled as hab(A, {pi}).
Considering all these interactions for the super cell, the sum of their squares is computed. Finally,
the global sum of all the calculations in the training set is performed and we obtain

Θ({A}, {pi}) =
∑
A

∑
ab

[
hDFT
ab (A)− hmodel

ab (A, {pi})
]2
. (4.43)

4.4.2 Determining the variables: linear problem

According to the final Hamiltonian formulated for our model, it depends linearly with the param-
eters aimed to fit, {pi}. So that, for each configuration we can write the Hamiltonian as

h(A) =
∑
i

θAipi (4.44)

where θAi is a configuration-dependent constant that contains the correlation between the param-
eter xi and DFT Hamiltonian element for a particular configuration A. The goal function can be
then expressed in terms of the Eq. (4.44),

Θ({A}, {pi}) =
∑
A

[
h(A)DFT −

∑
i

θAipi

]2

. (4.45)

Regarding the geometrical representation of Θ, it is a P -dimensional parabola which always satisfies
Θ ≥ 0. Since the goal function is positive semi-define, the eigenvalue of the associated Hessian will
be always positive or zero. As result, a critical point of Θ must be a minimum.

The extrema of the goal function satisfy ∂Θ/∂pi = 0 ∀i. Applying this equation for the P param-
eters, we obtain the linear system for the calculation of the {pi} parameters,

∑
k

Aikpk = bi where
Aik =

∑
A θiAθkA

bi =
∑

A θiAh(A)DFT

. (4.46)

However, there may be linear dependencies in our system of equations leasing to a overdetermined
model. Then we need to find which are the significant variables of our model. This problem is
addressed in the following section.
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4.4.3 Finding the best model of p variables

We consider XP as a set of P parameters which determine all the possible interactions in the system
of interest. Now, we define a p-model as a model of p parameters: Xp ⊂ XP . We need a procedure
to built the best p-model, i.e., a criterion to choose the p parameters that minimizes the goal
function. The first idea to solve this problem consists on computing all the possible combinations
of p parameters of a set of P parameters and compare the resultant goal functions. However, this
method is quite inefficient. For example, if we have a model with P = 500 parameters and we want
to built a p−model such that p = 20, we have about 1035 different combinations of parameters, i.e,
1035 different models. As result, although we have selected an efficient strategy to calculate the
parameters of a p-model, the analysis of so many combinations is unfeasible from the computational
point of view.

In order to overcome this problem, the model search is restricted by a step wise procedure with
forward selection. The method starts considering p = 1 and building all the P possible 1-model
candidates with its respective goal functions. Let X1 represents of all the possible 1-models asso-
ciated with a parameter set X and Θ1(pi) the goal function considering only one parameter. The
next step is focused on selecting the best 1-model by minimizing Θ1(pi) according to Sec. 4.4.2.
Comparing the Θ1(pi) ∀i, we choose the smallest one. At this point, we can identify the first
parameter of our model, p∗1 which composes the set χ∗1. Then, we move to p + 1 and we consider
all the possible (p+ 1)-models which contains the variables of the best p−model, i.e, we study all
the p + 1-models with the constraint X ∗p ⊂ Xp+1. Keeping the p parameters of the best p-model,
the p + 1-models are built adding one by one the P − p remaining variables. Again, we build the
goal function Θp({{p∗j}, pi}) ∀j ≤ p, ∀pi 6= p∗j and it is minimized according to Sec. 4.4.2 and we
select the pi which makes minimum Θp({{p∗j}, pi}) ∀j ≤ p, ∀pi 6= p∗j .

Below, the colored parameters in p+ 1-model come from the best p-model.

◦ Build best model 1 variable : {p∗1}
◦ Build best model 2 variables : {p∗1, p∗2}
◦ Build best model 3 variables : {p∗1, p∗2, p∗3}
◦ . . .

Different parameters will be included in the model until obtain a goal function smaller than a fixed
threshold.

4.5 Steps in the model generation

This section will focus on the detailed description of the steps performed by the code once the
interaction groups and the training have been generated. Here, the procedure described above for
the construction of a model (Sec. 4.4) will be reproduced from a practical point of view, oriented
to the development of a model for the STO system. Below, we explain the different steps.

4.5.1 Initial goal function

The initial goal function designed as Θo is computed according to the total goal function, Eq. (4.43)
neglecting the Hamiltonian of the model. Clearly, we don’t take into account the parameters of the
model. In short,

Θo ({A}, {∅}) =
∑
A

∑
ab

∣∣hDFT
ab (A)

∣∣2. (4.47)
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This value can be computed as an accumulative function of the distance range of interaction of the
Wannier orbitals and is measured in eV2. In other words, for each distance d, the result of Eq.
(4.47) is computed considering all the interaction pairs a, b such that |~ra − ~rb| < d,

Θo ({A}, {∅}, d) =
∑
A

∑
ab<d

∣∣hDFT
ab (A)

∣∣2. (4.48)

Figure 4.11 plots the decimal logarithm of the initial goal functions as a function of the distance,
shown with a continuous black curve. In addition, the Fig. 4.11 collects the decimal logarithm of
the accumulative total number of Hamiltonian terms hDFT

ab as a function of the distance, dotted
red curve, of which those non-zero are displayed by the green curve.

Figure 4.11. Representation of the decimal logarithm of the initial goal function, log(Θo), as a function
of the distance (black curve). Its values are determined by the left y-axis. On the right axis, the number of
terms that would be included in the model for a given distance are plotted by the dotted red curve. Many
of these terms are zero by symmetry. The number of non-zero terms are shown by the dotted green curve.

Figure 4.12. Different shells classi-
fying interaction of the Wannier func-
tions of Ti atom in the home unit
cell with the Wannier functions of its
neighbours. The more intense the or-
ange color, the stronger the interac-
tion between the orbitals.

Attending to the shape of the curves, the analysis is divided in
four regions. In support of this explanation, we shall employ
Fig. 4.12. This picture illustrates a scheme of the SrTiO3

system projected in the z-plane. By selecting the Ti atom
of the home unit cell placed in the center of the drawing, we
color different shells in the z-plane classifying the interactions
according to the neighbours’ distances (we neglect the Sr atom
which does not present orbitals in the active set). We expect
that the Hamiltonian matrix elements should decay fast with
the distances between the Wanniers. This effect is represented
in the figure by decreasing the intensity of the orange color
with the distance.

◦ Range 0-2 Å. First region covers the interval from 0 Å to
around 2 Å. Here, the initial goal function can be approxi-
mated as a plain with respect to the whole curve. This be-
haviour is due to the structure of SrTiO3 crystal. In the RAG
the lattice parameter is a = 3.874 Å [1] and the distance be-
tween two first neighbours is given by a/2 = 1.973 Å. Since
Wannier orbitals are localized and centered in the respective
atoms due to the rather ionic character of SrTiO3 crystal, for
distances smaller than a/2 there is no interaction among orbitals from two different atoms. At
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that range of distances the only interactions which can be measured are the on-site ones, i.e., the
present among the Wannier functions centered in the same atom. These interactions are shown in
Fig. (4.12) by intense orange for the Ti atom in the home unit cell.

◦ Range 2-4 Å. Second region starts at 2 Å and extends until 4 Å. Here, we can see a sharp rise of
the initial goal function. This abrupt is the consequence of the increasing of non-zero interactions,
as is shown by the green dashed curve. Focusing on the Wannier functions we are studying, O 2p
and Ti t2g, the emerged interactions are the following:

– First shell of neighbours. Wannier functions in Ti - O atoms both at the home unit cell:
distance a/2 = 1.973 Å.

– Second shell of neighbours. Wannier functions in O - O atoms both at the home unit cell :
distance a/

√
2 = 2.739 Å.

– Third shell of neighbours. Wannier functions in Ti - Ti [±1, 0, 0], Ti [0,±1, 0], Ti [0, 0,±1] :
distance a = 3.874 Å.

– Third shell of neighbours. Wannier functions in O - O [±1, 0, 0], O [0,±1, 0], O [0, 0,±1] :
distance a = 3.874 Å.

Summarizing, the Hamiltonian elements measuring first, second and third neighbour interactions
are not zero in contrast to the first region. Even, its value is high due its proximity.

◦ Range 4-8 Å. In the interval from 4 Å to 8 Å, there exist small contributions to the initial goal
function in spite of the number of non-zero terms continues growing. These behaviour is explained
by the well localization of Wannier functions: at 4 Å Wannier functions interact, increasing the
number of non-zero terms, but the value of the hDFT

ab interactions is low due to small overlaps
(Wannier functions decay exponentially).

◦ Range > 8 Å. Finally, working with distances larger than 8 Å the Hamiltonian elements are
reduced to almost zero leading to a plain initial goal function.

According to the previous study, a reasonable value for the δrh is δrh = 8.0 Å. Employing this
cutoff all the short range interactions are captured. In Fig. 4.11, this value is represented by the
vertical dotted blue line.

4.5.2 Total goal function: model without parameters or electrostatics

At this stage, we are going to quantify the error of the model without considering the electrostatics
of the interactions, γlr

ab, or the parameters {~fab,λυ,←→g ab,λυ, Uab, Iab} (none of these contributions
have, as yet, computed). In this way, hmodel

ab is described by γRAG,sr
ab . Actually, the Hamiltonian of

the model without parameters is just the first-principles calculation of the RAG,

Θ ({A}, {∅}) =
∑
A

∑
ab

∣∣hDFT
ab (A)− hRAG

ab

∣∣2 =
∑
A

∑
ab

∣∣∣hDFT
ab (A)− γRAG,sr

ab

∣∣∣2. (4.49)

4.5.3 Total goal function: model without parameters

For each one of the calculations in the training set, the unit cell and the super cell, the density
matrices and the electrostatics are computed, δγlr

ab. Now, the total goal function is obtained
considering for the Hamiltonian of the model the calculations at short range of the super cell (tight
binding) and the electrostatics. Moreover, the value of δrh truncates the sum of the model terms,
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Θ ({A}, {∅}) =
∑
A

 ∑
ab≤δrh

∣∣∣hDFT
ab (A)− hmodel

ab (A, {∅})
∣∣∣2 +

∑
ab>δrh

∣∣hDFT
ab (A)

∣∣2 = (4.50)

=
∑
A

 ∑
ab≤δrh

∣∣∣hDFT
ab (A)−

[
γRAG,sr
ab + γlg

ab(A)
]∣∣∣2 +

∑
ab>δrh

∣∣hDFT
ab (A)

∣∣2 .
The total goal function Θ ({A}, {∅}) can be splitted into two contributions: on the one hand, the
error arising from the electron-lattice training set, Θellat, and on the other hand, the error obtained
from the calculations related to the electron-electron part, Θelel,

Θellat
(
{Aellat}, {∅}

)
=
∑
Aellat

 ∑
ab≤δrh

∣∣∣hDFT
ab (Aellat)− hmodel

ab (Aellat, {∅})
∣∣∣2 +

∑
ab>δrh

∣∣∣hDFT
ab (Aellat)

∣∣∣2
 = (4.51)

=
∑
Aellat

 ∑
ab≤δrh

∣∣∣hDFT
ab (Aellat)−

[
γRAG,sr
ab + γlg

ab(Aellat)
]∣∣∣2 +

∑
ab>δrh

∣∣∣hDFT
ab (Aellat)

∣∣∣2


The same procedure is developed for electron-electron goal function, Θelel
G

(
{Aelel}, {∅}

)
.

4.5.4 Groups contribution

In order to build an accurate model keeping computational efficiency, we select the interactions
where the contribution to the error, i.e., to the total goal function, is higher. However, instead
of studying each one of the interactions independently, the groups with larger error are took into
account. To determine which are these interaction groups, it is measured its individual error. Thus,
the contribution of the G interaction group to the electron-lattice error without considering the
model parameters, is computed as

Θellat
(
{Aellat}, {∅}

)
=
∑
Aellat

 ∑
ab≤δrh,
ab∈G

∣∣∣hDFT
ab (Aellat)−

[
γRAG,sr
ab + γlg

ab(Aellat)
]∣∣∣2 +

∑
ab>δrh,
ab∈G

∣∣∣hDFT
ab (Aellat)

∣∣∣2
 (4.52)

The expression for the Θelel
G

(
{Aelel}, {∅}

)
is equivalent.

On the top of Fig. 4.13 the results for Θellat
G are represented with blue lines. It is clear all the

interactions in a group will be characterized by the same interactions distance. As consequence, it
is possible to order the different groups regarding that distance. This order is shown in the x-axis,
where the first groups are associated with short distance while the last ones will be characterized by
large interaction distances. The red curve represents the accumulative sum of the errors, associated
with the right y-axis. Its last value is the sum over all the groups, i.e, Θellat

(
{Aellat}, {∅}

)
. On

the bottom of the figure, the results for the electron-electron contributions are shown in a similar
way.
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Figure 4.13. Electron-lattice (on the top) and electron-electron (on the bottom) error contributions to the
total goal function without parameters for each one of the interaction groups ordered by distances (blue).
The accumulative sum of these errors is represented by the red curve.

Now, it is possible to select the groups with the higher contribution to the total goal function
according to the electron-lattice and electron-electron energy cutoffs (shown in the Fig. 4.13 by
red and green horizontal lines respectively). In this sense, if

Θellat
G

(
{Aellat}, {∅}

)
> δεellat, (4.53)

the G interaction group is selected and electron-lattice variables will be generated for it. Similarly,
if

Θelel
G

(
{Aelel}, {∅}

)
> δεelel (4.54)

electron-electron variables shall be computed for G. Here, we show the Tab. 4.2 with the different
number of selected groups when varying the values of the energy cutoffs. On the top of the table,
the rest of the cutoffs are shown, which remain fixed for all the constructed model.

δrh = 8.0 Å, δrellat = 4.0 Å, δrelel = 0.01 Å, δrpair = 2.5 Å

δεellat (eV2) δεelel (eV2) Gellat Gelel

A 2.0 0.01 6 1

B 0.5 0.01 12 1

C 2.0 0.0025 6 5

Table 4.2. Selected groups for the variables generation for three different models where the energy cutoffs
have been varied.

The number of picked groups increases when the energy cutoffs decrease.
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4.5.5 Create electron variables

This procedure creates the electron variables to be fitted based on the choice of distance cutoffs
δrpair, δrellat, δrelel. Each variables is associated to a unique group and a group can be related
to several variables. Depending on the value of the cutoffs, the number of generated variables
differs. This fact is exhibited in Tab. 4.3, where different models have been generated changing
the mentioned distance cutoffs and keeping the rest fixed. These last ones are written dowm on
the top of the table.

δrh = 8.0 Å, δεellat = 2.0 eV2, δεelel = 0.01 eV2

δrpair (Å) δrellat (Å) δrelel (Å) #Variablesellat #Variableselel

A 2.5 4.00 0.01 14 2

D 4.00 4.00 0.01 65 2

E 2.5 6.00 0.01 45 2

Table 4.3. Number of generated variables for three different models where the distance cutoffs have been
changed.

The number of variables grows with the increase in distance cutoffs.

4.5.6 Fitting electron terms

This procedure is employed to find the optimal model obtained from the fit of the electron variables
against the training set (Sec. 4.4.3). Fig. 4.14 represents the final goal function versus the number
of variables (pair of parameters) in the model. The dots correspond to electron-lattice variables
while the crosses are related to electron-electron variables.

Figure 4.14. Blue line represents the obtained final total goal function versus the number of variables
considered in the model.

In the figure we can see how the total goal function decreases when the number of included variables
is higher.
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Results

At this point, we are going to validate the accuracy of our proposed strategy. In order to check
the method, we will discuss its application to different configurations of the SrTiO3 system out of
the training set. Moreover, for the purpose of building the best model regarding a balance between
accuracy and efficiency, we explore different values for the cutoff variables. Here, the validation
of the models is based on the comparison of the band diagram representations obtained from
first principles calculations versus second principles calculations. The latter take advantage of the
models. The first principles bands data have been obtained from calculations with the Siesta code
based on density-functional theory by local density approximation (LDA). In the representation,
they are shown in blue while the band diagrams from second principles calculations are colored in
red. Let us now discuss the predictions for the electronic band structure that our obtained models
yield for SrTiO3’s ferroelectric and antiferrodistortive phases.

5.1 Ferroelectric phase in SrTiO3

In its pure, unstressed form, SrTiO3 is an incipient fer-
roelectric. It remains paraelectric for high temperatures.
However, chemical or isotopic substitution, as well as the
inducement of stress, easily disturb this sensitive state,
resulting in ferroelectricity. According to the latter ef-
fect, here we apply an epitaxial compressive strain on
the cubic paraelectric phase of SrTiO3. This strain is
applied on the XY -plane arising an elongation in the z-
axis. As result, the polarization in z−axis is induced and
the ferroelectric phase emerges.
In Fig. 5.2 we compare the full first-principles bands
for a SrTiO3 unit cell in a ferroelectric phase with those
obtained by second principles from models corresponding
to different values of δrh, keeping the rest cutoffs.

Cubic phase Ferroelectric
phase

Figure 5.1. Phase transition from cubic
paraelectric structure to a tetragonal ferro-
electric phase when it is applied an epitax-
ial compressive strain in the plane. [16]
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Figure 5.2. Representation of the bands of ferroelectric SrTiO3 for various values of δrh. Blue lines show
the bands obtained from first principles and the red ones, the results from the second principles models.
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According to the obtained representations, we extract two conclusions. Firstly, choosing a suitable
cutoff δrh is an important task to develop a descriptive model of SrTiO3 system. Secondly the
matching between red and blue curves fits better with the increment of δrh. Thus, we can reproduce
the bands for a realistic system out of the training set.

5.2 Antiferrodistortive phase in SrTiO3

SrTiO3 undergoes one phase transition from a paraelectric cubic phase to a non-polar antiferrodis-
tortive (AFD) tetragonal phase (I4/mcm, No 140) at a temperature TC ≈ 105 K. This AFD phase
arises from rotations of oxygen octahedra around the tetragonal axis, such that the total atomic
displacements keep the crystal non- polar (see Fig. 5.3). The ground state is characterized by
antiphase rotations. The rotations are accompanied by a small deformation of the unit cell that
becomes tetragonal. The driving force which produces the octahedra rotation in perovskites is the
optimization of the Oxygen anions coordination environment of underbonded Sr-site cations.

Figure 5.3. Schematic representation of the
oxygen pattern of displacements in the low tem-
perature tetragonal bulk SrTiO3, corresponding
to AFD distortions. At left is reported a view
allowing to see the out-of-phase rotation of each
successive oxygen plane along the [0, 0, 1] direc-
tion. At right is reported a projection on the
TiO2 atomic plane. Reprinted with permission
from E. Bousquet’s Ph.D. thesis, Ref. [4].

Electronic band structure of a SrTiO3 antiferrodistorve geometry is obtained from first principles
and second principles calculations. The employed reference geometry for this phase is a supercell
2× 2× 2 since the antiphase rotation of the octahedra can’t be reproduced by translations of the
unit cell. For this geometry, different models have been built with δrh = 8.0 Å and changing the
cutoff variables related to the electron-lattice coupling: δrpair, δrellat, δεellat. On the one hand, the
value of δrh = 8.0 Å has been selected according to Fig. 4.2. There, we already compared four
models varying the this cutoff and keeping fixed the remainder. The calculations were made for
the unit cell of the SrTiO3 cubic phase. We found the second principles bands matched quite well
with first principles calculations when employing δrh = 8.0Å. Here, this model will be denoted
as reference model and its associated electronic band structure from first and second principles
is shown in Fig 5.4(a). On the other hand, the values of the electron-lattice cutoffs have been
modified regarding the reference model. In other words, we have built three additional models by
modifying the electron-lattice cutoff variables one by one, keeping the rest fixed. The electronic
band structures of these models are shown in Figs. 5.4(c), 5.4(b) and 5.4(d).

At first, in Fig. 5.4, we represent the results for the reference model. Secondly, the Fig. 5.4(b)
employs a model where δεellat has been lowered. The reduction of this cutoff introduces more inter-
action groups in the model which contribute to diminish the error of the electron-lattice correction.
Thirdly, in Fig. 5.4(c) δrellat has been increased with respect the reference model. This allows the
inclusion of atom-Wannier pairs that are farther apart (see Fig. 4.6). Finally, for the fourth band
diagram, Fig. 5.4(d), the improved cutoff has been δrpair. Here, atom-atom pairs farther apart are
taken into account.
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Figure 5.4. Representation of the bands of antiferrodistortive SrTiO3 for different values of the electron-
lattice cutoffs. Blue lines represent the bands obtained from first principles, while the results from the
second-principles model are shown in red. On top of each plot we indicate the corresponding values of the
cutoffs.

Analysing the different electronic band structure, we observe neither the reference model nor the
model improving δεellat are able to reproduce the band diagram of this geometry. The main
and obvious discrepancies with the first principles calculations are the band gap and the energies
obtained for the conduction band in the R symmetry point. On the one hand, the band gap from
second principles is larger that the one obtained from first principles. This fact shifts the conduction
band with respect the blue bands. On the other hand, from first principles calculations the energies
at R point are degenerated for the conduction band. Looking at second principles calculations, this
degeneration is splitted into two energies. Now, attending to models where the distance cutoffs
δrellat and δrpair have been increased, we observe a clear improvement of the matching between red
and blue bands. In such cases, the band gap and the degeneration of the R point in the conduction
band are perfectly reproduced. The large amount of bands in the valence band makes it difficult to
compare the results for the two calculations however we can see a good agreement at a glance. By
analyzing the conduction band, we can see how the bands from the different calculations fit quite
well. As consequence, the cutoffs δrellat and δrpair play a decisive role in the construction of the
SrTiO3 model. Since when these cutoffs are increased, the model includes more variables related
to the distortions in the lattice, very important in the rotations of the octahedra.
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Conclusions

In this work we have first explained the negative compressibility in LaAlO3/SrTiO3 interfaces.
Secondly, we have proposed a mechanism to understand this untypical phenomenon based on the
polaron formation in low density regime. Due to the challenge of simulating polarons from first
principles, we have described a second-principles approach that reduces the computational cost of
such simulations. Finally, we have checked our method in different SrTiO3 geometry structures.
From this work, we can emphasize the following results.

◦ It has been checked the computational efficiency of second principles versus first principles
calculation keeping the accuracy. In Tab. 6.1 the computational times for the calculation
of the electronic band structure from Siesta (first principles based code) and Scale-up are
collected. The advantage of second principles is clear.

Timing Siesta Timing Scale-up

Ferroelectric phase 2’ 38” 0’ 7”

Antiferrodistortive phase 46’ 29” 4’ 39”

Table 6.1. Wall times obtained in the calculation of electronic band structures of ferroelectric
and antiferrodistortive phases of SrTiO3 from first (Siesta code) and second principles (Scale-up
software).

◦ We have performed second-principles simulations on complex systems with efficient and
asymptotically convergent DFT methods. Despite having parametrized the Hamiltonian of
these systems, it is possible to improve the approximation systematically by adjusting the
cutoff variables.

◦ In order to study the accuracy of our method, it has been validated on a functional oxide
such as the SrTiO3 system.

◦ Although the different models have been built fitting the parameters according to the gener-
ated training set, we have obtained the model that reproduces the electronic band structure
in further systems for which the SrTiO3 has been fitted, as a ferroelectric phase or antifer-
rodistortive SrTiO3 system.

◦ After verifying that our method is able to reproduce SrTiO3 systems in an efficient and
accuracy way, this work concludes the first step in solving simulations in SrTiO3 polarons. In
future works, we shall develop lattice models and we combine both electron models (studied
in this work) and lattice models to simulate the creation of polaron.
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