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1. Introduction 

Agricultural and industrial sectors are more competitive and quality conscious than ever 
before. To be profitable, industry requires equipment that would ensure pure, high-quality 
production, and efficient work and cost. This fact is even more important in developed 
countries to aid companies to defend their position and competitiveness against others 
where labour cost does not account for such a significant part of the overall manufacturing 
cost. Raw material sorters, conveyors and processing systems easy to install, energy 
efficient, reliable, low-maintenance and simple to adjust and control are sought. Even the 
inclusion of network connectivity capabilities for remote monitoring and communication is 
also desirable.  
Optical Spectroscopy (OS) becomes highly appropriate for this kind of applications because it 
covers all types of qualitative and quantitative analytical methods based on the interaction 
of light with living and non-living matter (Schmidt, 2005). For more than 200 years it has 
been utilized in various fields of science, industry and medicine, particularly in (bio-) 
chemistry, biology, physics and astronomy. OS is highly specific since each substance is 
discernible from all others by its spectral properties. In addition, the requirements of the 
samples are not particularly restrictive. Measurements of different optical parameters as a 
function of wavelength/energy (“spectrum”) provide valuable insights that are not, or not 
readily, attainable by other analytical methods. Traditional OS techniques generate 
information on the bulk properties of a sample or a portion taken from it (Millar, 2008). 
However, there are many aspects of sample properties which result from heterogeneity in 
composition and the monitoring of this aspect of quality is considerably more challenging. 
In the last few years Hyperspectral Imaging Spectroscopy (HIS) that integrates conventional 
imaging and moderate resolution spectroscopy, which was primarily developed for 
applications in remote sensing and astronomy, has been developed for laboratory use and it 
has even slowly transitioned into other areas as life sciences or industrial production. The 
key difference is that, in this technique, entire spectra are collected for each pixel within the 
image so its advantages in agricultural and industrial procedures such as material 
discrimination are obvious, i.e. reduced measurement time due to the simultaneous 
acquisition without the need for scanning mechanics. By assessing specific spectral features 
at each pixel corresponding to a material point, or by using calibration to quantify 
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individual components, an optical parameter map of the material may be generated. There 
exists a wide variety of systems to obtain this both spatial and spectral information from an 
object, the so-called imaging spectrometers that differ in their acquisition methods (Aikio, 
2001). A review of the existing methods and technologies is performed and compared in 
terms of their suitability for on-line quality applications in agricultural and industrial 
environments. 
In quality assurance systems the final output should be delivered in a straightforward way 
facilitating its application, i.e. they have to provide a clear added value to the user (usability 
concept). For instance, in raw material discrimination, only the presence and position of 
spurious materials are of interest. No further information is required to determine which jets 
of pressurized air need to be activated to blow the unwanted material into a container, while 
the rest of the material continues to another conveyor. Imaging spectrometers collect, 
however, underpinning information about material optical properties. Therefore, to obtain 
efficient quality indicators, considerable data management and analysis is required to 
convert this huge information into the desired operative indicators. The investigation into 
novel and time efficient compression and interpretation techniques, suitable for laboratory 
use as well as for real time production lines in industrial sectors, is addressed in this 
chapter. To this end, Section 2 describes the principles and different approaches for HIS 
operation. The implementation of the sensor system is provided in Section 3, whereas 
Section 4 is focused in how the HIS processing unit is structured. Section 5 discusses 
different classifiers for automatic material sorting. Section 6 presents the results obtained 
with each proposed alternative comparing their performances in terms of classification 
accuracy as well as time and space complexity. Finally, some conclusions and future lines of 
work are outlined.  

2. HIS applied to industry processes 

Raw material on-line characterization and discrimination processes are a key issue in several 
agricultural (Park, 2004; Xin, 2005) and industrial sectors (Reich, 2008; Herrala, 1997; Garcia-
Allende, 2008c). Technologies for quality evaluation detect physical properties which 
correlate well with certain quality factors of the products such as density, firmness, 
vibrational characteristics, X-ray and gamma ray transmission, optical reflectance and 
transmission, electrical properties and nuclear magnetic resonance. Each technique has 
advantages and limitations, such as image resolution, imaging duration, safe handling, 
sample-specific requirements and availability of details such as surface color, texture, and 
internal details. 
- X-rays, due to their high energy, can penetrate many objects (Mesina, 2007; 

Kotwaliwale, 2007). However, there is variability in penetration through different 
materials depending on their properties. Although X-rays great potential, the associated 
high equipment cost and safety issues make them less practical for on-line applications. 

- Colorimetric analysis based on cameras and machine vision are another option 
(Abbasgholipour, 2010) but they are constrained to characterize  the outer layer of the 
material with high probability of confusing different materials presenting similar 
colours or due to problems derived from variations on the illumination.  

- Optical spectroscopy, based on diffuse reflectance measurements, is another promising 
method able to extract the chemical composition from the spectrum of the material, 
which can be employed for sorting. 
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- Thermal imaging (Varith, 2003) measures infrared energy emitted from the material. 
The detected energy is converted into a thermal map called a thermogram. Quality 
indicators are derived from temperature differences on material points. In some cases, 
thermal imaging does not require an illumination source. 

- LIBS (Laser Induced Breakdown Spectroscopy) determines the chemical composition of 
laser evaporated material on surfaces (Wiggenhauser, 1998). When material is 
vaporized by a high energy laser pulse, the composition elements emit their specific 
fluorescence. This radiation is used to identify them in the evaporated material by 
spectroscopic methods (Solo-Gabriele, 2004). 

Among all the previous techniques, the non-destructive and non-contact characteristics of 
optical techniques, along with the low equipment cost and absence of material pre-
processing, make them a perfect candidate for material characterization and sorting. 
Imaging spectroscopy measures the optical spectrum of interactions of light and matter 
(absorption, scattering, reflectance, etc.) and the spatial location of an object in a surface (Lu, 
1999). This ability offers a great potential for identifying raw materials while they are 
transported by the conveyor belt in production plants. Analysis systems can be easily 
installed over the conveyor belt with minimum interference in the industrial set-up. As a 
result, work in this area has gained prominence in the last few years and it is being adopted 
for product development and control of a wide variety of industrial processes (Bonifazi & 
Serranti, 2006; Bonifazi, 2008; Gomez-Sanchis, 2008; Leitner, 2009). 
Usually, raw materials need to be classified on different quality levels. Present experience 
has been acquired working for a tobacco industry located in the region of Cantabria (Spain). 
Apart from the company interest in tobacco sorting procedures, few studies were found 
about the spectral characterization of tobacco chemical components (nicotine, polyphenols, 
etc.) (McClure, 1997). Even less work is reported in open literature regarding tobacco quality 
control in industry which is, at present, mainly performed by time-consuming machine 
vision techniques. On account of this, it was definitely a real problem-oriented niche for 
both knowledge and technology production. Moreover, the developed strategies could 
undeniably be extended to other industrial fields and materials. 
The problem to be solved in the tobacco industry consists in the classification of the raw 
material at the entrance of the production plant. Tobacco leaves are intermingled with a 
great variety of materials such as plastics, cords, cardboard, papers, etc., mainly due to the 
manual harvest procedure. These spurious elements or “defects” have to be rejected before 
starting the process of making cigars. At first, the leaves undergo a mechanical classification 
procedure, where rejection due to differences of weight, size and density is performed. 
However, some of the undesired materials go through this coarse classification and 
additional discrimination systems are required. The design of a completely non-intrusive, 
non-contact and real-time system capable of performing this identification task, employing 
an imaging spectroscopic technique, is the aim of this research.  

2.1 HIS basics 
Diffuse reflectance is the most appropriate light-matter interaction for material sorting. It is 
produced when an incident radiation penetrates the material sample. Once this radiation 
travels through the sample, it becomes partially absorbed and partially scattered. At the 
end, some radiation gets out of the material on arbitrary directions. The spectrum of this 
reflected radiation has now imprinted the effects of the chemical composition of the sample. 
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The HIS concept is applied over this parameter. The diffuse reflectance measurement 
generates a three-dimensional data set, datacube, defined by spatial (x and y) and wavelength 
(λ) coordinates (Willoughby et al., 1996; Green et al., 1998). Figure 1 depicts the datacube 
consisting of the light reflected by the material shown at the foremost part of the cube. 
Hyperspectral images and the associated reflectance spectra of the vertical lines located at x1 
and x2 positions are shown at the lower part of Fig. 1. The discontinuous lines highlight the 
correlation between the real and spectral images of each segment. A colour gradation scale 
is employed to represent the spectra of each spatial position yi of the vertical lines. When the 
colour of a pixel is close to red, it means that the intensity of the reflected radiation at that 
particular wavelength is high. On the other hand, if the pixel approaches blue, the material 
shows low reflectance. 
 

 

Fig. 1. HIS concept showing how the spectrum of a spatial point is recovered from an image 
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2.2 HIS alternatives 
The datacube provided by imaging spectrometers can be classified depending on the data-
acquisition mode. The most conventional types are shown in Figure 2: 
- Non-imaging spectrometers are called whiskbroom scanners because they provide the 

spectrum of a single point within the image, i.e. a column within the image cube. The 
recording of the whole image implies a double spatial scanning step, and, either 
scanning mechanics or several single point instruments are, therefore, required. These 
approaches are respectively time-consuming and expensive.  

- Staring imagers, as filtered cameras or tuned wavelength illumination source, 
electronically scan the spectral domain. The image is collected one spectral plane at a 
time. Although easy to implement by means of tuneable filters or LED’s activation, this 
configuration has a major drawback. The spectra for each pixel are not taken 
simultaneously, and, consequently, pixel-to-pixel spectral mixing could occur if the 
scene is moving while the spectra are being scanned (Willoughby, 1996). 

- Pushbroom scanner employs an array of detectors to simultaneously scan the spectral 
dimension and one spatial dimension. This acquisition mode allows data collection in 
hundreds or thousands of spectral bands (hyperspectral) to produce an image. This 
makes a difference respect to colour cameras that collect information in the three red, 
green, and blue bands or multispectral imaging achieved by tuneable filters. In this 
way, not only spectral mixing is prevented, but also sensitivity to minor components is 
improved. There still remains the scanning of the other spatial dimension, but this can 
be easily achieved by the relative motion between the scene and the imaging 
spectrometer field of view. As a result, this configuration is particularly suitable for 
industrial applications, which exhibit a predominance of conveyor belt systems. 

 

 

Fig. 2. Spectral imaging sensors depending of their data acquisition modes 

Different imaging spectrometers designs can employed depending on the selected 
dispersive configuration (Aikio,2001). Among the transmissive configurations, imaging 
spectrometers could be based on PGP (prism-grating-prism) devices, HoloSpec design or 
Fourier-Transform configurations. On the reflective side, Offner configurations, Echelle 
gratings, Czerny-Turner layouts and Hadamard transform approaches can be employed. 

3. HIS acquisition and system approach 

A non-destructive, non-contact and real-time optoelectronic system based on a PGP (prism-
grating-prism) imaging spectrograph was designed. Figure 3 shows its block diagram. HIS 
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images are first recorded by a camera through a PGP device in the “hyperspectral image 
acquisition” unit, where spectra of the diffuse reflectance of materials are obtained. 
 

Hyperspectral 

Image Acquisition

Data 

Compression

Classification 

Unit 

Quality indicators 

and figures of merit 

y

1LOS

x

2LOS

K
LOS

C

S
p
ectral 

ax
is 

0x jx

minλ=λ1

maxN λ=λ

Light source 

Hyperspectral
system Objective

Imaging 

Spectrograph

Camera 

yΔ
xΔ

1LOS

KLOS
i

LOS

0x
jx

 

Fig. 3. HIS system for material sorting in industrial processes. Inset: schematic 
implementation for on-line sorting 

In the final set-up, the commercial imaging spectrograph ImSpector (Specim Ltd.) was used. 
It is a pushbroom scanner that images the spectral dimension and one of the spatial 
dimensions. The temporal displacement of the sample provides the imaging of the second 
spatial dimension. The light source consists of two halogen floodlights with a power of 500 
W each. The diffuse reflectance from the material surface is collected by a Navitar Zoom 
7000 lens that delivers it into the entrance slit of the imaging spectrograph. This slit fixes the 
instantaneous “field of view” of the system in the spatial direction to a length Δx and a 
width Δy. This is the so-called observation line (LOS, Line Of Sight). Each point xi of the 
observation line has its specific image on the entrance slit. The radiation at the slit is then 
collimated by a lens and then dispersed whose output direction depends on the wavelength 
of the radiation. The dispersive element of ImSpector is a volume type holographic 
transmission grating. This grating is used in a PGP-structure, providing high-diffraction 
efficiency and good spectral linearity (Vaarala, 1997). Material analysis was performed in 
the Vis-NIR (Visible-Near Infrared) and NIR (Near Infrared) ranges. Imspector devices V10E 
(400-1000 nm) and N24E (1000-2400 nm) were employed. Dispersed radiation is then 
focused into the detector plane of a CCD or a CMOS sensor. Every point xi is represented by 
a line of monochromatic points that represents a continuous spectrum in the direction of the 
spectral axis. In the Vis-NIR range, a high-performance monochrome digital camera, 
Pixelink PL-A741 (1280×1204 pixels) was used. It has an IEEE1394 communication interface 
and its spectral range goes from 350 up to 1000 nm. In the NIR range, the sensor module is a 
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monochrome camera XEVA-FPA-2.5-320 (320×256 pixels) by Xenics with Camera Link 
interface and a spectral range that covers from 850 to 2500 nm. 
Once the system set-up was arranged, spectral and spatial calibration processes were 
performed before the acquisition of HIS images. These procedures are particularly relevant 
in the NIR range, because, few imaging spectroscopic systems based on a PGP device 
working in the NIR range were previously reported. The wavelength or spectral calibration 
defines the spectral axis. In the Vis-NIR range (García-Allende, 2007), it was performed 
using two different light sources, whose emission wavelengths were previously known: a 
laser at 670 nm and a Hg-Ar lamp with multiple emission lines. To deal with the 
unavailability of such a multi-line light source in the NIR spectral range, a custom-
developed set-up consisting of a tuneable laser source in the L-band and two laser sources 
were employed (Garcia-Allende, 2008d). The axis alignment was performed by rotating the 
camera with respect to the spectrograph. The system is properly calibrated when a 
particular wavelength corresponds to the same pixel number at both sides of the spatial axis. 
The spatial calibration calculates the dimensions, length and width, of the observation line. 
Apart from the entrance slit of the ImSpector, it depends on the lens focal length and on the 
distance between the material and the lens. A pattern of uniformly distributed black and 
white lines were used to obtain the field of view of the system. Finally, and in a last step, the 
responsivity calibration is performed. Due to the non-linear spectral responses of the cameras, 
flat standard reflectance measurements do not result in flat curves. Thus, a reflectance 
calibration is required within the working spectral range. This is achieved through dark and 
white reference images. The dark image is obtained by blocking the light into the system, 
while the white reference comes from the reflectance measurement of Spectralon, a 
thermoplastic resin with a spectrally flat behaviour. Once the image sample is captured, it 

becomes compensated generating the calibrated one ( ),i iR xλ :  

 
( , ) ( , )

( , )
( , ) ( , )

i i i i
i i

i i i i

S x D x
R x

W x D x

λ λλ λ λ
−= −  (1) 

where ( ),i iS xλ  is the sample value at wavelength λi  and spatial position xi, ( ),i iD xλ  is the 
value for the dark reference and ( ),i iW xλ  is the equivalent for the white reference. This 
calibration compensates offsets due to the CCD dark current, the light source colour 
temperature drift, and the lighting spatial non-uniformity across the scene line. In this way, 
the sample reflectance is extracted from the system response. 

4. From HIS measurements to significant information 

Once the diffuse reflectance is registered in the datacube, valuable automatic quality 
indicators must be generated. Accurate and real-time operation can only be accomplished if 
appropriate and intelligent criteria are implemented extracting relevant information from 
the data cube. The upper part of Figure 3 shows the two additional stages needed to get the 
desired quality indicators: data compression and data classification. 
The “data compression” carries out the reduction of data volume. Too much not-relevant 
information could distract the classifier and decrease the identification accuracy. On the 
other hand, the loss of information if compression is excessive becomes another risk. A wide 
variety of methods (Workman & Springsteen, 1998) are available. Basically, they are 
classified between (Figure 4): 
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- “feature extraction” where the spectral data is projected into to a lower dimension space 
where only some features, or projections, are kept to represent the general information. 
PCA (Principal Component Analysis) and its variations are examples of this category 
(Moeslund, 2001-2002; Mignani et al., 2003; Koren et al., 2004; O’Farrell et al., 2005; Park 
& Choi, 2004). 

- “feature selection” methods that identify and ignore those variables that do not 
contribute to the classification. They work directly with the spectral data space 
providing advantages such as the interpretability of results. Sequential Floating Feature 
Selection (SFFS) algorithm (Ferri et al., 1994; Gomez-Chova, 2003) belongs to this 
category. 

 

 

Fig. 4. Data compression alternatives: “feature extraction” and “feature selection” 

4.1 Feature extraction 
PCA is a feature extraction compression method that obtains the vectors or projection 
directions by maximizing the projected variance of a given data set. For dimensionality 
reduction purposes, the number of projection directions should be truncated trying to lose 
as less information as possible. PCA traditionally selects and filters vectors as a function of 
their corresponding eigenvalues. This approach is the so-called "m-method" (Moeslund, 
2001) and, since it does not take into account any kind of class or category pertinence, it has 
several drawbacks. "J-measure" and "SEPCOR" (Moeslund, 2001) are also unsupervised 
methods like the "m-method". However, the first alternative selects those features that best 
separate the mean of the individual data categories and SEPCOR (SEPCOR, SEParability 
and CORrelation) takes into account both mean and variance of the classes, since the 
components are selected in decreasing order with respect to a variability measure:  
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where ( )iV b
f

 is the variability of the i'th component, ib
f

is the i'th eigenvector, K stands for 
the number of classes, μji is the mean of class j in the input data at the i'th component and ygi 
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denotes a sample from the g class in the i'th component. The numerator measures the 
distance between the class means and it would be desired to be large. On the other hand, the 
smaller the denominator, the better since it represents the compactness or clustering degree 
of the classes. Consequently, the larger the variability ( )iV b

f
 is, the better the component ib

f
 

behaves to discriminate classes. Section 6 will also compare, both qualitatively and 
quantitatively, the traditional approach (“m-method”) with a supervised PCA alternative 
(SPCA, Supervised Principal Component Analysis). SPCA is not a different method for 
selecting eigenvectors. It is based on the modification of the original data set to include 
information related to the data class. This class information is considered afterwards for the 
projection (Chen, 2005). 
Figure 5 represents the clustering degree obtained by the different PCA alternatives when 
spectra of tobacco leaves ( “target”, green dots) are compared with spectra of spurious 
material (“non-target”, red dots). “Non-target” spectra appear to be well dispersed due to 
the different chemical properties of this set of materials (wood, cardboard, leather, 
cellophane, other vegetable leaves, etc.). Figure 6 shows tobacco spectra only compared with 
diffuse reflectance spectra from other vegetable leaves in different maturity levels (“closest-
non-target”). Although both groups remain still separated due to the specific chemical 
components of tobacco rich in alkaloids (nicotine, nornicotine, anabasine, etc.), sometimes 
they become mixed. This could induce identification errors in the classification stage. 
However, if the extracted PCA features become ordered following the variability criteria (2)  
(Conde, 2007) the enhancement in cluster separation is evident as shown in Figure 7, where 
SPCA exhibits a slightly better separation degree. 
 

 

Fig. 5. Clustering of PCA alternatives for “target” material (tobacco leaves) and “non-target” 
material (all the spurious matter) 
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Fig. 6. Clustering of PCA alternatives for “target” material (tobacco leaves) and “closest-
non-target” material (other vegetal spurious leaves) 

 

 

Fig. 7. Effect of variability ordering in PCA clustering for “target” material (tobacco leafes) 
and “closest-non-target” material (other vegetal spurious leaves) 
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4.2 Feature selection 
Feature selection methods come to solve some drawbacks of feature extraction techniques: 
- When analyzing an unknown spectrum it is absolutely necessary to measure the 

intensity at all the spectral bands to be able to perform its projection. 
- It is not possible to extrapolate the results to other spectrometers with different number 

of spectral bands. 
- Result interpretation becomes a complex task as the extracted features cannot be 

associated with spectral bands with physical meaning. 
Feature selection algorithms are first structured in terms of their selection criterion. “Class 
separability-based” algorithms assume that there are several classes, or statistical 
distributions, to be discriminated and choose those spectral bands that maximize the 
distance among classes in the lower dimensional space. On the other hand, those algorithms 
based on “classification performance” select the features that provide higher accuracy in 
subsequent classification stages. The latter is not so interesting because they have two major 
drawbacks. First, they have high computational loads, since it is necessary to train and test 
the classifier for each selected feature subset. Secondly, the obtained results cannot be 
extended to other classifiers.  
The feature selection criterion is usually based on the calculation of a probabilistic distance. 
Chernoff, Bhattacharyya or Patrick-Fisher measurements are typically used. The 
Bhattacharya distance measures the class or category separability between the spectra of 
distinct materials, it is given by: 

 ( ) ( ) ( )
11 1 1 2ln

2 1 1 2 2 1 14 2
22

1 2

T
JB μ μ μ μ−

⎛ ⎞⎜ ⎟∑ +∑⎜ ⎟⎡ ⎤= − ∑ +∑ − + ⎜ ⎟⎣ ⎦ ⎜ ⎟⎜ ⎟∑ ⋅ ∑⎜ ⎟⎝ ⎠
 (3) 

where
i

μ and 
i

∑ are the mean and the covariance matrix for class i. Gaussian distribution of 
the classes is assumed. In a multiclass discrimination problem, the separability 
measurement, J, would require to calculate the distance between every two classes:  

 
1 1

C C

i j ij
i j i

J PP J
= = +

=∑ ∑  (4) 

where C is the number of classes, P
i

 is each class probability and ijJ  is the distance between 
classes i and j. 
Apart from the selection criterion, an optimal search strategy of the feature bands must be 
followed because, even if the number of final selected features is known, the evaluation of 
the performance of each selected subset is unapproachable due to time consumption. A 
SFFS approach (Gomez-Chova, 2003) is interesting because it eliminates the redundant 
features after the addition of more useful ones and it also reconsiders the utility of some 
features that were possibly discarded before. Data decorrelation is compulsory prior to the 
application of SFFS. Blocks of correlated spectral bands are identified applying a threshold 
for the correlation coefficient, thus obtaining the correlation. Afterwards, only one 
wavelength of each block is selected. SFFS is then applied over this reduced set of 
wavelengths (Garcia-Allende, 2006; Garcia-Allende, 2009). 
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5. HIS classification alternatives for quality control 

After the discussion about how to obtain representative features of the material, “data 
classification” follows as depicted in Figure 3. Although data compression is essential, it is 
also compulsory the employment of an algorithm who identifies pixels whose spectrum 
exhibits a high degree of correlation (“matches”') to the expected material signature. 
Otherwise, the system will be useless in field applications. Several classification units can be 
implemented: Artificial Neural Networks (ANN), Fisher Linear Discriminant Analysis 
(FLD), Spectral Angle Mapper (SAM) and K-Nearest Neighbors (KNN). ANNs were initially 
employed because of their ability to handle non-linearity, their parallel processing of 
information and their quick adaptability to system dynamics (Nogueira, 2005). ANNs 
turned out to be very useful in this foreign object detection application and high 
classification accuracies (Garcia-Allende, 2007) were achieved, suggesting that maybe 
simpler algorithms could be employed instead. Consequently, classification units based on 
FLD and SAM were considered for spurious element detection because, due to their 
linearity, they become time efficient and then more appropriate for their employment in 
production lines of industrial environments. But with all of them, the addition of new 
products requires training again the system. To solve this, K-NN could be used instead 
(Fukunaga, 1990), given that no training is required for the classification. A brief 
introduction to these methods is presented in this section. 

5.1 SAM, Spectral Angle Mapper 
Spectral Angle Mapper is a simple algorithm based on the measurement of the spectral 
similarity between two spectra.  This spectral similarity, α, is obtained considering each 
spectrum as a vector in a n-dimensional space (Girouard et al., 2004): 
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2 2
2 2
1 2
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∑ ∑

 (5) 

where n is the number of spectral bands, and 1s  and 2s  are the two compared spectra. The 
angle between two spectra is therefore proportional to their similarity.  
To implement a classification method based on SAM, two stages should be followed 
(Garcia-Allende, 2008f): training and test. In the training stage, reference spectra of the 
materials should be collected. For the wanted material a reference spectrum, ws , is 
calculated by averaging homogeneous (the same kind of material in all the points of the line of 
vision) images. The unwanted material reference spectrum, uws , is determined by averaging 
images of the typical spurious materials in the selected application (foil, leather, plastics, 
etc.). In the test stage, an unknown image is classified. The spectral similarities t wα − (between 
the spectrum of each spatial point, ts , of the test image and ws ) and t uwα −  (between the test 
spectrum and uws ) are calculated. If t w t uwα α− −< , ts  is closer to ws  and, therefore, that 
position contains tobacco. On the other hand, t uw t wα α− −<  indicates that ts  corresponds to 
unwanted material. A schematic of the classification procedure is depicted in Figure 8, using 
a dimensionality of n=3 for visualization purposes.  
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Fig. 8. SAM schematic description. “Training stage”: calculation of the reference spectrum of 
each class (suw and sw). “Test stage” an unknown spectrum st is compared with these 
references for classification 

5.2 FLDA, Fisher Linear Discriminant Analysis 
This method projects high-dimensional data onto a lower-dimensional space in a way that 
best separates the classes in a least-squares sense. In the particular case of two material 
categories, the discriminant is one-dimensional and the direction that best discriminates the 
data is given by: 

 ( )1
1 2Ww S m m−= −  (6) 
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where WS  is the within-class scatter matrix, which is proportional to the sample covariance 
matrix, and 1m and 2m  are the mean for each class. Then, each spectrum or data point, ir , 
has a projection iy on w given by 

 T
i iy w r=  (7) 

The projections on w of the two classes, “target” (wanted) and “non-target” (unwanted) are 
shown in Figure 9. For visualization purposes, each spatial point of the image is considered 
as a vector in a 3-dimensional space, where id  stands for each dimension. 
 

 

Fig. 9. Projections of the training set on the Fisher’s linear discriminant 

 

 

Fig. 10. Block diagram of image interpretation based on FLD 

Since the discriminant is one dimensional, the projections of the material spectra on w are 
numerical values. As a consequence, a threshold ow  has to be fixed (Garcia-Allende, 2008e). 
When a material needs to be identified, its spectrum is projected onto w. Depending on its 
projection lies to the right or left of the decision threshold, ow , the classification of the 
material will vary. The choice of the appropriate threshold is very important as it directly 
affects the classification error. Different strategies can be followed. The first one fixes the 
threshold, 1strw , as the middle point of the means of each projected class. But, data variance 
could also taken into account, and the threshold 2strw  could be determined as the middle 
point of the minimum of the “target” spectra projections and the maximum of the 
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projections of “non-target” spectra. Figure 10 depicts a schematic description of the whole 
data processing system based on FLD. 
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5.2 ANN, Artificial Neural Networks 
ANN have become really popular for their flexibility to different problems: chemical 
analysis (Eytan, 2000), arc welding (Garcia-Allende, 2008a), information technology 
(Messom, 2005), etc. 
Neural networks emulate the human brain because they consist of layers of interconnected 
nodes. Each node produces a non-linear function of its input. The input to a node may come 
from other nodes or directly from the input data. Finally, some nodes are identified with the 
output of the network. The complete network, therefore, represents a very complex set of 
interdependencies which may incorporate any degree of nonlinearity, allowing very general 
functions to be modeled. There are multiple types of neural networks depending on the 
number of layers, the number of nodes per layer, transfer functions that are the 
transformation that each node produces of its input, training algorithm, etc. (Chen, 1996). 

5.3 K-NN, K-Nearest Neighbors 
The most significant advantage of a KNN classifier is that no training is required. When a 
new and unknown spectrum needs to be classified a comparison with the set of previously 
known spectra is performed. Consequently, KNN provides an enormous improvoment in 
foreign object detection applications in industrial scenarios because, since no training is 
required, new products to be discriminated can be added at any time. 
 

 

Fig. 11. KNN classifier where each feature is considered as a coordinate axis and the 
distance between points in this space determines how similar or different they are 

A schematic of the KNN process for classifying the hyperspectral images is depicted in 
Figure 11 (Garcia-Allende, 2008g).  The map is populated by points, each of which 
represents a spatial position of a particular image and as in previous cases. Since KNN is 
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based on considering that similar data values should belong to the same material, then K 
pixels with the most similar spectral properties to the unclassified spectrum are initially 
determined. This similarity is estimated in terms of the Euclidean distance. The unclassified 
pixel will be assigned to the most numerous class (“target” or “non-target”) among the K 
closest neighbors. Therefore, this classifier has only one independent parameter, K or the 
number of neighbors, to consider.  

6. HIS performance evaluation for raw material sorting 

In essence, all considered methods are supervised algorithms where a training set of spectra 
is available with their corresponding materials labels. In the training dataset the expected 
classification outputs are one (“target”) or zero (“non-target”'). For the test phase, “target” 
and “non-target” material are combined in the same line to confirm that the system is able to 
spatially discriminate them. A thorough and comprehensive work programme that included 
a wide variety of test samples was performed in this last stage. Figure 12 illustrates a couple 
of samples and their corresponding results. Its horizontal lines contain the following 
information: 
- A photograph of the material sample under analysis. The white lines delimit the 

observation line where the horizontal axis corresponds to the spatial axis of the HIS 
image. 

- A zoom of the observation line. 
- The spectral images. The spatial axis is the horizontal one with the origin on the left as it 

appears in the real photograph. The spectral axis is the vertical one with the smallest 
wavelength of the spectral range at the bottom of the image. 

- The results of the classification provided by the neural network when data 
dimensionality reduction is based on PCA (m-method). 

- Idem but data compression is performed in this case by means of SFFS. 
- Classification provided by the linear discriminant. The projection on w of the reflectance 

of each spatial pixel of the observation line is also plotted in black. The decision 
threshold is plotted in green, showing those pixels of the observation line where the 
projection is higher than the threshold. These points are classified as “target” material. 

- The last line shows SAM outputs. 
Figure 13 shows a comparison between discrimination methodologies from a qualitative 
point of view. In order to accurately estimate the performance of the classification strategies, 
distinct cross-validation procedures should be applied. This way, the dependency of the 
results on the training or test sets is removed. Table 1 quantitatively compares different PCA 
algorithms in terms of the classification error attained by ANNs. A 3-fold cross-validation 
procedure (Zhu, 1996; Goutte-1997) was followed employing 11520 spectra from 120 images, 
80 images of “target” material and 40 of “non-target” material. The ANN training-and-test 
procedure was repeated 3 times and the average values of success probability are displayed 
in Table 1. Although classification percentages are similar for all PCA methods, SPCA is 
confirmed as the best alternative. It is not possible to include also SFFS in this quantitative 
comparison in terms of the ANN classification indicators, because the network topology 
was not the same. Multilayer feed-forward networks with back-propagation learning 
algorithms were employed in both cases. The goal error considered in the training phase 
was 0.001%. When data compression was performed by PCA methods, a network topology 
consisting of an input layer with 10 neurons and an output layer with one neuron was 
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sufficient to achieve the training goal error (Garcia-Allende, 2007). When SFFS was 
implemented, the ANN only converged to the specified training error if the complexity of 
the topology was increased (a hidden layer with 5 neurons was included and the number of 
neurons in the input layer was reduced also to 5). A maximum classification accuracy of 
94.62% was obtained by selecting either 10 or 12 spectral bands. Since compression rate is 
higher, 10 spectral bands would be selected in a practical implementation. 
 

Selection 
algorithm 

Number of 
eigenvectors 

Processing time 
[mseg] 

Success probability 
[%] 

m-method 19 12 99.557 
J-measure 19 11 99.601 
SEPCOR 19 11 99.531 
SPCA 16 12 99.818 

Table 1. Quantitative comparison of dimensionality reduction for material sorting 

Table 2 compares the classification capabilities of different strategies when the whole gallery 
of material samples was considered (again through a 3-fold cross validation procedure to 
attain generality on the training and test sets). Data compression was performed employing 
PCA (“m-method” discarding those eigenvectors whose associated eigenvalues are smaller 
than a thousandth of the maximum) in the case of classification units based on ANN and 
SAM, respectively. There is no need to use a pre-processing stage in the case of FLD because 
dimensionality reduction is directly obtained by the spectral projection onto the 
discriminant. 
 

Classification algorithm Success Probability [%] 

ANN 99.557 
FLD 92.870 
SAM 90.540 

Table 2.  Quantitative comparison of classification strategies 

Test samples shown in Figure 12 and the success probability figures displayed in Tables 1 
and 2 suggest that ANNs provide best classification performance than FLD and SAM. 
However, this does not imply that ANNs are better in a general sense. They only offer 
higher classification performance. FLD and SAM have, due to their linearity and simplicity, 
better time performance so, if identification errors are acceptable, they would be preferable. 
This situation resembles the actual one also in remote sensing. It has not been encountered 
yet, as pointed by Manolakis et al. (Manolakis et al., 2009), the best hyperspectral detection 
algorithm and it depends on the particular requirement applications. In the context of 
applications and experiences of quality control both, time consumption and difficulty for 
designers of hyperspectral imaging systems, should be taken into account to look through 
the existing literature. Consequently, the estimation of the expected level of performance of 
the variety of schemes presented throughout is a great asset for different future applications 
of imaging spectroscopy systems within the field. To aid in this selection, all the developed 
processing schemes are quantitatively compared in terms of the attained accuracy and their 
space complexity. The latter is the number of elementary objects that need to be stored 
during execution, i.e. the complexity of the hardware implementation compulsory to their 
employment in an embedded system in production lines. This comparison is presented in 
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Figure 13 using a pseudo-color scale, where “green” corresponds to the best estimated 
performance. In a practical application, a trade-off has to be reached between accuracy and 
space complexity. 
 

 

Fig. 12. Material classification results. Vertical dotted lines help to correlate discrimination 
outputs with the hyperspectral (third row) and visible (second row) images of material 
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Fig. 13. Qualitative comparison of developed image processing strategies 

7. Conclusions 

In short, the main motivation of this chapter was to address two technological challenges 
that remained in HIS, i.e. the improvement of the actual acquisition systems and of the 
spectral interpretation methodologies. This improvements help to solve some issues in the 
niches focused on industrial applications, where high speed, in-line inspection and 
enhanced quality control are of primary concern. HIS systems on Vis-NIR and NIR spectral 
ranges have been designed, developed and validated. Special attention has been paid to 
calibration processes, wavelength and spatial calibration, since these procedures are 
particularly relevant in the NIR range. As shown in literature, HIS has gained prominence in 
recent years for solid material sorting.  
The final output from the systems should be delivered in a straightforward way that 
facilitates its use. In raw material sorting, system usability, suggests that only the presence 
and position of spurious materials are of interest. Alternatives have been presented 
throughout this work related to the spectral interpretation of the HIS images to enhance the 
industrial usability of the technique. This includes proposed methodologies to achieve both 
dimensionality reduction and accurate determination of quality indicators. A variety of 
image analysis schemes were successfully validated in the tobacco industry. Different 
versions of PCA, both supervised (SPCA) and unsupervised (“m-method”, “J-measure” and 
SEPCOR) were implemented to attain data compression. Their performances were 
qualitatively (clustering degree) and quantitatively (discrimination capability) compared. A 
feature selection method (SFFS) was also considered to reduce the data volume collected by 
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the HIS system, and its advantages and drawbacks respect to feature extraction alternatives 
were specified and discussed. Finally, the sorting stage was addressed through different 
classification algorithms where their capabilities were also compared. A non-linear solution 
based on ANN was initially explored and very accurate spurious material detection was 
achieved with the appropriate training. This suggested that simpler algorithms could also be 
employed. Therefore classification units based on FLD and SAM were also proposed. 
Discrimination capability and time performances were compared but it was not possible, 
however, to conclude the superiority of any of them. While ANNs provided the best 
classification performance, FLD and SAM had better time behaviour. In some industrial 
contexts, probably FLD or SAM will be preferable if the provided sorting error is assumable.  
Some open research lines have been identified in the course of this work. A key challenge 
that remains in system design is that the scanning speed is tightly subject to the exposure 
time (several tenths of a second). Brighter sources would be required to perform more 
efficient measurements. A strong reduction in acquisition time could be achieved by the 
employment of high brightness supercontinuum sources (Alfano, 2006; Kaminski, 2008; 
Mignani, 2009).  Additionally, studies on the possibility of using several light sources with 
narrower spectral ranges are ongoing. Specifically, an adaptive illumination source 
consisting of high-bright Light Emitting Diodes (LED) has been already envisaged (Conde, 
2008) and applied with success to material sorting. Selected LED central wavelengths were 
those selected by the SFFS algorithm as the most discriminant of the spectral datacube.  
Finally, a variety of interpretation/segmentation schemes of the acquired HIS images were 
proposed and all of them can be successfully extended to other sorting problems related to 
different materials.  
Authors want to thank to M. Amado, F. Anabitarte, P. Anuarbe, A. Cobo for their 
contributions to this work. 
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