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ABSTRACT 

In CCD-spectrometers, the relation between the CCD-pixel number and the associated wavelength is established by 
means of a calibration polynomial, whose coefficients are typically obtained using a calibration lamp with known 
emission line wavelengths and a regression procedure. A recalculation of this polynomial has to be performed 
periodically, as the pixel number versus wavelength relation can change with ambient temperature variations or 
modifications in the optics attached to the spectrometer connector. Given that this calibration procedure has to be 
performed off-line, it implies a disturbance for industrial scenarios, where the monitoring setup must be altered. 

In this paper an automatic wavelength calibration procedure for CCD-spectrometers is proposed. It is based on a 
processing scheme designed for the in-process estimation of the plasma electronic temperature, where several plasma 
emission lines are identified for each spectral capture. This identification stage involves the determination, by means of a 
sub-pixel algorithm, of the central wavelength of those lines, thus allowing an on-line wavelength calibration for each 
single acquired spectrum. The proposed technique will be demonstrated by means of several experimental arc-welding 
tests. 
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1. INTRODUCTION 
CCD spectrometers are used in a wide range of different spectroscopic techniques, some of them devoted to the 
inspection of industrial processes, like food, tobacco or weld quality monitoring, among others. Both compact 
dimensions and low cost are important features of these devices. However, when the requirements in terms of optical 
resolution are significant, periodic calibrations have to be performed to avoid ambiguous or unexpected results.  

A good example can be found in the monitoring of welding processes, where on-line inspection is carried out in an 
attempt to identify the appearance of weld defects. Plasma optical spectroscopy has proved to be a suitable approach, as 
there exists a correlation between some spectroscopic parameters and the quality of the seams [1,2]. The correct 
identification of the atomic emission lines participating in the plasma is a key stage in this process, which will obviously 
depend on a correct spectrometer calibration. It is common practice to perform an initial wavelength calibration by the 
manufacturer of the spectrometer, where the pixel number of the CCD is associated with the corresponding wavelength 
or spectral band. This task can be fulfilled by means of a calibration lamp, which is a light source providing emission 
lines of known central wavelengths. In this regard, by performing a regression procedure, a calibration polynomial is 
obtained. However, this polynomial needs to be recalculated as the pixel number versus wavelength relation exhibits 
dependencies on the ambient temperature or the input optics attached to the spectrometer. 

If a calibration lamp or any other light source is needed for the calibration process, it implies that this process will most 
likely have to be carried out off-line. When an industrial monitoring system is considered, this calibration procedure 
could be an issue in terms of the process productivity, as it will force to stop at least the monitoring system itself. All in 
all, it seems clear that it would be desirable to perform this calibration procedure while the process is being analyzed by 
the system, and without including any external device, thus saving the costs involved. 

In previous works, we analyzed how to improve the stability of the plasma electronic temperature Te profiles by 
involving in the processing scheme sub-pixel algorithms [3]. This approach allows a more accurate estimation of the 
central wavelengths of the chosen plasma emission lines, which is the key parameter to perform an unambiguous 
identification of them. To identify a specific plasma emission line means to associate to it its corresponding chemical 
species and ionization stage. This process is typically carried out designing a local database with the spectroscopic 
information of the species participating in the plasma, which can be obtained from the NIST atomic spectra database [4]. 
Figure 1 shows the processing blocks considered for the estimation of Te in [3] (and the additional block devoted to 
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spectral calibration), and Figure 2 depicts a schematic representation of the identification process. Given that in this 
process the central wavelengths of the chosen emission lines are known, this information can be used to carry out an 
automatic, and therefore on-line, spectral calibration of a CCD-spectrometer. 

 

 
Fig. 1. Schematic diagram of the required steps to perform a plasma emission line identification. 

 

 
Fig. 2. Proposed processing scheme for on-line weld quality monitoring based on the estimation of the plasma electronic 

temperature and additional automatic ccd-spectrometer spectral calibration. 
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2. SPECTRAL CALIBRATION OF CCD SPECTROMETERS 
The typical approach considered to relate the pixel number of a CCD spectrometer to its corresponding wavelength is 
based on the use of a polynomial regression. In this regard, a calibration polynomial will be obtained such as 

3
3

2
210)( pCpCpCCp +++=λ ,                          (1) 

where λ is the wavelength, p the pixel number and C0 to C3 the polynomial coefficients to determine. It is worth 
mentioning that the polynomial order could be adjusted in terms of the specific requirements, but typically second and 
third orders are chosen. The number of known emission lines used in the calibration process will have to exceed the 
polynomial order, and obviously the process will be improved by considering more lines, although this will also imply a 
cost in terms of computational performance (on-line) or calculations (off-line). The unknown coefficients of equation (1) 
can be calculated by trying to minimize the following expression: 
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where yi are the known wavelengths of the emission lines chosen for calibration. This method is called linear least 
squares regression, and considering the partial derivatives of S with respect to the coefficients and equalling to zero, we 
come to the following expression: 
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The Gauss-Jordan method can be applied to find the desired polynomial coefficients [5]. Figure 3 shows an example of 
the spectrum provided by a commercial calibration lamp (Ocean Optics CAL2000). The central wavelength of the 
emission lines in the figure are known and provided by the manufacturer. 

As previously commented in Section 1, during the processing stages designed for an on-line weld quality monitoring 
system some plasma emission lines are identified, typically those exceeding a specific intensity threshold. After the 
identification stage, the central wavelength of those lines is also known, thus allowing their use as an “internal” 
calibration lamp. Figure 4 shows an example of a plasma spectrum captured during an experimental weld test. It can be 
observed that the plasma radiation is typically formed by a background (continuum) signal and the contribution of 
several emission lines. Although only four iron neutral atom emission lines are highlighted in figure 4, it should be 
mentioned that almost all the lines observed in the plasma radiation could be identified, but in this case the signal-to-
noise threshold in the line selection process was increased. The known lines at the output of the identification process 
can be used for calibration purposes. 
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Fig. 3. Example of spectrum provided by a commercial calibration lamp. 

 

 
Fig. 4. Example of a plasma spectrum captured during an experimental weld test with line identification. 

 
 

3. EXPERIMENTAL ISSUES 
Several experimental welding tests were performed in the laboratory to check the feasibility of the proposed technique. 
The setup was formed by a TIG welding system (Kemppi Mastertig 2200 power source) and a high-precision positioning 
system (Newport MM4005 and MTM100PP1) controlled via PC. The AISI-304 stainless steel plates were attached to the 
positioning system, as the welding torch was kept fixed. Argon was used as the protection gas needed in this variety of 
arc-welding process, with a flow rate of 12 L/min. An Ocean Optics USB2000 CCD-spectrometer was chosen, with 2048 
pixels and a spectral range from 195 to 535 nm. 

An initial study was conducted on the validity of the polynomial provided by the manufacturer. A Gaussian fit was 
performed to any reference line considered in the calculations by means of the commercial software PeakFit [6]. The 
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resulting polynomial compared to the original one is presented in Table 1, including the mean error. The lines provided 
by the CAL2000 and used in the process are listed in Table 2, and Table 3 shows the particular error in both cases for all 
the CAL2000 lines considered (figure 5 depicts the mean error associated to each polynomial in terms of the calibration 
emission lines). It should be mentioned that the measured error is smaller for all the lines with the exception of the Hg 
line located at 365.015 nm. 

 

Table 1. Comparison of manufacturer and Gaussian-fitted polynomials. 

Polynomial coefficients and mean error  
 
Manufacturer coefficients 

C0 C1 C2 C3 Mean error (nm2) 
193.953841 0.189284 -1.110E-05 0 0.049758 

 
Coefficients after Gaussian fitting 

C0 C1 C2 C3 Mean error (nm2) 
194.947413 0.186984 -9.0745E-06 -6.630E-10 0.002790 

 

 
Fig. 5. Manufacturer and Gaussian-fitted polynomial errors. 

 

Table 2. Hg lines provided by the CAL2000. 

Peak Wavelength (nm) 
253.652 
296.728 
302.15 
313.155 
365.015 
404.656 
435.833 

 

Different studies were performed to evaluate the performance of the designed procedure to fulfill an on-line automatic 
spectral calibration of the chosen CCD-spectrometer. Basically two parameters were modified during the tests: the 
number of plasma emission lines involved in the required regression and the number of spectral captures where a new 
polynomial was obtained. In terms of on-line inspection, the best moment to carry out the automatic calibration is the 
beginning of the process. However, the inherent instability of arc-welding process at this moment makes it difficult to 
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find suitable emission lines to be used, as this instability is transferred to the plasma radiation. This can be observed in 
the results presented in Table 3. In the case of Weld test nº 1, the worst result is obtained when 20 spectral lines and 
spectral samples 0 to 10 are considered. It is worth noting that the mean error has not been calculated involving only the 
spectral samples where the polynomial is recalculated, but all the samples associated with a seam are considered. In this 
regard, once the automatic calibration is over, i.e. the upper limit of the sample window provided has been exceeded, the 
optimum polynomial in terms of the resulting error is used during the rest of the process. It can be observed that the 
minimum error for Weld test nº 1 is obtained with 16 emission lines and iterations (spectral samples) 10 to 20. 

The best result for Weld test nº 2 was achieved by considering 20 lines, and again with spectral samples 10 to 20. These 
results suggest the employment of this sample window for calibration purposes, avoiding the initial samples which seem 
to be affected by the already discussed initial instability. It is also interesting to point out that the use of 10 or 20 plasma 
emission lines gives rise to a small difference in terms of the mean error estimated (0.038712 and 0.039866, 
respectively) . 

 

Table 3. Study of the best calibration polynomial obtained via automatic spectral calibration (experimental test). 

 
Weld test nº 1 (AISI-304) 

Number of lines Iterations 
(spectral samples) Mean error (nm) 

0 0 0.054234 
10 10-20 0.045999 
20 0-10 0.058072 
20 0-15 0.037211 
20 10-30 0.037554 
14 10-20 0.041569 
16 10-20 0.037117 
18 10-20 0.038023 

Weld test nº 2 (AISI-304) 
0 0 0.049647 
20 10-20 0.039866 
20 0-10 0.048247 
15 10-20 0.043649 
10 10-20 0.038712 

 

An additional study was performed by means of the data acquired during a field test where an orbital process was 
considered for the tube-to-tubesheet arc-welding applied to steam generators [7]. The main interest in this case comes 
from the difference to be found between the spectra obtained in the experimental and field tests. An example of an 
experimental plasma spectrum was presented in figure 4, where a substantial continuum contribution can be observed. 
Figure 6 depicts four different spectra captured during the field tests. They do not exhibit a significant background 
radiation, and it should be also pointed out that the materials under analysis are different (AISI-304 in the experimental 
and INCONEL alloy in the field tests). The dissimilarities between the spectra can be mainly produced by the different 
geometry an input optics considered in each case. The four spectra of figure 6 have been included to show how they are 
clearly varying as the welding process evolves. Spectral samples 1, 5, 10 and 20 have been selected. It is worth noting 
that the main welding parameters, i.e. welding current and gas flow rate, are kept constant until the process ends, and the 
spectra dissimilarities are inherent to the arc-welding process. 

The studies listed in Table 4 show how, again, the automatic calibration process allows to achieve a new polynomial 
with a better performance in terms of the estimated error. In this case sub-pixel algorithms have been included in the 
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peak (emission line) modelling stage. In fact, the use of CDA (centroid detection algorithm) [3], provides the best result, 
particularly when 15 or 20 lines and spectral samples 10 to 20 are employed. 

 

 

 
Fig. 6. Plasma spectra captured during field tests: (a) spectral capture nº 1; (b) spectral capture nº 5; (c) spectral capture nº 

10; (d) spectral capture nº 20. 

 

 

Table 4. Study of the best calibration polynomial obtained via automatic spectral calibration (field test). 

 
Weld test nº 3 (INCONEL alloy) 

Number of lines Iterations (spectral samples) Sub-pixel 
 

Mean error (nm) 
 

0 0 No 0.054216 
10 0-10 No 0.051173 
10 0-20 No 0.050718 
15 10-20 No 0.048066 
20 10-20 LPO 0.048684 
20 10-20 GF 0.048325 
20 10-20 CDA 0.043659 
10 10-20 CDA 0.043757 
15 10-20 CDA 0.043659 

 

 

Proc. of SPIE Vol. 7003  70031T-7



 

 

4. CONCLUSIONS 
In this paper we propose an on-line automatic wavelength calibration for CCD-spectrometers based on a processing 
scheme designed to be used as an on-line weld quality monitoring system. The typical solution to perform the required 
periodic wavelength calibrations of CCD-spectrometers lies in the use of calibration lamps, what not only implies an 
additional cost to the system, but also an off-line procedure. Given that the calculation of the plasma electronic 
temperature (to be used as a spectroscopic monitoring parameter) implies the identification of a specific set of plasma 
emission lines, and that the central wavelengths of these lines will be known in the process, they can be also used to 
developed and automatic in-process wavelength calibration, thus avoiding the employment of any additional light source. 
Initially, a new polynomial has been determined by performing a Gaussian-fit to the known lines emitted by a calibration 
lamp, improving the accuracy of the polynomial provided by the manufacturer. Experimental welding tests have been 
also conducted to check the performance of the proposed technique, demonstrating that, if a suitable number of plasma 
emission lines and spectral samples are chosen, a better polynomial in terms of the resulting mean error is obtained. In 
addition, the technique has also been checked with plasma spectra acquired during field tests, thus extending the validity 
of the proposed solution. In this case sub-pixel algorithms have also been included in the study, showing that their use in 
the emission line modelling stage can help finding the optimum polynomial. The relevance of using a best polynomial 
for the weld monitoring system can be significant, as it will imply that the resulting temperature profiles are more stable, 
thus enabling a better correlation with the possible appearance of defects along the seams. 
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