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Abstract

This Thesis work studies the spin dynamics in ensembles of magnetic nanoparticles,
where the magnetism stems from 4f and 3d orbitals. To this aim, five RCu2 alloys
with different compositions have been produced, where the Rare Earth (R) has been
changed in order to scrutinise the magnetism of the resulting alloy. The studied
alloys include GdCu2, with no net angular moment (thus, non intrinsic magne-
tocrystalline anisotropy); NdCu2, whose 5 crystalline electric field energy levels
(doublets) are experimentally accessible by means of Inelastic Neutron Scattering;
and finally Tb0.5Gd0.5Cu2, Tb0.5La0.5Cu2 and Tb0.1Y0.9Cu2, for which the di-
lution of TbCu2 with R–ions, either magnetic or not, achieves to settle a tunable
degree of magnetic disorder. All of them have been mass produced, nanoscaled
via ball milling and well–characterised, using both microscopic and macroscopic
experimental techniques.

Additionally to these 4f ensembles, the magnetic and structural properties
of four different iron oxide nanoparticle ensembles (IONPs) have been investi-
gated. The studied ensembles have encompassed the commercial ‚–Fe2O3

maghemite Synomag Nanoflowers (NFs), and the Fe3O4 magnetite mag-
netosomes (BMs) synthesised by magnetotactic bacteria from the strain
Magnetospirillum gryphiswaldense. Both maghemite and magnetite are con-
sidered nowadays outstanding magnetic materials candidates for biomedical appli-
cations, especially those connected to magnetic hyperthermia treatments. In this
Thesis work, we have characterised the magnetic and structural properties of both
Synomag NFs and BMs in great detail, and we have also compared their magnetic
hyperthermia performance. Such a direct comparison between both IONPs is very
useful for the technological transfer. Besides, we have gone one step beyond,
by combining the (biomedical) potentialities of Rare Earth ions Gd3+ (contrast
agent in Magnetic Resonance Imaging) and Tb3+ (luminescent bio–marker) with
the advantages of BMs (biocompatibility, magnetic hyperthermia). This has been
possible thanks to the doping of magnetotactic bacteria with Gd3+ and Tb3+

by the addition of GdCl3 and TbCl3 salts to the cell culture medium. A promising
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future development is expected on the basis of this finding.
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Resumen

Esta Tesis aborda el estudio de la dinámica de esṕın en sistemas de nanopart́ıculas
magnéticas cuyo magnetismo emerge de los orbitales 4f y 3d . Con este obje-
tivo, se han producido cinco sistemas de diferentes composiciones según RCu2,
donde el elemento de Tierra Rara (R) ha sido variado con el fin de estudiar en
detalle el magnetismo de la aleación resultante. De esta manera, se ha producido
la aleación de GdCu2, la cual no presenta momento angular neto (y por tanto,
sin término intŕınseco de anisotroṕıa magnetocristalina); la aleación de NdCu2,
cuyos 5 dobletes energéticos definidos por el Campo Cristalino resultan experi-
mentalmente accesibles por medio de Dispersión Inelástica de Neutrones; y las
tres aleaciones de Tb0.5Gd0.5Cu2, Tb0.5La0.5Cu2 y Tb0.1Y0.9Cu2, para los que
la dilución de TbCu2 por medio de iones de Tierra Rara, ya sean magnéticos o
no, permite alcanzar grado de desorden magnético modificado a voluntad. Este
conjunto de aleaciones se ha nano–escalado mediante el uso de molienda mecánica
y caracterizado en detalle, empleando para ello técnicas experimentales tanto mi-
croscópicas como macroscópicas.

Además de estos sistemas 4f , se ha llevado a cabo el estudio de las propiedades
magnéticas y estructurales de cuatro sistemas de nanopart́ıculas de óxidos de
hierro (IONPs). Los sistemas elegidos han sido las Nanoflores (NF) comer-
ciales Synomag, compuestas por maghemita, ‚–Fe2O3, y los magnetoso-
mas compuestos por magnetita, Fe3O4, (BMs), sintetizados por las bac-
terias magnetotácticas de la especie Magnetospirillum gryphiswaldense.
Ambos óxidos de hierro, maghemita y magnetita, están llamados a ser hoy en
d́ıa candidatos magnéticos prometedores para su aplicación biomédica, especial-
mente, para los tratamientos de hipertermia magnética. En esta Tesis se han
caracterizado en gran detalle las propiedades magnéticas y estructurales de ambos
Synomag NFs y BMs, además de haber comparado su rendimiento en hipertermia
magnética. Esta comparación directa entre ambos candidatos es plenamente sat-
isfactoria para conseguir una transferencia tecnológica eficiente. En este sentido,
el trabajo descrito en esta Tesis pudiera constituir un importante paso adelante,
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gracias a la combinación de la potencialidad (biomédica) de los iones de Tierra
Rara Gd3+ (agente de contraste en Resonancia Magnética) y Tb3+ (biomarcador
luminiscente) junto con las ventajas de los BMs (biocompatibilidad, hipertermia
magnética), lo cual se ha logrado mediante el dopado de las bacterias mag-
netotácticas con Gd3+ y Tb3+ mediante la incorporación de sales de GdCl3 y
TbCl3 al medio de cultivo celular. Este hito puede sentar las bases para un futuro
desarrollo tecnológico.
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Chapter 1

Introduction

“Tengo la nave afuera,
vamos a mi planeta”

Daddy Yankee feat. Prince Royal

Magnetism is a very relevant discipline within the Condensed Matter Physics
and Materials research fields. This is for sure due to the combination of both
the potential technological applications, inherent to most magnetic materials, to-
gether with the attraction of the understanding of the fundamental phenomena
giving rise to the macroscopic magnetic properties. Indeed, the magnetic be-
haviour of every magnetic material is the result of the existence of a magnetic
coupling (caused by exchange interactions of a varied nature) and the role of
anisotropy. Simplifying, and without aiming to be exhaustive, taking into account
the most obvious magnetic coupling, known as direct exchange, it leads imme-
diately to the Coulomb interaction and Pauli’s Exclusion Principle. Hence, it is
directly connected to Quantum Physics; a pôle d’intérêt indéniable for any person
attracted towards Physics. In a more general standpoint, every magnetic coupling
is connected to the electronic structure, whose analysis constitutes actually the
core of Condensed Matter physics. Furthermore, regarding the other key factor,
the magnetic anisotropy (crystalline), this is connected to the spin orbit inter-
action and thus, to relativistic effects. The latter are still fascinating for the overall
public, and physicists in particular. In short, from a fundamental point of view,
the study of magnetic properties is related to basic physical concepts [1, 2].

Focusing on the simplest forms of static magnetic order, the long–range fer-
romagnetic and antiferromagnetic couplings (large magnetic correlations
lengths) are continuously studied in new materials, yet nowadays, the trend is to
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Chapter 1. Introduction

analyse complex magnetic materials that may provide relevant technical properties
(multiferroics, magnetocaloric materials, skyrmions) [3, 4, 5]. In particular, the
studies of materials with magnetic correlations of a length within the nanoscale
has been flourishing over the last years [6, 7]. Any current conference about Mag-
netism is riddled with studies of skyrmionic materials, Spin Glasses, either ices or
liquids, interfacial magnetism or core/shell nanoparticle ensembles1. Moreover, not
only is the community of Magnetism interested in the static arrangement within the
materials, but it is also attracted to the study of the spin dynamics, being the works
as well frequent currently [9, 10]. All this research is possible thanks to existence
of high–performance techniques (e.g. electron energy loss spectroscopy, EELS, in
high resolution transmission electron microscopes, HRTEM; angle–resolved pho-
toemission spectroscopy, ARPES; or polarised small angle neutron scattering, to
cite a few [11, 12, 13]), which are slowly becoming available for a large community
of researchers in Magnetism. Notwithstanding, the phenomenal computational aid
helping out in the interpretation of experimental data is the other fast development
tool to consider [14].

On the other hand, in which concerns short–range correlations, researchers
have addressed the interpretation of these giving rise to magnetic clusters, vor-
tex states and the like, following the routes where there is some experience and
availability of experimental tools. Progress within this field are made fast–paced
thanks to the maturity state of Nanoscience. Indeed, the enormous room foresaw
by R. Feynman has been gently filled, especially, throughout the last two decades.
The fascination stemming from the mesoscopic scale is not a simple size reduction
of the different materials, yet it has to do with the modifications that the main
properties of a material undergo at this stage. Each property of a material
is determined by a particular correlation length, which might be of several
nanometers. A very extended strategy to study phenomena at the nanoscale is to
produce ensembles of magnetic nanoparticles using a variety of routes (frequently of
chemical nature [15]), as these systems provide an outstanding playground. Very
frequently, the ensembles are formed by collection of quasi–spherical nanoparti-
cles. Here, not only is the nanoparticle size responsible for the new emergent
phenomena at the nanoscale, but also the combination of two different symmetry
environments does play a significant role. In this way, one can distinguish between
(i) the nanoparticle core, where the local symmetry environment is very alike
to the bulk one; and (ii) the nanoparticle surface, with a lower symmetry and
reduced coordination [16, 17, 18]. The combination of both environments in one

1see, for example, the last ICM conference held in 2018 in San Francisco [8].
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single nanoparticle may result in two different dynamics, the one ascribed to the
core, and the one related to the surface. As both spin dynamics coexist and
take place at the same time, they might generate two kinds of macroscopic
behaviour, thus, giving rise to a complex magnetic system.

As indicated at the beginning of this Introduction, the nanometric size of these
mesoscopic materials is of primer interest for applications. Advances in memory
devices, spintronics and biomedical fields, to cite a few, take advantage of dealing
with nano–devices, that can be implemented in chips and/or travel within the hu-
man body, getting attached to human cells [19, 20, 21]. Connected to the latter
biomedical applications, it is overwhelming the huge amount of works concern-
ing magnetic nanoparticles (MNPs) that have been devoted to Fe–oxides. The
biocompatibility of these ensembles, together with their well–standardised synthe-
sis processes, have been key to gather the attraction and efforts of the scientific
community. Particularly, there is one research line directly connected to
magnetism which is aiming to employ the Fe–oxide MNPs (IONPs) for
hyperthermia treatments associated with cancer therapies [22, 23, 24]. Never-
theless, even if this is a very promising research line, there are some issues, related
to the magnetic anisotropy of the ensembles, that are still open, and require a
deeper understanding of the magnetic properties. More precisely, a good under-
standing on the connection between the magnetic anisotropy, the particle
size and how are the magnetic properties affected by the size reduction
to the nanoscale merits more attention. The vast majority of the research
on these IONPs is carried out on ensembles produced by chemical routes [15].
However, some groups are trying to follow an alternative strategy by using mag-
netotactic bacteria, which seize the possibility of getting a magnetic response
suitable for biomedical application with the aid of those living cells. These cells
grow individual single domain magnetite nanocrystals, magnetosomes, whose
size is below 50 nm, and are in the origin of the magnetic response [25].

In our group of Magnetic Materials of the Universidad de Cantabria, we are
grabbing the chances provided by both synthesis strategies, chemical (i.e., arti-
ficial) and bacteria (i.e., natural). One of these chances was connected to the
use of artificially synthesised maghemite (chemical routes) within a research
work partially performed with the support of the European Union FP7 Project
(NANOMAG) [26]. The objective was to define the magnetic structure and the
correlations taking place at the nanoscale. within these ‚–Fe2O3 MNPs. The idea
was not only to provide a great characterisation of a great variety of IONPs, but also
to determine the properties and measuring properties to standards in their biomed-
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Chapter 1. Introduction

ical applications. As a consequence, we own experience on the interpretation of
the magnetic behaviour of maghemite and magnetite phases2. Furthermore, we
have studied in detail the commercial Synomag Nanoflowers (fully maghemite),
which display an attractive response for Magnetic Hyperthermia [28]. These NFs3

are formed by a multicore structure, as if they were petals forming a (nano)flower.
Other analyses within our group using IONPs concentrate on the dipolar coupling
of cluster IONPs [29, 30].

With such experience at hand, it is now time in this Dissertation to face
the challenge of acquiring a better understanding on the influence that
the inner structure of these IONPS has in both the widely known Verwey
transition and/or the low–temperature kink observed in magnetisation
vs. temperature measurements [31]. In this sense, previous results gathered
in bacterial culture provided fine details on the magnetic response, especially af-
fected the anisotropy connected to the spiral shape of chain of magnetosomes
[32]. In addition, it has already been shown the effect of different cell culture
procedures modifying the Verwey transitions [33]. Finally, slight variations in the
chemical composition of magnetite magnetosomes are possible and have been in-
vestigated very recently [34, 35]. In short, we are now in a position to offer further
information on the anisotropy and spin dynamics of the transitions found in these
magnetosomes, which in a close cooperation with the group of Magnetism lead
by Prof. M. L. Fdez–Gubieda at the University of the Basque Country, is to be
described in this work.

It is here where the 4f intermetallic alloys come to court nicely. These
ensembles offer advantages with respect to the magnetism associated to 3d or-
bitals. To cite a few, the RCu2 intermetallics, being R a Rare Earth, offer the
following advantages:

◦ Switching between AF and FM states is relatively easy, as this can be
achieved by, simply, changing the non–magnetic Cu by Al [36, 37, 38, 39]

◦ The RCu2 are chemically stable in time. No oxidation and/or changes in
the valence state take place, as it is the case of magnetite, which transforms
towards maghemite [40].

◦ R display a large intrinsic magnetic moment, compared to 3d–ones (note
the difference, for instance, between the ∼ 10 —B of Tb3+ and the typical ∼

2see, for instance, [27].
3supplied by Micromod Partikeltechnologie GmbH (Germany).
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4 —B for magnetite [41]). This allows to better observe the subtle effects that
are ascribed to the inherent disorder that goes along with the size reduction
to the nanoscale.

◦ The magnetic anisotropy, that has a direct impact on the magnetic prop-
erties of a system, is more easily determined in the 4f ensembles.

◦ There are also very powerful biomedical applications connected to
the Rare Earth ions. Here, it is worth mentioning the case of Gd3+ and
Tb3+. Whereas the former is widely used as a contrast agent in Mag-
netic Resonance Imaging (MRI), the later displays a performing luminiscence,
which allow to mark and signal, for instance, tumoral cells within a culture.

Furthermore, the role of exchange interaction and the magnetic anisotropy can
be well–separated in the case of 4f ensembles. We have already pinpointed the
relevance that the magnetic anisotropy has for the magnetic applications of the
different materials (Magnetic Hyperthermia Therapy, memory devices...). Notwith-
standing, a good understanding on the way that exchange interactions take
place is also key for attain a comprehensive picture of the mechanism be-
neath the magnetism. The essential difference between 3d and 4f orbitals is
related to their outer electrons. Whereas for the former 3d , their large CEF splits
the ground state multiplet before the spin–orbit interaction takes place, leading to
a delocalisation of the electron wave functions, the latter 4f orbitals are internal,
being their magnetic moments localised. This implies the existence of two
different scenarios, one for the 3d Fe–oxides, where the electron wave functions
of the neighbouring orbitals overlap via a p state anion (O2-), and the one of 4f
RCu2, where the exchange interactions propagate via the outer conduction elec-
trons (indirect RKKY exchange).

Focusing on the latter 4f ensembles, their indirect RKKY exchange imply
the existence of conduction electrons carrying quantum information. The particular
spin state of a localised 4f electron couples (AF or FM) with the conduction elec-
tron, which interacts with the following 4f localised magnetic moment, yielding to
an effective coupling between the 4f quantum angular moment states, even if their
own orbitals do not interfere. Within the framework of the quantum phenomena
related to magnetism, crystalline electric field (CEF) single–ion excitations
and the collective excitations associated to magnons are a hot topic. This kind
of excitations, that are intimately related to the spin dynamics, determine the en-
ergy level schemes of the condensed matter systems, which are at the basis of
their particular behaviour. Indeed, the size reduction to the nanoscale affects the
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properties of the different materials by directly altering their energy level schemes.
Nonetheless, there are almost no reported works, and essentially, no works concern-
ing 4f ensembles, to the best of our knowledge, where it has been disclosed and
described how the CEF and magnon schemes are disturbed in ensembles
of nanoparticles. A good understanding on this influence is critical to clearly be
aware of how the nanoscale affects the propagation of excitations along nanocrys-
tallites.

Initial studies of TbAl2 and TbCu2 have been tackled within our group [42, 43].
In the case of TbAl2, the alloy is Ferromagnetic (FM) in the bulk state, while a
coexistence of this FM with a re–entrant Spin Glass–like phase has been observed
in nanoparticles [42]. Also, correlations have been observed thanks to Small–Angle
Neutron Scattering (SANS) [44]. Lately, the interest was biased towards TbCu2

nanoparticles, which display an AF–core arrangement [39, 43]. Such results point
also to a re–entrant SG behaviour for the surface magnetic moments, whereas in
this case, the core kept a bulk–like AF order. Furthermore, [39, 43] provided a
deep analyses on the microscopic magnetic structure, probed thanks to the use
of Neutron Diffraction and Small–Angle Neutron Scattering. It can be easily de-
duced that a sensible continuation of this work would be to modify the Tb by
other R components with different magnetic moment, such as Gd (absence of in-
trinsic anisotropy) or Nd (slightly different magnetic long–range order and feasible
Crystalline Electric Field and magnon excitations). It is also natural trying to de-
termine where (magnetic) percolation limits for the long–range order and/or the
global Spin Glass–like state are found. This can be achieved by altering the chem-
ical composition with 4f ions, either magnetic (Gd3+) or non–magnetic (La3+,
Y3+).

Bearing in mind the above considerations, it is easy to realise that the follow-
ing objectives are related to a deep study of a variety of RCu2 compounds.
Consequently, we will try to extend the success of producing these new RCu2 alloys
with high–planetary ball milling process for, especially, analysing Inelastic Neutron
Scattering, measurements. Another obvious objective is to study the macroscopic
magnetic behaviour, focusing especially on the low temperature magnetic transi-
tions of these alloys. If we are successful completing these objectives, a global
understanding of these 4f magnetic nanoparticles will be achieved.

As derived from the introduction on the IONPs and the magnetotactic bacteria,
we are here using the experience gathered in the understating of the very stable
4f intermetallic MNPs for the study of these IONPs. This applies especially to the
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study of the transitions in the IONPs, which include both Synomag maghemite
Nanoflowers and the magnetite magnetosomes synthesised by magneto-
tactic bacteria. Such a task will complete the objectives of this Thesis work, and
will certainly pave the way for eventual future analyses of these materials, that
already deserve the interest of the scientific community.

In short, if one wants to find a rationale of the work poured together here, it is
clear that the driving force is the study of the spin dynamics in ensembles
of 3d and 4f nanoparticles. It is a matter of fact that unravelling the spin dy-
namics beneath the magnetic transitions undergone by these ensembles of MNPs
is key from both fundamental and applications viewpoints.

To this aim, the Thesis is structured as follows.

˜ Chapter 2: Fundamentals: Theoretical background serves as a general in-
troduction to the theoretical concepts and equations that are going to be
discussed along this Thesis.

˜ Chapter 3: Experimental methods sheds light into the experimental tech-
niques involved in the sample production and in the measuring processes.
Nevertheless, this chapter will particularly stress on the details concerning
the data analyses, which, in the case of the Inelastic Neutron Scattering
or specific heat measurements, include novel approaches to better account
for the behaviour of magnetic nanoparticles.

˜ Chapter 4: GdCu2 magnetic nanoparticles includes the experimental results
together with the discussion of the data analyses corresponding to six en-
sembles of GdCu2 nanoparticles of different sizes.

˜ Chapter 5: NdCu2 magnetic nanoparticles is devoted to NdCu2, for which
the use of neutron–based experimental techniques (Neutron Diffraction,
Small–Angle Neutron Diffraction and Inelastic Neutron Scattering) has been
extensive. The use of these microscopic techniques was needed to unravel
the complex spin dynamics of these nanoparticles.

˜ Chapter 6: TbxR1-xCu2 magnetic nanoparticles presents three different
TbxR1-xCu2 ensembles, where we have played with the Tb3+ amount (x)
and the R diluting ion (R = Gd, La, Y) to finely tuning the strength coupling
of the RKKY interactions, leading to different kinds of magnetic disorder.
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˜ Chapter 7: ‚–Fe2O3 and Fe3O4 magnetic nanoparticles deepens into the
magnetic properties of the 3d maghemite and magnetite nanoparticles. More
precisely, a comparison between commercial Synomag ‚–Fe2O3 Nanoflow-
ers and bacterial magnetosome, which are cube–octahedral organelles
formed by magnetite Fe3O4, from structural to magnetic viewpoints, so as
to their performance as magnetic hyperthermia agents, is settled. Addition-
ally, the magnetic properties of Gd3+ and Tb3+–doped magnetosome have
been determined.

˜ Chapter 8: Conclusions gathers the main conclusions of the Thesis.

8



Chapter 2

Fundamentals: Theoretical
background

“¿De toas tus partes cuál decido?
Es que me gusta todo de ti.”

Rauw Alejandro

The description of the main theoretical ingredients explaining the nanomag-
netism have been reviewed in several publications [21, 45, 46, 47]. Nowadays,
the field is, generally speaking, mature. Consequently, it seems adequate to focus
uniquely on the issues that are of primer interest to the present work. A general
discussion on the theoretical grounds on which the Superparamagnetic limit, the
single domain magnetic relaxation processes, and the interfacial interplay between
the nanoparticle core and surface environments have been thoroughly elaborated in
precedent works. In particular, the models giving account for the 4f intermetallic
magnetism have already been illustrated in recent works presented as PhD Disser-
tations at the University of Cantabria [48, 49].

Hence, this chapter aims to serve as an introduction to magnetic phenomena at
the nanoscale, which are relevant for the particular discussion of the experimental
results presented in this Dissertation. More precisely, this Chapter will focus on
the RKKY and Superexchange interactions and on the crystalline electric
field (CEF) effects. Furthermore, it will also provide an overview on the
main aspects concerning the spin dynamics (critical behaviour, rejuve-
nation phenomena, spin waves) of materials where magnetic disorder is
present. The presence of magnetic disorder is actually common in ensembles of
magnetic nanoparticles [50].
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2.1. Magnetism in MNPs Chapter 2. Fundamentals

2.1 Magnetic phenomena in nanoparticles

The last decade has witnessed the maturity of Nanoscience. The outburst of new
phenomena and the possibility of fabricate almost ad lib materials has biased the
interest and efforts of the scientific community towards this field [40, 51, 52, 53].
As the reader may already be familiar to, the key point of the mesoscopic scale
is not connected to the size reduction itself, but to the modification of the
bulk (massive) behaviour of the materials. Here it is where the term corre-
lation length comes to light. A material exhibits some particular features, from
the colour to the magnetic state, as long as the structural correlation length,
‘, is greater than the property correlation length, for instance, the magnetic ex-
change correlation length, ‘ex . Therefore, if one reduces the particle size below
the ‘ex , the magnetic state can be dramatically changed, for instance, from a pure
Ferromagnetic (FM) state, where all the magnetic moments are aligned within a
multi–domain structure, to a Superparamagnetic (SPM) single domain one, where
the magnetization follows the thermal fluctuations above a certain temperature.
The typical nanoparticle sizes for observing the nano–effects is below 50 nm, al-
though it depends, of course, on the particular elements forming the magnetic
nanoparticle (MNP) [54].

In addition to the appearance of new magnetic states when ‘ ∼ ‘ex , one should
care about the role of surface magnetic moments. This is especially the case
when dealing with nanoparticles. It is a matter of fact that the proportion of these
outer moments becomes more relevant the smaller the nanoparticle size gets. As-
suming a ∼ 2–nm surface thickness, as it is typical according to several studies
performed on diverse ensembles of MNPs [43, 55, 56], a nominal 15 nm–sized
NP will have around 60% of the magnetic moments located at the surface. This
proportion is, of course, relevant enough to modify the behaviour of the material
with respect to the bulk situation by means of the lower coordination and the
reduced symmetry of the surface moments, driven by the reduction of the par-
ticle dimensions.

Finally, a very interesting scenario can be figured out when the system exhibits
two spin dynamics; (i) the one stemming from the magnetic moments located
within the NP core; and (ii) the one corresponding to the surface (outer) ones.
While the former usually remain almost unaltered with respect to the bulk situ-
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ation, the surface tends to exhibit a more disorder–like phase, as the strength of
the exchange interactions are changed at the surface due to, mainly, the lower
coordination. Additionally, the CEF, which is extremely sensitive to the local sym-
metry environment, is also altered at the surface. We will explain, some lines
below, how this effect is expected to modify the energy level splitting. And, last
but not least, there is one more ingredient that makes the nanoscale distress even
more interesting: The onset of disorder. It is clear that the outer atoms are
the most exposed to any kind of modifications. Therefore, slight modifications
of the lattice positions driven by the disorder contribution, which is inherent to
any top–down approach, will show up for these surface atoms. As we are going
to discuss a few lines later, the RKKY coupling is r–dependent, and slight mod-
ifications on the atomic positions can result in dramatic changes from FM
to AF couplings, resulting eventually in frustration and disorder. These
also applies for the case of MNPs where the Superexchange is at the basis of their
long–range magnetism, as variations in those positions alter the overlap between
the adjacent orbitals.

In the framework of this Thesis, we have focused our attention on the
different states that the magnetic moments can build depending on their
degree of interaction. More precisely, these states can be either ordered or
disordered ones, but the key point is that they are all settled by the magnetic
interactions. Given that the emergence of well–formed and interacting disorder
states are found to be in the low–temperature region (typically, below 30 K), the
entropy contribution stemming from the temperature does not play a role in the
determination of the ground state. Therefore, the magnetically disorder states
appear as a consequence of the minimisation of the internal energy term1. Conse-
quently, depending on the strength of these interactions, different configurations
can be reached, that have been summarised in Fig. 2.1. This chart aims to provide
a clear and visual idea of the different states involved in this Dissertation, and it
is going to be explained in the following lines.

Starting from the less–interacting side, the Superparamagnetic (SPM) state
depicts a situation undergone by single domain nanoparticles, where the cost of
domain wall formation exceeds the energy contribution from the magnetostatic
anisotropy. In this picture, all the magnetic moments within a nanoparticle are
oriented coherently, giving rise to a single (super)moment. The relaxation of this

1since my final degree project [57], I have become fascinated about the possibility that
the least energetic configuration could be a disordered, rather than an ordered, one, at low
temperatures. This is when my attraction to Spin Glasses started.
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superspin follows a Néel–Brown law, which is typical for non–interacting entities
[58, 59, 60]. This model assumes that the probability for a superspin reversal is
given by a Néel–Arrhenius law due to thermal activation over an energy barrier,
following:

fi = fi0 exp

„
Ea
kBT

«
(2.1)

being Ea = KV the anisotropy energy barrier and fi0 typically ∼ 10−9 s [58, 61].
This way, if the distribution of blocking temperatures TB fits to this Arrhenius law,
the magnetic moments relax almost independently one from each other, and either
a blocked or a Superparamagnetic (SPM) state, depending whether the thermal
energy is smaller or greater than the Ea, respectively.

To continue with, the Spin Glass (SG) state is found when the atomic mag-
netic moments interact with each other via frustrated interactions. These disorder
state implies a spin dynamics very distinct with respect to the SPM framework,
which is going to be detailed in Section 2.3. Very briefly, we will just anticipate here
that these interactions give rise to memory effect or ageing phenomena, where the
particular disorder configurations imposed by the exchange interactions are robust
against thermal disorder. Here again, the different MNPs can interact dipolarly.
As an extrapolation of this concept, strong dipolar interactions among MNPs can
give rise to a Super Spin Glass state (SSG). Details on this SSG arrangement will
be provided later on.

The following disorder state is the one of Cluster Spin Glass (CSG), where
there are regions within the MNP, rather than individual atoms, the ones respon-
sible for the disorder state. This is to say, the frustration of the RKKY exchange
does not come as a consequence of the interactions among individual magnetic mo-
ments, yet it is due to the interactions among different regions of the MNP, formed
by several magnetic moments. The relaxation dynamics of these CSG take place
at slower path with respect to the one of SGs, as it is going to be shown hereunder.

Finally, the right hands side of Fig. 2.1 sketches the situation concerning
the Superantiferromagnetic (SAF) state. This is the case of MNP where the
strength of the non–frustrated RKKY interactions is enough to couple the suffi-
cient amount of magnetic moments to give rise a collective AF(FM) order state.
Of course, the nanoparticle size should, at least, be greater than the magnetic unit
cell, in order to host such an order configuration. The SAF state combines both
AF order (within the core) plus a SG disorder (for the surface magnetic moments)
[17, 59, 62]. This state is restricted to the mesoscopic scale, where the surface
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Superparamagnet Spin Glass Cluster Glass Superantiferromagnet

Increasing interaction strength

Figure 2.1: Representation of the different magnetic states that are going to be relevant within
this Thesis work as a function of the strength interaction, from the non–interacting SPM en-
semble (left) to the highly correlated Supermagnetism (in this case, Superantiferromagnetism)
(right). The presence of some disorder is inherent to the existence of a surface.

disorder is relevant enough to induce a disordered magnetic state.

2.2 Interactions among the magnetic moments.
RKKY indirect exchange

The general phenomenological expression for the exchange Hamiltonian between
two spins S at sites i and j reads as [63]:

Ĥex =
X
¸;˛

J¸;˛Si ;¸Sj;˛ (2.2)

being ¸ and ˛ the Cartesian coordinates x; y ; z and J¸˛ the exchange tensor.
This expression can be re–written into three contributions:

Ĥex = −JSi · Sj +D · Si × Sj + Si · Λ · Sj (2.3)

where J is the scalar exchange integral (thus, isotropic), D is the Dzyaloshinskii–
Moriya vector, which gives account for the antisymmetric anisotropic exchange,
and Λ is the anisotropy tensor, which reflects the symmetric anisotropic exchange.
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In our case–study, the later two terms are negligible compared to the isotropic ex-
change Ji ;j [13, 50]. What is more, the energy of the isotropic exchange coupling
depends exclusively on the relative orientation of the spins Si and Sj . This way,
a Ji ;j < 0 value will favour an antiparallel (antiferromagnetic) orientation for the
spins, whereas in the opposite situation, a ferromagnetic spin alignment will be
settled.

Getting closer to the Ji ;j term, the fact that the wave functions of magnetic
d and/or f electrons decreases exponentially with the distance from the nucleus
may preclude their wave functions to overlap. In such a framework, the Ji ;j value
becomes too small to couple the magnetic moments, meaning that no possible
long–range magnetic order can be achieved. Indeed, an intermediate entity,
able to connect the localised magnetic moments, is demanded to take part of
the game. Provided that a rider is needed for the communication process to be
achieved, one should then speak about indirect exchange. Here, we will restrict
the explanation to the two kinds of indirect exchange mechanisms that are related
to the compounds introduced in this Dissertation:

(i) RKKY: The Ruderman–Kittel–Kasuya–Yosida (RKKY) indirect ex-
change interaction is the one that couples the 4f electron wave functions
via the 5d and 6s conduction electrons (thus, restricted to metals). This way,
the localised 4f spin states achieve to expand a long–range communication.
The isotropic RKKY exchange interaction obeys the following expression
[50]:

JRKKY (r) = J0
cos(2kF r + ffi)

(2kF r)3
; (2.4)

where kF stands for the conduction electron Fermi wave vector and J0 is of
the order of ∼ 1 eV [50, 64, 65].

(ii) Superexchange: The Superexchange interaction applies in the case of
the 3d magnetite and maghemite (bulk) systems. In this kind of exchange,
which is restricted to insulators, the 3d electrons of the magnetic ions (Fe3+

and both Fe2+ and Fe3+ in maghemite and magnetite, respectively) are
connected via the p electrons of non–magnetic ligands or ions (O2- in the
case of the aforementioned ‚–Fe2O3 and Fe3O4), which act as a bridge.
The exchange integral JPE, within the framework of first order perturbation
theory, can be expressed as [47]:

JPE(r) =

Z
dr1dr2ffia(r1)ffib(r2)

e2

|r1 − r2|
ffib(r1)ffia(r2) (2.5)
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where the electrons corresponding to nondegenerate orthogonal orbitals, rep-
resented as ffia and ffib, are exchanged between r1 and r2 position. This JPE
exchange is always positive (thus, FM) in the case of first order perturbation
calculations. Nevertheless, within the framework of second order perturba-
tion, where double occupancy is allowed through configuration interaction
(mixing), the antiparallel spins can delocalise by hopping between neighbour-
ing sites, which leads to an antiferromagnetic state. Particularly for the case
of the inverse spinel structure of magnetite, the AF coupling of the trivalent
Fe3+ located at the tetrahedral A–sites and the Fe3+ at octahedral B–sites
leads to the compensation of their magnetic moments, resulting on a single
contribution stemming from the Fe2+ located at octahedral B–sites. This
results in a long–range Ferrimagnetic arrangement. The situation concern-
ing maghemite is very similar, since the Fe3+ ions are also arranged into
an inverse spinel structure. In this case, as for magnetite, the intensity of
the magnetic moments depend on the different lattice positions, since one
ninth of the Fe positions in the lattice are vacant. This also results in a
long–range Ferrimagnetic order.

Indeed, the classical dipolar interaction deserves to be mentioned, since it is
always present in any interaction involving magnetic moments [2]. Nevertheless, its
strength is some orders of magnitude below the one corresponding to the above–
mentioned indirect exchange mechanisms, meaning that the dipolar interaction can
be roughly neglected when analysing the individual moments response. We will
just briefly mention that the dipolar term also brings an angular dependence into
the coupling scheme (thus, anisotropy), which contrasts with the isotropic RKKY
and Superexchange. These two mechanisms, as defined above, only carry a radial
dependency, yet they are not affected by the relative orientation of the magnetic
moments. The angular dependency of the dipolar interaction can be inspected
throughout the expression giving account for the energy between magnetic atoms,
as:

Edip =
X
ri ;j

"
m1 ·m2 − 3(m1 · n̂i;j)(m2 · n̂i;j)

r 3
i ;j

#
; (2.6)

where n̂i;j denotes a unit vector along the direction that connects the magnetic
moments mi and mj. Note that, within the picture of MNPs, there are thousand
of magnetic atoms involved in each of the MNP, leading to a super spin dipolar
coupling. This would be at the origin for interparticle correlations.
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¿

¿

Figure 2.2: Simple sketch of magnetic frustration in a triangular AF lattice. From the point of
view of the bottom magnetic moment (the one with the cap removed), the magnetic exchange
coupling on the left imposes an upwards spin configuration, while, on the contrary, the right–side
coupling demands this spin to point downwards. The bottom magnetic moment is not able to
fulfil simultaneously both couplings getting thus, frustrated.

All in all, we have pictured so far a framework where the localised magnetic
electrons are coupled via conduction electrons (RKKY, Rare Earths) or anions (Su-
perexchange, Fe–oxides). Hence, the long–range magnetic order will solely depend
upon the distance between two adjacent ions, giving rise to FM and/or AF order-
ings in the case of 4f Rare Earths, whilst in the case of Fe–based compounds, the
typical coupling through Superexchange settles a long–range Ferrimagnetic con-
figuration. A question that may naturally arise is what would happen if there
were a contradiction concerning the information carried by the riders. For
the shake of simplicity, we will explain what happens using the RKKY framework.

If the coupling instructions received by a particular magnetic moment are con-
tradictory, the magnetic moment will not know how to arrange, and it will get
frustrated. This frustration comes as a result of having interacting 4f moments
(coupled via the itinerant 3d electrons) that cannot satisfy simultaneously all the
requirements to achieve the lowest energy state. Serving as example, it could
be that, for one particular magnetic moment, one first neighbour imposes a cou-
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pling strength Ji >0 (FM), whereas two second neighbours do Jj <0 (AF). If
|Ji | = 2 |Jj |, the moment will not know which configuration should it adopt, given
that the lowest energy state is not accessible, yet there is a collection of low energy
states, which do not include a particular one of the lowest energy. This is
the actual definition of frustration [50], which is a key ingredient for the disordered
magnetic state known as Spin Glass (SG) to be settled. An illustrative example
of such a frustration is the simplest triangular lattice with AF coupling, that can
be inspected in Fig. 2.2.

Notwithstanding, frustration itself is not enough to give rise to a SG
phase. The literature offers examples where geometrically–frustrated magnetic
states are achieved without implying the setting of a Spin Glass, being the most
common scenario the one that leads to a slow blocking towards a ground state
dominated by large magnetic fluctuations [50]. One of the most typical example
of such a frustrated (but not SG) state is the antiferromagnetic Kagomé lattice,
which is found, for instance, in pyrochlores [66]. For a SG state to occur, it is cru-
cial that, additionally to the competition between FM and AF RKKY interactions,
randomness must be present. What is more, it is solely the combination
of frustration coupled with randomness the one able to rise a coopera-
tive freezing process, instead of a non–interacting blocking mechanism. This
randomness can be of two types:

(i) Random–site occupancy: The lattice positions corresponding to the non–
magnetic (Cu in our case) and the magnetic ions (Gd, Nd, Tb) are promptly
exchanged. This leads to an alteration of the distance between R3+–R3+.

(ii) Random–bond: Here, it is the coupling strength the one which is altered.
This occurs, when the lattice positions are maintained, but some magnetic
ions are replaced by other ones, for instance, the half–replacement of Tb3+

by Gd3+ in Tb0.5Gd0.5Cu2 alloys [67].

Certainly, both kinds of disorder can coexist, in both bulk and MNP states, as
it is going to be shown afterwards in Chapter 6. Both kind of randomness result
in either an effective alteration of the distance ri ;j between the localised magnetic
moments mi and mj , or in the strength coupling modifications. Given that the
interaction coupling JRKKY is of oscillating nature and r–dependent (see eq. 2.4),
it is straightforward that the magnetic state may be switched by just tuning the
distance and/or the strength coupling among the different magnetic moments.
Fig. 2.3a showcases the typical RKKY oscillations, as a function of the distance
between the magnetic moments, r . We have kept the Y–axis in arbitrary units in
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order just to discuss how a frustrated state can be achieved. If we focus on r0 ∼
3.5 Å, a value which is close to the mean R3+–R3+ distance is our RCu2 alloys,
the exchange coupling is negative (thus, AF). The same situation holds at 2r0.
Nevertheless, a closer view to these oscillations allows easy to come up with the
idea that minor alterations of the atomic distances r (or, alternatively, exchange
coupling strength, JRKKY) could easily lead to a cross–over from AF to FM (and
viceversa). These modifications naturally appear when the NP state is achieved, as
there is a strain contribution which slightly distorts the unit cell, thus, modifying
the R3+–R3+ distance. Indeed, the partial–filling of the lattice with different R3+,
either magnetic (Gd3+) or non–magnetic (La3+, Y3+), leads to the same effect.
In any case, the alteration of the coupling between adjacent magnetic moments
settles a competition between FM and AF couplings. It is easy to see that this
may finally result in a Spin Glass phase.

To better realise this flexibility in the tuning of the sign of the magnetic cou-
pling, Fig. 2.3b includes a scheme of the different degrees of magnetic order/dis-
order that can be achieved by finely–tuning the RKKY coupling strength, starting
from a SAF TbCu2 ensemble of MNPs, where the magnetic moments within the
core are AF–ordered, being the outer surface ones forming a SG phase. The
same situation holds for GdCu2, yet the combination of both magnetic ions in the
Tb0.5Gd0.5Cu2 MNPs fall into the Super Spin Glass (SSG) regime, which is going
to be further elaborated later on. On the non–magnetic dilution side, the dilution
of Tb3+ with La3+ in Tb0.5La0.5Cu2 is not that dramatic to destroy the AF ordering
at the core, as the MNPs keep the global SAF of the parent TbCu2 MNP ensem-
bles. On the contrary, diluting TbCu2 with 90 % of Y3+ already destroys the AF
coupling at the bulk state, being the interactions among the magnetic moments
progressively destroyed with the size reduction, yielding to the SPM Tb0.1Y0.9Cu2

MNPs.

2.3 Spin dynamics: Length and time scales.

As it has been introduced in the previous section 2.2, frustration coupled with
randomness may result in the onset of a disordered magnetic state, the one known
as Spin Glass. This magnetic state imposes a very particular spin dynamics,
which includes phase transitions, irreversibility and time–dependent magnetisation
responses, to cite a few. This section will shed light into the theoretical details
beneath the Spin Glass dynamics.
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Figure 2.3: a) RKKY oscillations as a function of the distance r between adjacent magnetic
moments. The inset zooms the region close to r0 = 3.5 Åand 2r0. In b), a visual sketch on the
different magnetic disorder states that can be achieved by changing the R–content of the alloy
is displayed, from the most interacting SSG disorder state found in the Tb0.5Gd0.5Cu2 ensembles
to the non–interacting Superparamagnetic Tb0.1Y0.9Cu2. The Tb0.5La0.5Cu2 ensembles, on the
other hand, keep the bulk AF within the MNP core, constituting the so–called Superantiferro-
magnetic state. On the edges, LaCu2 and YCu2 fall in the Paramagnetic (PM) regime, where
the thermal energy prevents the magnetic ordering of the moments.

2.3.a Spin Glass transitions

A phase transition signals a singularity in the thermodynamic potential. As a
consequence, phase transitions separate two different spin dynamics. One
could speak about first–order transitions, where the first derivative of the ther-
modynamic potential shows a finite discontinuity, or about continuous or critical
transitions, where the first derivative is continuous, but second or higher are not
[68]. The latter is the most common case for magnetic transitions, which are
characterised by an order parameter. This parameter is equal to zero in the
disordered phase (paramagnetic, PM) and non–zero in the ordered case, due to
the symmetry breaking. For the case of SGs, Edward and Anderson proposed an
order parameter, namely, qEA, to give account for the spin–spin auto–correlation
function [69], as:

qEA = l imt→∞〈 ~si(0) ~si(t)〉 (2.7)

In the vicinity of the transition temperature Tf , the spin–spin correlation length
becomes smaller than the coherence length ‰ of the critical fluctuations. Accord-
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ingly, below and above Tf , the length scales L0 shorter than ‰ will be governed by
the critical fluctuations, as:

‰ ∼ L0

„
T − Tf;0

Tf;0

«−�
(2.8)

being Tf ;0 the static spin glass temperature, i.e., when f → 0 and � a critical
exponent. This ‰ can be transformed into the a measurable time–domain according
to a conventional critical slowing down as:

fi = fi0

„
T − Tf;0

Tf;0

«−z�
(2.9)

where fi = 1/2ıf , fi0 is the relaxation time of a individual particle moment
in the static limit (f → 0), and z� the critical exponent. Values for z� between
5< z� <11 are the ones traditionally ascribed to SGs, since they are considered
to be within the fragile regime behaviour [70]. Indeed, it is worth mentioning the
fact that the true SG phase is only reachable if f → 0, as the relaxation towards
equilibrium is only accomplished under that condition [50, 61]. Needless to say,
the dynamic scaling should be experimentally probed by means of, indeed, dynamic
fflAC(T; f ) susceptibility measurements.

Consequently, following the aforementioned picture, if T > T f, the system will
be in equilibrium on length (time) scales longer than ‰ (fi), and a PM response
will be retrieved from this phase. If the temperature is lowered below Tg , a
cross–over between critical dynamics on short length (time) scales and
activated dynamics on long length (time) scales will take place, and a
Spin Glass state will be settled.

Additionally to the critical (power–law) scaling, SG transitions can also be
characterised by means of the ‹–parameter, which can be expressed as:

‹ =
ln(Tf)

log10(2ıf )
+ k (2.10)

This ‹–parameter monitors the Tf (f ) dependence, which gives valuable infor-
mation on the interactions (RKKY and/or dipolar) established among the magnetic
moments [37, 39, 70, 71]. As a guide, one can consider ‹ values greater than 0.1
to be a clear indication of a nearly–independent relaxation of the entities, very
similar to the Superparamagnetic fashion [60]. On the other hand, the interac-
tions among the individual magnetic moments of canonical Spin Glasses lead to
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a much faster relaxation dynamics, which is reflected by noticeably smaller ‹ val-
ues. Traditionally, ‹ values for canonical SGs have been reported to lie within the
[0.002–0.004] range [50]. What about ‹ values included in the region in between
the aforementioned values? As one may have anticipated, this interval accounts
for a non–individual but still interacting spin dynamics, where the magnetic mo-
ments arrange in clusters that freeze collectively. The relaxation is then faster
than that of a SPM state, but slower than the one of canonical SG. Examples of
systems displaying this cluster–like behaviour (CSG) can be found, for instance,
in Fe91Zr9, which displays ‹ = 0.066 [72]. Super Spin Glass (SSG) nanoparticle
ensembles also lie within this intermediate region between SPM and canonical SG
[37, 61, 67, 73]. The magnetic moments (superspins) of the SSG nanoparticles in-
teract, either directly via dipolar interaction, or indirectly via interaction mediated
by the matrix material, leading to slower spin dynamics compared to SG, yet still
interacting, in contrast with the SPM.

At this point, it very convenient to comment, even if briefly, the picture of
the droplet model, given the fact that we are dealing with correlation and criti-
cal fluctuations lengths. For a complete description, we refer the reader to more
complete overviews on this subject, e.g., [74, 74, 75]. Here, as it is common, we
will restrict ourselves to the point of view provided by the Ising Edwards–Anderson
model, where only the nearest–neighbours interactions are considered [69]. It is
also advisable to avoid any singularity related to the phase transition, and hence,
we will depict the picture not too close to Tf . Therefore, the equilibrium state at
each temperature would consist of a particular ground state plus thermally acti-
vated droplet excitations of several sizes. These droplets, that are protected by
energy barriers, encompass a low–energy cluster of spins with volume Ld and frac-
tal surface Lds [68], and can be thermally activated.

Finally, the freezing transition associated with the entrance in a Spin Glass state
is not only frequency, but also, field dependent. This Tf (H) behaviour is better
inspected in the static regime, which is experimentally achievable by measuring
MDC(T;H). Although there are several models to give account for this dependence,
it is the model proposed by de Almeida and Thouless the one that seems to provide
the best fitting to the experimental data. Accordingly, their proposed:

H(T ) ∝
„

1− Tf(H)

Tf(0)

«m
(2.11)

being m is 3/2 within the mean field framework. The viability of this depen-
dence is going to be checked–out in Chapters 4 and 6.
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2.3.b Ageing and memory effect phenomena.

So far, the spin dynamics related to magnetically–disordered states (SG, SSG,
SPM...) has been characterised by means of fflAC(T; f ) measurements. More pre-
cisely, eqs. 2.9 and 2.10 deal with the in–phase ffl′(T; f ) component. Nevertheless,
the out–of–phase ffl′′ component also carries very powerful information related to
the spin dynamics, as it accounts for the dissipation connected to (SG) phase
transitions. Furthermore, the time–dependent phenomena that are going to be
introduced hereunder are going to be better traced by the ffl′′ component, rather
than by the ffl′ one.

In this sense, the out–of–equilibrium dynamics in non–ergodic systems (Spin
Glass, either SG or SSG) also gives rise to two appealing time–dependent phe-
nomena, which are the ageing and memory effect. The presence of these
two phenomena guarantees a high correlation among the magnetically frustrated
interactions. Within the framework of SGs, they are the RKKY interactions the
ultimate responsible for providing a strength coupling relevant enough for these
phenomena to become noticeable [76, 77, 78, 79, 80].

Beginning with the ageing, magnetically frustrated spin systems are charac-
terised by the existence of a broad distribution of the spin fluctuation times. A
unique ground state, in the sense of being the one where all the interactions are
minimised, is not accessible, as already mentioned, forcing the system to adopt, at
T = T f, a configuration where not all the conditions are satisfied simultaneously,
and the spin fluctuations freeze at a finite experimental time scale. Thus, at tem-
perature values below T < T f, the ergodicity of the spin system is broken down
[81, 82, 83, 84, 85, 86]. Consequently, the system will show a kinetic slowing–down
dynamics (meta–stable equilibrium), which can be experimentally probed as
a time–decay of the magnetization. This relaxation follows a logarithmic–like
dependency for the case of canonical SGs [76, 87]. This is the experimental evi-
dence that the system is relaxing towards the thermodynamic equilibrium, which
cannot actually be reached for the global SG state, but it does for some small spin
clusters [88]. The particular time dependence is known as ageing, and it gets more
visible in the low field and low frequency measurements [76].

Provided that the field changes are small enough (which always holds in the
case of the performed ffl AC measurements of this Thesis work), the magnetisation
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M vs time t, M(t), responds linearly to the applied magnetic field, H, applied
after a waiting time tw . Given that the SG is out of equilibrium on experimental
time scales, the instant t = 0 is fixed as the moment when the SG is quenched to
any temperature, as long as there is a non–equilibrium state. This means that the
waiting temperature, Tw , can be chosen above or below Tg indistinctly. As we have
already commented a few lines above, although both in–phase and out–of–phase
components of ffl AC display this phenomenon, it is usually studied in the out–
of–phase component, where these kind of subtle effects get more noticeable [76].

Assuming that the relaxation rate
h
‹Mt′=1=!

‹ln(t ′)

i
tw

is a slowly varying function of ln(t ′)

(which holds in the low frequency and field limit), the out–of–phase component
shows a time dependency that reads [76]:

ffl′′(!; t) ≈ −C
»
‹Mt ′=1=!

‹ln(t ′)

–
tw

(2.12)

being C a constant. This equation evidences the direct relationship between ffl′′(t)

and
h
‹Mt′=1=!

‹ln(t ′)

i
tw

, as both decrease with t.

On the other hand, the other time–dependent phenomena, which are the mem-
ory effects, are also an exclusive manifestation of frustrated systems with broken
ergodicity [77, 82, 84, 89]. These effects show up when a SG system, that has been
cooled upon making a stop (halt) at a particular T < T g during a sufficiently long
tw (usually, t ∼ 103 s), is re–heated. In this line, as T . Tg , the magnetization
value drops, as the system keeps a memory of each isothermal ageing, where an
evolution towards equilibrium was developed. The system is said to rejuvenate, as
some particular disorder domain configurations are imprinted to it. This implies
that some spins would arrange into those clusters, as their disorder configurations
are more energetically favourable2.

2.4 Crystalline electric field. Spin waves.

The last section of this Fundamentals Chapter is devoted to the single–ion crys-
talline electric field and magnon collective excitations (spin waves). A good under-
standing of how these excitations alter the energy level schemes is key to figure out
the spin dynamics of the target ensembles. Accordingly, this section will provide

2this effect provides the basis of a thermal memory cell [90], which could act as a warehouse
for a byte by means of simple thermal manipulation [88].
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a detailed description on the CEF and spin waves basis, focusing on the NdCu2

case–study.

2.4.a Crystalline electric field

In eq. 2.3, we have provided the Hamiltonian exchange term. Indeed, this term
has to be taken into account in the Hamiltonian that describes the whole system,
which includes more terms, as:

H = H0 +HEx +Ha +HCEF +HSO +HZ (2.13)

where the first term gathers the kinetic and Coulombic repulsion energies, the
HEx is the exchange term already introduced in eq. 2.3, the Ha is the anisotropy
term, theHCEF stands for the crystalline electric field (CEF) contribution, theHSO

stands for the Spin–Orbit (SO) interaction and the latest HZ is the Zeeman term.
Hybridazion (mixing), Dzyaloshinskii–Moriya, dipolar and other possible terms have
been neglected due to their minimal influence to the global spin system [50].

We will focus hereunder on the last three terms. First of all, it should be noted
that the scenario changes dramatically depending upon we are dealing
with 3d or 4f ions. Given that the magnetism displayed by the former 3d is
caused by the electrons filling the most external shell, HCEF >> HSO. This yields
to a situation on which the CEF splits the ground state multiplet, followed by a
distortion of the symmetry driven by the Jahn–Teller effect [2]. As a result of the
latter spontaneous distortion, the 3d ions are no more well–described by the J
quantum number, since their angular moment L is switched–off. This means that
3d are considered as S–state ions [2, 91], being this S the right quantum number.
On the other hand, in the case of 4f intermetallics, HSO >> HCEF , which
implies that the ground state multiplet is firstly split by the Spin–Orbit interaction,
and then, the CEF splits the J eingenstates. This leads to a playground where the
4f ions are well–described by the J quantum number, which has several im-
plications that are going to be developed hereunder. Finally, the last contribution,
HZ, accounts for the Zeeman interaction, which comes to play in both 3d and
4f ions. This interaction splits the sub–levels (either S or J eingenstates) in the
presence of an external field, which opens new accessible states. This field can be
either externally applied and/or a local field caused just by an ordered magnetic
configuration, such as FM or AFM.
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Therefore, it is then straightforward to expect that the CEF splits the (2J+1)–
fold degeneracy of the ground state. What is more, within the localised framework,
the fact that the separation energies between the different J multiplets are, gen-
erally, one order of magnitude greater than the perturbation energies caused by
the surrounding atoms, transitions to energy levels above the ground state mul-
tiplet can be neglected in practice. Consequently, electrons will be occupying
energy levels corresponding solely to the splitting of the ground state mul-
tiplet. Seizing the opportunity that the analyses is providing us, we will focus our
efforts on the evaluation of the CEF effect in the magnetic 4f ions from hereunder.

They are the electron–electron interactions caused by the electrostatic
interaction between the aspherical 4f charge distribution of one particular R3+,
and the aspherical electrostatic field arising from the neighbours, the ones that
account for the CEF splitting. Indeed, this electrostatic interaction is the ulti-
mate responsible for the intrinsic magnetocrystalline anisotropy of these 4f. Just
as a reminder, we would like to stress at this point that all the considerations that
are going to be presented assume that the energy of the incomplete 4f shell is
always below the energy of the Fermi level. This situation forces the 4f electrons
to be well–localised, preventing the alloys to display mixed/fluctuation–valence
phenomena [50, 92, 93]. Moreover, given that the experimental data and efforts
are only available in detail (see Chapter 5) to the Nd3+ ions, we will provide a
general overview on the CEF effects in R, stressing on some particularities of the
NdCu2 intermetallic alloy.

Accordingly, we will expand now the HCEF term already introduced in eq.
2.13. This contribution accounts for the potential energy that experience the 4f
electrons due to the electrostatic interaction with the already mentioned aspherical
electrostatic field [94]:

HCEF = e
X
i

VCEF (ri)

VCEF (r) =
X
l ;¸

Yl ;¸r
lZl ;¸(Θ;Φ)

(2.14)

where the expansion of VCEF (r) is made by means of Thessarial harmonics
(defined in [95]), instead of using the spherical ones, which offers the advantage
of dealing with real functions. We will not deepen into the mathematical elabora-
tions and considerations, but we would just like to mention that working with the
Thessarial harmonics, together with the fact that only the ground state multiplet
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is needed to be addressed, allows to transform the f (xi ; yi ; zi) polynomials in J¸
(¸ = x; y ; z) operators, by means of the Stevens’ operations equivalents [96].
This transformation is extremely helpful, since the J¸ operators act on the 4f shell
as a whole, on the contrary of what the polynomials xi ; yi ; zi do in VCEF (ri), as
they act on individual 4f electrons. Thereby, the HCEF reads as:

H =
X
i

X
‘;m

Om‘ B
m
‘ (i) (2.15)

being Oml and Bml the Stevens operators and CEF parameters, respectively.
The computation of the CEF parameters from a microscopic approach is a very
challenging problem, since some of the assumptions and approximations made are
not exact. In this way, even if minor, there is an overlap between the other elec-
trons belonging to the particular R ion with the 4f ones of the neighbour ions.
Furthermore, the conduction electrons can also play a role in the CEF determina-
tion [97, 98]. To avoid undesired complications, in the case of the NdCu2 results
presented in this Thesis, the CEF parameters have been taken from experimental
data [93, 99, 100, 101, 102].

The description of the CEF Hamiltonian corresponding to the NdCu2

alloy (orthorhombic CeCu2–type crystal structure, Imma space group) takes into
account that the Nd3+ ions are located at Wyckoff position 4e with point–group
symmetry C2v , together with the fact that the ten–fold degenerate Hund’s rule
ground–state multiplet 4I9/2 (total angular momentum J = 9/2) is split by the
CEF into five doublets. The fact that the next multiplet state is located several
hundreds of meV higher in energy [103] keeps the above mentioned approxima-
tions safe. Therefore, the CEF Hamiltonian (eq. 2.15) of C2v symmetry, only
the terms ‘ = 2; 4; 6 and m = 0; 2; 4 and 6 with m ≤ ‘ are involved [95]. The
CEF parameters are experimentally determined thanks to specific heat, magnetic
susceptibility and inelastic neutron scattering measurements in the paramagnetic
region [93, 99, 100, 101, 102]. Briefly, these results suggest a doublet CEF ground
state formed by 0〉=0.049±9/2〉 + 0.891∓ 7/2〉 – 0.373±5/2〉 – 0.230∓3/2〉
+ 0.111±1/2〉 in the basis J;MJ〉 ≡ MJ〉, which is responsible for the uniax-
ial orthorhombic easy–axis single–ion anisotropy. The first excited state is 1〉
=∓0.025±9/2〉±0.309∓7/2〉±0.306±5/2〉±0.284∓3/2〉∓ 0.854± 1/2〉 located
at an energy of 2.9 meV. The second excited level is 2〉 = – 0.010±9/2〉 +
0.120∓7/2〉 + 0.724 ±5/2〉 – 0.675∓3/2〉 + 0.079±1/2〉 at 5.0 meV [99]. The
remaining two J = 9/2 levels lie at higher energies. These theoretical considera-
tions will be useful to understand how the CEF takes place in our NdCu2 ensembles
of MNPs (explained in detail in Chapter 5).
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2.4.b Spin waves

So far, we have assumed paramagnetic RCu2 intermetallic ensembles, where no
long–range magnetic order is settled and the magnetic moments are disordered by
means of thermal fluctuations. Nevertheless, this is an uncompleted picture, since
most of the RCu2 intermetallics (and, in particular, NdCu2) display an antiferro-
magnetic order state [93]. The presence of magnetic exchange interactions causes
the emergence of collective excitations, the spin waves. These dispersive excita-
tions, quantised as quasiparticles that obey Bose–Einstein statistics (magnons),
provoke slight deviations from the equilibrium positions of the magnetically–ordered
spins [2] (see sketch in Fig. 2.4a). These deviations can be viewed as coupled
precessions of the magnetic moments about the equilibrium direction. These pre-
cessions are quantised in different modes, which are known as magnons. These
quasiparticles are linear combinations of single–ion excitations from the ground
state to the first excited molecular–field state [92, 104]. It is worth mentioning
here the difference between FM and AF orderings with respect to the spin wave
propagation. The translational symmetry of ferromagnets allows to a clear under-
standing on the spin wave propagation, which has been nicely reviewed in several
textbooks [1, 2, 105]. However, the situation concerning antiferromagnets is more
tricky. Whereas for conventional antiferromagnets, this translational symmetry is
obeyed in each of the sublattices, when the AF order is more complex (e.g. incom-
mensurate arrangements), the study of magnons is far from being a simple matter.
Here, we will briefly describe the spin wave dispersion for a commensurate
AF structure (along a–direction) as [1]:

~!q = 4 J S sin(qa) (2.16)

being q the wave vector transfer and a spin–spin distance (equal to the mag-
netic unit cell parameter).

A simple Taylor expansion of the sinusoidal term3 in eq. 2.16 at q values
near q = 0 will lead to easily observe that the dispersion relation is linear for
small values of q. Furthermore, this dispersion relation implies a variation in
the sublattice magnetisation and specific heat according to T 3=n [1], yet it is very
tricky to be experimentally distinguished from the phonon contribution. Note the
contrast, still for q → 0 values, between the linear dispersion relation of spin waves

3AF dispersion at q → 0: ~!q ∝ q − q3

3! + q5

5! + :::
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a) b)

Figure 2.4: a) Sketch of a spin wave propagation in the simplest case of a linear array FM–
coupled magnetic moments. The spin waves provoke slight deviations of the magnetic moments
with respect to their equilibrium position. We have represented the FM case for the shake of
simplicity. b) Dispersion curves of the magnetic excitations along (h 1 0) in the AF phase NdCu2

single crystal, taken from [102]. The calculation (green lines) are compared to the experimental
data (◦ and x). Vertical lines indicate the center and the zone boundary of the magnetic Brillouin
zone. The arrow marks the position of the magnetic propagation vector, (0.4 1 0), in the AF1
region.

in AF, and the quadratic dispersion followed by the spin wave dispersion
undergone in FM (and Ferrimagnets) at q → 0 [106]. This quadratic relation
is retrieved by making the same Taylor expansion around q = 0 of the cosinusoidal
term4 that for appears in the dispersion relation of FM (and Ferrimagnets), which
reads [1, 2, 94]:

~!q = 2 J S

"
Z −

X
rc

cos(q · rc)

#
(2.17)

being the sum evaluated over the Z vectors rc connecting the central magnetic
moment to its nearest neighbours. Besides, a simple inspection of both eqs. 2.16
and 2.17 also allow us to conclude, that both AF and FM dispersion curves
evidence a gap at q = 0. The occurrence of this gap has been ascribed to the
magnetocrystalline anisotropy [1, 94], which may shift the values of E(q) curves.

4FM dispersion at q → 0: ~!q ∝ 1− q2

2! + q4

4! − :::
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Luckily, the NdCu2 alloy, analysed in Chapter 5, displays a long–period com-
mensurate propagation vector, where the magnetic unit cell is ten times the length
of the body–centred orthorhombic unit cell. This corresponds to a period of 20
atomic Nd3+ layers along the a axis. Besides, no trace of the bulk incommensurate
structure is found in the nanoparticle state, which eases the way. Here again, we
will try to keep the mathematical descriptions as simplest as possible. Thereby, we
will not describe the mathematical treatment of these magnetic excitations, since
it is out of the scope of this Dissertation. We would like to mention, very briefly,
that the spin wave contribution to the Hamiltonian can be also described by means
of the Stevens’ operators, taking into account the Random Phase approximation
(RPA) and sticking within the Mean–Field (MF) approximation [107, 108]. In this
framework, magnons are expected to reproduce well the Callen–Callen theory, pro-
vided that the number of accessible energy states is not limited [92, 109].

It should also be noted that the spin wave propagation is affected by the mag-
netoelastic effect, which is always present in Rare Earth ions [110], since it couples
the magnetic moments and the lattice. Therefore, modifications in the unit cell
parameters have an impact on the magnetic state, that obviously affect substan-
tially the spin wave propagation. The alteration of the spin wave propagation
comes as a result of both the static deformations of the crystal, that are a source
of anisotropy, and the interference of the dynamic time–dependent modulations of
the magnetic moments with the lattice vibrations (magnon–phonon interaction)
[94].

Finally, in order to connect (shortly) this theoretical background to the exper-
imental observations, it is worth mentioning that obtaining experimental results
from the dispersion curves in real samples of polycrystals and nanoparticles is
beyond the realistic possibilities. Even if one aims to account for the ~q depen-
dencies of eq. 2.16 in the experimental curves, as, for instance, the ones shown
in Fig. 5.12 of Chapter 5, the realistic experimental conditions of polycrystals and
nanocrystallites preclude the direct application of the text–book eq. 2.16 to the
data. Furthermore, the determination of such dispersion curves is challenging even
for the case of a single crystal [1, 94, 111]. Fig. 2.4b showcases the study carried
out by M. Rotter et al. in a NdCu2 single crystal [102]. There, it can be seen that
the experimental data themselves do not allow to clearly identify all the magnetic
modes taken place in this AF structure. The reasons for this are both the rapid
variation of the scattering intensity, and the limitations regarding the experimental
resolution, which imply non–negligible uncertainties around each data. The co-
operation between numerical modelling (which are out of the scope of this
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Thesis work) plus experimental data is essential to disclose the static and
dynamic properties of this kind of complex magnetic systems.
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Chapter 3

Experimental methods

“¿Dónde estás, que no te veo? Sin
ti me siento feo.”

Chris Viaz feat. Young Vene

This chapter will provide an overview on the different steps that are involved in
the sample fabrication and the measuring processes. The latter have been schemat-
ically displayed in Fig. 3.1. More precisely, this recapitulation will stress on
some of the model considerations that connect the experimental observa-
tions to the underlying physics of the different samples, given the fact that
the general features and basic performance of the instrumental tools have already
been explained in great detail in precedent works (e.g., [34, 48]). Furthermore,
among the different experimental techniques, the ones which have provided the
most powerful results presented in this work were the neutron–based ones. These
encompass Neutron Diffraction (ND), Small–Angle Neutron Diffraction (SANS)
and Inelastic Neutron Scattering (INS). Therefore, a more careful description of
these techniques will be provided in the following.

3.1 Sample fabrication and preparation.

The first step concerns the sample fabrication, which has been performed differ-
ently depending on the sample origin of magnetism (4f or 3d). In this way, the 4f
alloys (RCu2, R = Gd, Tb, Nd, La, Y) were fabricated from the starting products
(ie., from the purchased bulk ingots), producing the polycrystalline pellets in an
arc furnace (MAM-1 Johanna Otto Gmbh) under an Ar atmosphere (99.99%).
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Stoichiometric amounts of R (>99.9%) and Cu (99.999%) pure metals, were put
together to obtain large (∼ 5 g) quantities. In order to ensure a good homogeni-
sation, the resulting pellets were turned upside down and re–alloyed for, at least,
six times. The reduction of mass after this remelting step was minimal (. 0.01 %).

After this arc–melting process, the reduction of particle size was achieved
using a high–energy planetary ball mill (Retsch PM 400/2) with carbon–
tungsten (WC) air–tight containers. For this, the pellets were crushed in an agatha
mortar, placing the resulting coarse–grained powder inside the WC containers, to-
gether with a precise number of WC balls. The ratio ball:sample weight was 12:1,
as the common practise indicates excellent results [39, 112]. The containers were
sealed off under Ar atmosphere (99.99%) in a glove box to minimise the presence
of oxygen that might oxidise the RCu2 alloys. At this point, it is worth recalling
that, if at all, this oxide were present, it would not appear as more than one or
two surface layers. In any case, its low ordering temperature (antiferromagnetic
transition TN = 13 K in the case, for instance, of nano Gd2O3 [113]) minimises
the influence in the intrinsic RCu2 transitions found at higher temperatures. The
nanometric size of the alloys was adjusted by selecting different milling times (t
= 0.5, 1, 1.5, 1.75, 2 and 5 h). Note that the milling time is short, which allows
not only to avoid the eventual formation of R2O3, but it also opens the possibility
to get nanometric samples right away. The grinding was carried out with rotation
speed of 200 rpm in successive steps of 5 min of clockwise rotations followed by
anti–clockwise rotations with a 5 min intermediate stop. The whole procedure is
sketched in Fig. 3.2.

Additionally, some measurements (Small–Angle Neutron Scattering, SANS,
and Specific heat, cP ), required the alloys to display a particular shape. More
precisely, these techniques imposed the powders to be pressed, in order to form
compact pellets (circular disks in the case of SANS). This has been achieved by us-
ing a Specac’s Atlas Series hydraulic press, applying 2 tons (SANS) and 1 ton (cP ).

The procedure above described and sketched in Fig 3.2 connects with a long–
debated question on how to proceed in the characterisation of MNPs. Recent
examples of the different techniques for MNPs are well described in [21, 114].
As a consequence of the discussions shared in the EU project Nanomag with the
participation of standardisation institutes (e.g., NPL in UK, or PTB, in Germany),
it was proposed that techniques should be classified in three categories: stan-
dard, medium and advanced [115]. Thereby, in our case, Transmission Electron
Microscopy (TEM), static M DC (T, H) and dynamic fflAC(T; f ; t) susceptibility
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will belong to the standard category, XRD, to the medium, and, finally, Neutron–
techniques (ND, SANS and INS, explained below), to the advanced ones. This
classification is not irrelevant when looking for technology transfer.

The situation concerning the synthesis of 3d IONPs is completely different.
On the one hand, commercial Synomag Nanoflowers (‚–Fe2O3) were sup-
plied by Micromod Partikeltechnologie GmbH (Germany). These MNPs
were synthesised following a polyol method [116, 117], which ensures their size,
shape and chemical purity. On the other hand, the bacterial magnetosome (kept
inside the bacteria, intracellular, or extracted) were supplied by our collabora-
tors at the University of Basque Country (UPV/EHU). The magnetosomes
are cube–octahedral magnetite Fe3O4 nanoparticles of size 〈D〉 ∼ 40–45 nm syn-
thesised by magnetotactic bacteria from the Magnetospirillum gryphiswaldense
strain MSR–1 (DMSZ 6631). Bacteria were cultured microaerobically at 28◦C for
48 hours in Flask Standard Medium (FSM), as described by Heyen and Schüler
[118], supplemented with 100 —M iron (III)–citrate to support magnetosome for-
mation. Briefly, culture was carried out in three 1 L–bottles at 28◦C under mi-
croaerobic conditions (bottles loosely capped and without shaking). Cells were
collected after 120 h when well–formed magnetosomes were present. Bacteria
magnetosomes (BM) have been measured either in the whole cells (intracellular),
which has been the case of XRD, XANES, DC–magnetometry and dynamic AC–
susceptibility measurements; or extracted from the bacteria (extracellular), which
has been the one for TEM and AC magnetometry.

For the preparation of whole bacteria samples, the cells were harvested by
centrifugation, fixed in 2% glutaraldehyde, and washed three times in mQ wa-
ter. The fixed and washed cells were freeze–dryed, resulting in a powder sample.
Complementary, magnetosomes were extracted following the protocol described by
Grünberg et al. [119] with minor modifications. The cells were collected by cen-
trifugation, suspended in 20 mM HEPES–4 mM EDTA (pH = 7.4), and disrupted
using a French press at P = 1.4 kbar. The lysated cells were sonicated, promoting
the separation of magnetosomes, and centrifuged at 600 g for 5 min, to remove
cell debris. Then, magnetosomes were collected from the supernatant by magnetic
separation and rinsed 10 times with 10 mM HEPES–200 mM NaCl (pH = 7.4).
Finally, the isolated magnetosomes were re–dispersed in deionized water (pH 7.4),
sterilised in autoclave (115◦C, 15 min), and stored at 4◦C in a conventional fridge.
The stability of the magnetite magnetosomes against oxidation is secured during
several weeks.
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Additionally to the undoped BMs, there are in the literature some recent and
promising works reporting the possibility to include some elements, such as Co,
Cu or Mn, to the magnetosome structure, by a process that is called doping
[120, 121, 122]. By incorporating such 3d elements to the magnetosome struc-
ture, the magnetic properties of the BMs get altered, displaying greater coercitivity
and/or remanence, as it has been shown, for instance, in [34]. Within the frame-
work of this Thesis work, we have aimed to go one step beyond. Given our
solid background on 4f magnetism, we decided to dope the BMs with Gd3+ and
Tb3+ ions. This is totally new in the literature, since they are no works, to the best
of our knowledge, were bacteria were grown in a medium containing a controlled
amount of R–ions, except from that of Shimoshige et al. [123], were the incorpo-
ration of Sm ions into Magnetospirillum magneticum strain RSS–1 was achieved.
Given the lack of previous investigations, we decided to mimic the strategy followed
to get Co and Mn doping in magnetotatic bacteria shown in [34, 35]. Thereby,
the Gd3+/Tb3+–doped bacteria were cultured following the same procedure that
the one commented before for the undoped bacteria, but adding different con-
centrations of GdCl3/TbCl3 hexahydrate salts to FSM medium. Of course, given
that free R ions can be toxic, before moving forward, it was mandatory to check
the living conditions and motility of bacteria, which was carried out by optical mi-
croscopy and optical density (OD) measurements. What we observed is that not
only bacteria could grow in this medium, but also they synthesised magnetosomes.
This preliminary test allowed us to proceed to the growth of bacteria.

For this purpose, the Minimum Inhibitory Concentration (MIC), this is to say,
the concentration of R salts at which the growth of bacteria was hindered, was
needed to be determined. The results for the cultures are shown in Fig. 3.3, where
the OD at 565 nm at different concentrations for the bacteria grown in the pres-
ence of the R–salts are shown. This OD is based on the amount of light scattered
by the culture of each single well. A Synergy HTX Multi–Mode Microplate Reader
(BioTek) was used for this purpose. Given that the MIC value is determined as the
cut–off point of cell–growth, according to Fig. 3.3, we decided to work with a con-
centration of 100 —M of R salts and 100 —M of Fe (Gd[100:100] and Tb[100:100]
from hereinafter). Additionally, we grew bacteria with a concentration of 10 —M
of R salts and 100 —M of Fe, [10:100], to check whether the crystallinity of the
magnetosomes could be altered by a lower concentration of R.
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Figure 3.3: Optical density, OD, vs. concentration of R salts (GdCl3, left, and TbCl3, right), of
the doped bacteria. As it can be seen, in both cases, the optical absorption drops dramatically
at concentrations above 200 —M. Hence, a R salt concentration of 100 —M was decided to be
the MICS.

3.2 X–Ray techniques.

The use of X–Ray radiation in this work is focused on the evaluation of struc-
tural information concerning the long–range order (X–Ray Diffraction, XRD)
and short–range order, in the case of X–Ray Absorption Near Edge Spectroscopy
(XANES). XRD has been extensively used in all the samples shown in this Thesis,
whereas the access to the XANES is more limited, as it imposes the use of syn-
chrotron radiation, which is only possible in a Large Facility. Therefore, XANES
has only been used in the case of the IONPs. The aim of the latter measurements
was to clearly differentiate the oxidation state (phase identification) of both the
NFs and the bacteria magnetosomes.

XRD has been performed at room temperature using a Bruker D8 Advance
diffractometer equipped with a high count rate Lynxeye detector, located
at the Universidad de Cantabria. This detector reduces the total counting time,
which constitutes a great advantage to minimise the possible deterioration of the
samples. The diffractometer was used working on Bragg–Bentano geometry and
Cu–K¸ (– = 1.5418 Å) radiation. Patterns were usually collected within the range
10◦ ≤ 2„ ≤ 120◦ with a 0.02◦ increment. On the other hand, the XANES results
presented in this Thesis were carried out by our collaborators from the UPV/EHU
on the Fe K–edge at the BL22 CLAESS beamline of the ALBA synchrotron
(T = 77 K) and at the XAFS beamline of the Elettra synchrotron (Trieste,
Italy) (Room Temperature, RT). In all cases, measurements were performed in
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transmission mode using a double Si crystal monochromator oriented in the [111]
direction. A reference Fe–sample was measured for determining the position of the
bacteria Fe–K edge (E = 7112 eV).

Data analysis was performed by using FullProf suite program [124] (XRD) and
the Athena package of Demeter software [125] (XANES). We would like to focus
more on the XRD analyses, as this technique has extensively been used throughout
this work to verify the crystalline structure of the 4f and 3d ensembles, so as to
determining the mean nanoparticle size and microstrain of the NPs. After the de-
tailed description of the XRD analyses, a brief description of the XANES analyses
will be included.

Beginning with the XRD analyses considerations, the quantification of the
nanocrystalline structure was achieved by performing a Rietveld refine-
ment [126]. Despite the fact that the precision of the parameters is usually less in
ensembles of NPs than in perfect polycrystalline samples, if one follows a careful
fitting procedure, the definition of the nanostructure is solid and supports other
structural techniques [127, 128].

The theoretical intensity profile, yc;i , used in the Rietveld calculations includes
the following contributions:

yc;i = yb;i +
X
ffi

Sffi +
X
~h

Iffi;~hΩffi;~h;i (3.1)

being yb;i the background intensity, Sffi the scale factor of phase ffi, Iffi;~h the inte-
grated intensity, which includes the Lorentz factor, absorption correction, preferred
orientation, structure factor and special corrections such as detector efficiency. Fi-
nally, Ωffi;~h;i accounts for the profile peak function.

The refinement of the patterns has been performed using the least–squared
method, taking as variables both instrumental and structural parameters of the
sample. The aim was, therefore, to minimise the expression:

ffl2 =
nX
i=1

wi(yi − yc;i)2 (3.2)

where yi is the intensity for the 2„i experimental data, yc;i , the calculated
profile and wi = 1=ff2

i weights the data errors for each i . Then, the agreement
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between the experimental and the calculated pattern is shown by means of the
Bragg factor, RB, defined as:

RB =

P
i |yi − yc;i |P

i |yi |
(3.3)

Given that, our measurements are performed in nanocrystalline compounds
at a finite temperature with not ideal point–like source of radiation, theoretical
Dirac–delta shaped peaks are not expected. Actually, the peaks broaden in both
Lorentzian and Gaussian shapes. It is thanks to this peak broadening that one can
extract information about the size of the crystalline particles and their microstrain
[128, 129]. To access this information, it is compulsory to correctly evaluate the
contribution to the peak broadening that arises from the instrument as well. This
is parameterised by a resolution function (Cagliotti parameters [130, 131]), and
was obtained from a LaB6 calibration. This compound presents numerous Bragg
reflections, being hence frequently used as a calibration standard.

At this point, it is necessary to connect the crystal domain size to the
actual size of the nanoparticles. From the fundamental point of view, the
contribution to the peak broadening due to the NP size is calculated by the Scherrer
equation 3.4:

B(2„) =
Υ · –
“cos(„)

(3.4)

Being B(2„) the peak width measured in rad, – the wavelength for the diffracted
beam and “ the size of the coherent crystalline domains of the diffraction. Υ takes
into account the shape and the method used to determine size distribution. The
majority of the NPs concerned in this work display, as shown by TEM images,
quasi–spherical shape. In such a case, Υ = 0.9, as indicated in [114]. In addi-
tion, the same factor is used for the case of the 3d NPs, for the same reason.
The connection then between the crystal domain “ and the mean NP size 〈D〉 is
straightforward according to [132]:

〈D〉 =
4

3
“ (3.5)

On the other hand, the microstrain contribution to the peak broadening,
”, arises, mainly, from the milling process, although the size reduction to the
nanoscale also implies slight distortions in the crystalline unit cell. This generates
not uniform crystalline distortions that give rise to local variations of lattice dis-
tances among crystalline sites. This contribution can be easily calculated following:
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B(2„) = 4” · tan(„) (3.6)

As it comes naturally, the latter microstrain contribution is more relevant at
high angles, whereas the former size contribution becomes heftier at low angles.
So, at this point, one can easily obtain an estimation of the nanoparticle size and
microstrain by inspecting the peak broadening arising from the XRD pattern. It
seems clear then that the sticking point is related to the way that this peak shape is
considered, as the peaks are, actually, a convolution of both Gaussian or Lorentzian
profiles. If one fits the peaks into just one of these two options, different values of
Full–Width–at–High–Maximum, FWHM, will be obtained, leading to different 〈D〉
and ”. Therefore, a more realistic and precise scenario would be considering the
peak shape according to a Voigt profile, which is constituted by the convolution
of Gaussian and Lorentzian ones. This Voigt profile can be approximated, without
loss of accuracy, to a Pseudo–Voigt pV (X) description, which consists on a linear
combination of both Lorentzian (L) and Gaussian (G) profiles. Both L and G
display the same FWHM. The relevant information about micro–structure and size
and microstrain effects are deduced from:

pV (x; ”;H) = aLp(x;H) + (1− ”)Gp(x;H) (3.7)

This function employs H and ” parameters instead of using the form factors
HL and HG. Nevertheless, one can write eq. 3.7 in terms of HL and HG using the
Thompson–Cox–Hastings equations, that connect the form factors of a Voigt and
a pseudo–Voigt [133] as:

H = H5
G + 2:69269H4

GHL + 2:42843H3
GH

2
L+

4:47163H2
GH

3
L + 0:07842HGH

4
L +H5

L

(3.8)

and

” = 1:36603
HL
H
− 0:47719

„
HL
H

«2

+ 0:11116

„
HL
H

«3

(3.9)

The parametrisation of pV (x) by means of the form factors HL and HG is of
primer interest, since it provides information on the microstructure and on the size
and microstrain. These contributions are accessed by following:

H2
G =

“
U + (1− ‰)2D2

ST

”
tan2„ + V tan„ +W +

IG
cos2„

HL = (X + ‰DST ) tan„ +
[Y + F (SZ)]

cos„

(3.10)
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where U, X (isotropic) and DST (anisotropic) are the parameters connected
to the microstrain; and Y , IG (isotropic) and F (SZ) (anisotropic) are related to
the size. Finally, ‰ sets the lorentzian contribution to the microstrain. Since the
instrumental contribution is well defined by the measured Cagliotti parameters, the
parameters V and W of eq. 3.10 should be ignored.

Jumping onto the brief description of X–Ray Absorption, this measuring
technique is not related to the scattering, but to the absorption of the photons by
the atoms, mainly, via the photoelectric effect [134]:

Ekin = ~! − E0 (3.11)

being Ekin the kinetic energy of the incident electrons, ~! the energy of the
incoming X–rays and E0 the binding energy. The absorption process takes places,
provided that ~! > E0, according to:

It = I0e
−—(E)th (3.12)

being It the intensity transmitted through the sample, I0 the intensity of the
incident X–ray, —(E) the absorption coefficient, and th the thickness of the sample.

When a core level electron is promoted to a free–state above the Fermi energy
level, a sharp increase of the absorption coefficient is retrieved. This feature in
the spectrum is typically known as the absorption edge. Depending on the Ekin,
the excited electron can promote to a higher energy level, but still on the same
absorbing atom (localised state), or it can reach the continuum states and prop-
agate into the material. If this is the case, these electrons interact strongly with
the potentials of the surrounding atoms, giving rise to fine structure oscillations
(XAFS) that modulate the —. There are two regions that can be distinguished
for the XAFS: the near–edge (XANES) and the extended, EXAFS. In this Thesis
work we have focused on the XANES, which typically extends from a few eV below
the absorption edge up to 100–150 eV above the edge. From the latter measure-
ments, information on the electronic properties and the local geometry around the
absorber atom are gained [135].

More precisely,we have used XANES to identify and quantify the amount
of γ–Fe2O3 and Fe3O4 phases in the NFs and in the BMs. To this aim,
we have used the linear combination analysis (LCA) method, where the nor-
malised spectrum of the sample, —exp, is fitted to a linear combination of normalised
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spectra of the reference compounds, —j, weighted to the atomic fraction of each
phase by a factor ¸j, according to:

—exp =
X
j

¸j—j (3.13)

This method is rather straightforward, provided that the reference patterns dis-
play a good quality, and has been widely used in a variety of research fields, such
as biology or material science [40, 136, 137].

3.3 Neutron–scattering techniques.

The use of neutrons is key to unravel the structural and magnetic features
in both bulk and nano alloys, particularly, for the RCu2. In this way, 4f alloys
can be considered as a playground which gathers attractive phenomena, such as
crystalline electric field (CEF) excitations, complex magnetic arrangements (heli-
cal, incommensurate...) and/or inter/intra particle correlations [110, 111, 138].
These appealing phenomena, though, impose the use of neutrons to be defined
with precision at the microscopic scale. Although the previous section has show-
cased the potentialities of the X–Ray based techniques, here, it is important to
recall that they have no associated magnetic moment. This implies that the mag-
netic structure gets, in practice, invisible for X–rays1. Furthermore, whereas the
scattered X–ray photons interact with the electronic cloud surrounding the nucleii,
the non–charged neutrons penetrate the Coulombic barrier. This allows
neutrons to interact dipolarly with the nuclear spins, so as with the magnetic mo-
ment of the unpaired electrons. Thereby, we gain access not only to the nuclear
structure, but also, to the magnetic one. Furthermore, another difference between
neutrons and X–rays is that the scattering length of neutrons depends, additionally
to the scattering elements, on their particular isotope state and on the quantum
angular moment number of the nucleus–neutron system, I ± 1=2. Hence, some
of the scattered waves will have definite relative phases, thus, being able to build
interferences (coherent scattering), whereas there will also be a contribution to
the scattering stemming from neutrons that interact randomly with each nucleus
of the sample (thus, without interfering). Another difference with XRD concerns
that the scattering length of XRD (form factor) shows a dependence on the atomic

1polarisation analyses using, for example, X–ray magnetic circular dichroism allow to extract
a different magnetic information.
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number, which hampers the distinction between isotopes and/or with adjacent el-
ements in the periodic table. Furthermore, light elements, such as C, N or O,
cannot be detected by XRD, yet they are visible to neutrons. Taking all this into
account, we are going to use of neutrons to unravel how the magnetic
structures develop once the nanoparticle regime is entered , but also, to
disclose some particularities about the microscopic magnetic structure in
some of the bulk 4f alloys.

In the following, we would not dare to give a deep–saturated mathematical
equation–based description on the Neutron Diffraction process, as there are already
several works and textbooks in the literature where all these issues have been ad-
dressed in great detail. I would like to refer the reader to [138, 139, 140, 141, 142].
Nevertheless, when working with neutrons, providing a good definition of the mag-
nitudes, geometries and processes that are going to be taken into account is es-
sential.

Hence, we will begin by introducing the well–known master equation that de-
scribes the process where an incoming neutron is scattered by a material. This
interaction is quantified by the differential scattering cross–section, which is nor-
malised to the solid angle dΩ, the incident neutron flux ffi and the number of
atoms constituting the incoming beam, N, as:„

dff

dΩ

«
ki ;ffi ;–i→kj ;ffj ;–j

=
1

NffidΩ

X
kj

Wki ;ffi ;–i→kj ;ffj ;–j (3.14)

where the initial states of the sample –i and the neutron, ki , ffi , are changed
to –j , kj , ffj , respectively. The term Wki ;ffi ;–i→kj ;ffj ;–j stands for the number of
transitions per second from state i to the state j , and Φ is the flux of incident
neutrons. This term can be evaluated using Fermi’s Golden rule as:

Wki ;ffi ;–i→kj ;ffj ;–j =
2ı

~
|〈kjffj–j |V| kiffi–i〉|2 kiffi (E(i)) (3.15)

being V the interaction potential between the neutron and the sample, and
kiffi (E(i)), the density of the final scattering states per unit energy interval. Here,
we assume an isotropic short–ranged scattering behaviour for V (Born–approximation),
a framework within the first–order perturbation theory applies, and, consequently,
Fermi’s Golden rule holds true. Additionally, this microscopic scattering cross sec-
tion dff

dΩ
defined by the master equation is related to the macroscopic differential
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cross–section per volume V as:

dΣ

dΩ
=
N

V

dff

dΩ
(3.16)

Finally, as it is well–known, scattering processes can be elastic, where the
structure factor that contains information about the atomic positions is given by
S(q), or inelastic, for which this factor does also contain information on the fluc-
tuations of the atoms, S(q; ~!). The latter Inelastic Neutron Scattering (INS)
process allow typically to access information on the single–particle crystalline elec-
tric field (CEF) and collective magnon excitations processes (as examples, but also,
to the phonon spectrum, certainly). The q values accessible by using this technique
lie within the range 10−2–10−11 Å−1, corresponding to energy excitations between
10−5–100 meV, which are the typical values for energy level transitions. The point
that neutrons carry information of both nuclear and magnetic natures makes this
technique so powerful, as it provides mainly information regarding phonon and
CEF, as well as magnon excitations. The following two subsection will bring some
details to these scattering processes.

3.3.a Elastic neutron scattering

The elastic neutron scattering can be defined assuming the momentum–transfer
(scattering vector, q) to be described as the difference between the initial and the
final states of the neutron vector k :

q = ki − kj → Elastic : ki = kj =
2ı

–
(3.17)

being the neutron energy change:

∆E = Ei − Ej =
~2

2mn

`
k2
i − k2

j

´
→ Elastic : ∆E = 0 (3.18)

Neutron Diffraction (ND) and Small Angle Neutron Diffraction (SANS)
techniques are included within this elastic regime. The former provides in-
formation on the nuclear and magnetic structures in an angular range very similar
to the typical one of in–house XRD (5◦ . 2„ . 120◦). On the other hand, SANS
focuses on the scattering process that take place in the low–angle regime, gener-
ally, 2„ . 5◦. This range may be accessible in the Small–Angle X–ray scattering
technique as well, but no experiments have been carried out so far in our samples.
Given the analyses of the magnetic dynamics of MNPs carried out in this Thesis,
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Figure 3.4: G4.1 detector located at LLB (Laboratoire Léon Brillouin) at the CEA–Saclay. The
accessible dispersion angle lies within the range 3◦ ≤ 2„ ≤ 105◦, with a step of 0:02◦. Patterns
have been measured with – = 2.432 Å (cold neutrons) at different low temperatures thanks to
the use of an orange cryostat. This is clearly visible standing close to the neutron guide and
beside a liquid He (blue) Dewar. The powder alloys were mounted in the sample holder, as
shown in the top–left image.

accessing the small angle region was, nearly, mandatory. Thanks to these mea-
surements, we may reveal the correlations among the magnetic moments, that are
usually of the order of a few nanometers. The SANS technique is unique in this
sense, as it opens the path to study microstructural and magnetic inhomogeneities
at a length scale between ∼ 1–300 nm [13, 143]. The fact that a variety of macro-
scopic magnetic properties, including bulk and, of course, nanoscaled materials,
are realised within this range, this technique sparkles on its own.

ND experiments were conducted at the G4.1 instrument located at Labora-
toire Léon Brillouin (LLB) at CEA–Saclay, France, and at D1B instrument, located
at Institute Laue–Langevin (ILL), in France. The latter ND measurements were
carried out by PhD. Maŕıa de la Fuente Rodŕıguez. The wavelength of the neutrons
was – = 2.426 Å and 2.520 Å (thermal cold neutrons), respectively. Patterns were
collected at several temperatures between T = 1.5 K and 15 K under no mag-
netic applied field. The measuring time for each pattern was set to 8 h in order
to ensure a high signal–to–noise ratio. Fig. 3.4 provides an overview on G4.1
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Figure 3.5: Some illustrative images regarding the SANS measurements performed with ZOOM
instrument, located at the Rutherford–Appleton Laboratory (ISIS) large facility, in Oxford, United
Kingdom. The NdCu2 powder alloys are compacted in pellets (disks of 1 mm thickness and 10
mm diameter) and mounted in the sample holder (aluminium–foiled). It is important to find a
balance between the required amount of sample, that has to be enough to be measured, and the
need to avoid multiple–scattering processes, which implies thinner disks. The use of a cryostate
allowed to reach temperatures around 2 K and magnetic fields up to 3 T (Oxford instruments).
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instrument, where some zones are shown with a closer detail. For instance, on
the top–left picture, a closer view to the sample holder, which is placed inside an
orange cryostate, can be inspected. On the top–right side, a front–view of the
detector, which consists on a lineal muti–detection system made of 800 cells of
BF3, is shown.

SANS measurements were performed using the ZOOM instrument located
at Rutherford–Appleton Laboratory ISIS large facility, Oxford, United Kingdom.
The measurements were performed in both k ⊥ and k ‖ geometries (explained
below), for a temperature range between T = 2–15 K and applied magnetic fields
—0H = 0–3 T. Fig. 3.5 illustrates some of the aspects of that SANS experiment,
including the compacted–powder samples (pellets), the sample holder and the cryo-
stat, which allows to access temperatures as low as 2 K. The detector distance to
the sample can be changed in order to select a particular q range, which in our
case, was of 0.04–4 nm−1. It is worth reminding at this point that RAL–ISIS is an
spallation source, where neutrons are pulsed (50 Hz) and a time–of–flight detec-
tion procedure is natural. This contrasts with LLB and ILL, where a continuous
flux of neutrons is provided by the nuclear reactor.

A detailed background description of neutron diffraction is available in several
precedent works, e.g., [13, 138, 141]. Therefore, here we will just concentrate on
the most important features concerning the SANS, which have merited attention
during the development of the Thesis work.

As it was described before, the scattering cross–section contains infor-
mation of both the nuclear and the magnetic structures. Within the elastic
framework, and in order to keep the mathematics as simple as possible, we would
just write the radially–averaged unpolarized macroscopic differential SANS cross–
section per unit of volume, dΣ

dΩ
(q), as a sum of a nuclear dΣnucl

dΩ
(q) plus a magnetic

contribution, dΣmag

dΩ
(q), as:

dΣ

dΩ
(q) =

dΣnucl

dΩ
(q) +

dΣmag

dΩ
(q) (3.19)

Each contribution is expanded according to:

dΣnucl

dΩ
(q) =

8ı3

V

˛̨̨
Ñ(q))

˛̨̨2
(3.20)

where the Ñ(q) denotes the Fourier transform of the nuclear scattering–length
density, and V is the scattering volume. The second term, dΣmag

dΩ
(q), requires a
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more careful description, which is going to be developed hereunder.

The magnetic scattering SANS cross–section will display a dependence
upon the magnetic applied field, H0, is applied either parallel or perpendic-
ular to the incoming k . This dependency is, obviously, not retrieved in the
nuclear cross–section, since it does not carry information on the magnetization
state of the sample. Of course, there could be intermediate situations between the
parallel and perpendicular geometries, but, given that the vast majority of SANS
experiments are performed employing these two scattering geometries, we will re-
strict our dissertation to them. In principle, a purely nuclear SANS signal should
be recovered in the k ‖ H0 geometry, while the k ⊥ H0 shall carry nuclear plus
magnetic information, if the sample magnetization is saturated at the applied H0.
In this scenario, the scattering section of each component will read as:„

dΣ

dΩ

«
par

(q) ≈ 8ı3

V

„˛̨̨
Ñ
˛̨̨2

+ b2
H

˛̨̨
M̃s

˛̨̨2«
(k ‖ H0) (3.21)

and

„
dΣ

dΩ

«
perp

(q) ≈ 8ı3

V

„˛̨̨
Ñ
˛̨̨2

+ b2
H

˛̨̨
M̃s

˛̨̨2
sin2(„)

«
(k ⊥ H0) (3.22)

where we have assumed that, at H0, the sample is completely saturated along
z direction, ie., M(r) = {0; 0;Mz = Ms(r)}; the constant bH = 2:91 × 108

A−1m−1 [13]; and, for the perpendicular scattering geometry, „ accounts for the
angle between the H0 and the momentum–transfer vector, q.

This way, it is a very common straight–forward procedure to obtain the
`
dΣ
dΩ

´
perp

(q)

by subtracting the
`
dΣ
dΩ

´
par

(q) from the total measured SANS cross–section at the

saturation field. In this situation, the remaining
`
dΣ
dΩ

´
perp

(q) at saturation displays

two different regions, traditionally known as the (magnetic) Guinier (low q) and
Porod (high q) laws [144, 145]. These read, respectively, as:

dΣmag

dΩ
(q) ∼=

dΣmag

dΩ
(q = 0) exp

„
−q

2RGSM
3− s

«
(3.23)

where RGSM the radius of giration (RGSM =
q

3
5
R in the case of spheres) and s

an a–dimensional factor that contains information of the particle shape (s = 0 in
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spheres). This approximation is valid for q < 1:3=RGSM [142].

At larger q, the dΣmag

dΩ
(q) follows the Porod law:

dΣmag

dΩ
(q) ∝ q−D (3.24)

being D an exponent related to the scattering inhomogeneities of the sample
[144]. For smooth interfaces, D = 4, but this number can be, even, non–integer
and/or greater than 4 [146, 147].

So far, we have outlined the framework adequate for the case where the sample
magnetization is completely saturated at the applied magnetic field. Nevertheless,
one may wonder about what happens for the applied fields that are below
the saturating one. In this situation, an extra contribution to the SANS scatter-
ing cross–section comes to light, which is called as the spin–misalignement term,
dΣSM

dΩ
. It has been proven that this mesoscopic spin–misalignement (SM) is

an important ingredient driving the magnetic behaviour [13, 148]. We will
give hereunder a very brief summary on the understanding of these deviations, that
span a few nanometers. Although for the case of our samples, the implementation
of the ensuing expressions is yet to be adequately implemented, we have consid-
ered of interest to grasp an understanding of this theoretical elaboration. It is
important bearing in mind that we are concerned to magnetic SANS effects, thus,
all the development will concern the ⊥ geometry.

Consequently, the above mentioned eq.3.22 should include a term giving ac-
count for the SM, ie.:„

dΣ

dΩ

«
perp

(q) =
dΣres

dΩ
(q) +

dΣSM

dΩ
(q) (3.25)

where the dΣres

dΩ
(q) is simply, the term of eq. 3.22, and the dΣSM

dΩ
(q) is expanded

as:

dΣSM

dΩ
(q) =

8ı3

V
b2
H

»˛̨̨
M̃x

˛̨̨2
+
˛̨̨
M̃y

˛̨̨2
cos2„ −

“
M̃yM̃?

z + M̃?
y M̃z

”
sin„cos„

–
(3.26)
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where is has been assumed that the sample saturation magnetization is along
the z–axis, ie., M̃s ∼ M̃z . Thus, the M̃x and M̃y give account for the Fourier
transforms of the magnetization out of the saturation direction, which is, actually,
the spin–misalignement. This SM term can be described by means of two response
functions,

dΣSM

dΩ
= SH(q)RH(q; „; Hi)

anisotropy inhomogeneities

+ SM(q)RM(q; „; Hi)

Ms inhom

(3.27)

where the first term takes into account the spatial variations M(r) due to the
anisotropy field, and the second one accounts for the ones due to fluctuations on
Ms . Each term can be expanded as:

SH(q)RH(q; „; Hi) =
8ı3

V
b2
H

˛̨̨
H̃P (q)2

˛̨̨ p2

2

„
1 +

cos2„

(1 + psin2„)2

«
(3.28)

being H̃P the Fourier transform of the magnetic anisotropy field, and

SM(q)RM(q; „; Hi) =
8ı3

V
b2
H

˛̨̨
M̃z(q)2

˛̨̨ p2sin2„cos4„

(a + psin2„)2
+

2psin2„cos2„

1 + psin2„
(3.29)

where p is defined in both eq. 3.28 and 3.29 as:

p(q;Hi) =
Ms

Hef f (q;Hi)
(3.30)

with

Hef f (q;Hi) = Hi(1 + ‘exHi
2Q2) (3.31)

being ‘ex the exchange correlation length, already introduced in Chapter 2, and
Hi the external applied magnetic field.

Therefore, the analyses of the SANS measurements would not be only re-
stricted to the saturation field, but also, details on the micromagnetic SANS
structure could be accessed using the data corresponding to intermediate
fields below saturation. The next step will be to implement a program where
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a generalisation of the magnetic Guinier–Porod law [145] could be realised. At
this moment, this is still under development, and we are still trying to polish the
different fitting routines2. Although the SANS data presented in Chapter 5 cannot
be analysed with the detail that is described here, it is expected that a future
continuation of this work will require the concepts briefly described above.

3.3.b Inelastic neutron scattering

The inelastic neutron scattering (INS) studies physical processes imply-
ing a change in the energy of the incoming neutrons. Actually, this kind of
scattering is always present in measurable condensed–matter systems, given the
fact that, at T > 0, every atom is never completely still, but it is vibrating around
the lattice equilibrium position due to the thermal energy. The more atoms vibrate
and the more time they spend out of their equilibrium position, the greater this
inelastic (structural) contribution gets. Nevertheless, compared to the elastic scat-
tering, the INS contribution is several orders of magnitude smaller. As a result, the
elastic signal may mask that from inelastic scattering, and the INS may therefore
be only visible in the form of an attenuation of the Bragg peaks (Debye–Waller
factor). However, the interest of determining the energy lost by neutrons when
interacting with matter is of primer interest, since it carries very powerful and
rich information on the quantum states, magnon excitations or phonon
propagation, among others [94, 138, 149]. Just an acknowledgement for neutron
scatterers, N. Brockhouse was awarded a Nobel prize in 19943 supported by his
investigations in INS, together with C. Shull, whose work was devoted to the de-
velopment of neutron diffraction.

The use of Inelastic Neutron Scattering opens the path to analyse the
single and/or collective excitations of energy that are included within the
range of 10−5–100 meV. As for the case of elastic neutron scattering, the INS
signal encompasses two contributions: one stemming from the scattering with the
nucleii, and a second one, which emerges from the interaction of the neutron spin
with the unpaired electrons. The former is related to phonons, whereas the second
carries information on the single–particle excitations, such as the ones driven
by crystalline electric field (CEF) effects, but also, on collective magnetic
excitations associated with the propagation of the spin waves within the
ordered region (magnons) [94, 138]. In principle, CEF excitations should

2stay tuned for incoming publications.
3the same year I was born! ,
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be dispersionless, while phonon and magnons should display an E vs. q
dependence. A simple way to distinguish whether a dispersion excitation is of
nuclear origin (phonons) or magnetic is to follow such E(q) variation. If the excita-
tion energy transfer increases along with the wave vector transfer q, the excitation
is triggered by phonons. On the contrary, if the energy transfer decreases as the
q increases, one should expect a magnetic origin for the excitations [150]. Just to
give a little background on these measurements, the first reported experimental
observations of spin waves using this technique were made by Bjerrum Møller and
Houmann at Risø [151]. Their work paved the way to the understanding of these
collective excitations in magnetic structures, yet their determination in AF struc-
tures remains, still nowadays, challenging [92].

Before moving forward, one may reckon, at this point, about how to ex-
perimentally distinguish between magnon excitations and the Zeeman
splitting of the different multiplets. The provenance of the former have been
already explained in Chapter 2, whilst the latter came as a consequence of the
appearance of local fields within the magnetic ordered region. These local fields
are gathered in a single term, Hm, which is introduced to the CEF Hamiltonian
(see eq. 2.14), and provokes a splitting of the energy level multiplets. This opens
the access to new sub–energy levels, to which the electrons can promote, leading
to the appearance of extra peaks in the INS pattern. A strong temperature
dependency of the peak intensity, together with the observation of a gap,
are features usually ascribed to magnons (spin waves), and are usually not re-
trieved for the case of the simply Zeeman splitting transitions.

To ease the reading of the INS description, we consider that it is better to focus
on the main expressions that allow the experimental analyses of the data. We refer
the reader to follow [92, 94, 138], where a deeper understanding is provided. Hence,
we will describe the INS contribution by the term:

dff

dΩd(~!)
=
kf
ki
S(q; ~!) (3.32)

being S(q; ~!) the INS intensity. The total integrated scattering intensity,R
d(~!) S(q; ~!), is independent of T , and falls off with q quadratically in the

case of magnetic excitations. On the contrary, for the case of phonons, as we have
already mentioned, an increase with q and T is observed [138]. This is usually
inspected in the so–called contour plots, as it is going to be shown in Chapter
5. Regarding the magnetic contribution to INS, we will just briefly mention that
only the magnetization components that are perpendicular to q contribute to the
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scattering–cross section [138].

Another way to experimentally probe these excitations is to represent the mea-
sured Smag (q; ~!) vs. the Etransf er . There, according to the theoretical back-
ground provided in Chapter 2, the outburst of peaks, that account for the
transitions between the energy levels corresponding to the splitting of the ground
state multiplet due to the CEF, will emerge (apart from the instrumental back-
ground, sure). Needless to say, these peaks display non–zero width, rather than a
Dirac–delta shape, due to the thermal disorder and quantum nature of electrons.
Additional peaks shall emerge in the magnetic ordered phase due to the multiplet
splitting caused by the Zeeman effect and/or to the magnon density state that
cause the spin wave excitations [93, 94, 99], as it has already been said.

The INS analyses provided in this Thesis work focus on an ensemble
of NdCu2 with 13 nm–sized MNPs. It is worth recalling at this point that this
is the first time that INS is performed in 4f ensembles of MNPs. In addition to the
limited access to beam time, the INS technique requires the use of great amount
of sample, in particular, of MNPs (∼ 10 g), to get a sufficient signal–to–noise
ratio, which is undoubtedly a sticking point for using this technique. As we have
commented in the sample preparation, here, the use of the ball milling technique
is key, since it provides a great amount of highly crystalline MNPs in a relatively
easy and efficient way. To complete the results of the MNPs, we provide also a
comparison with the NdCu2 bulk alloy. This was accomplished by analysing the
experimental data reported by E. Gratz et al. in [99]. We would have rather mea-
sured the bulk alloy by our own too, but the access to beam time is very limited
and, unluckily, there was no time left to be invested on the NdCu2 bulk alloy.

Accordingly, the NdCu2 13 nm–sized MNPs were measured using the neutron
time–of–flight spectrometer IN4 located at ILL (France) with incident energies
of E0 = 8.8, 16.7, and 66.7 meV, at three different temperatures, T = 1.5, 5.25
and 10 K. All spectra were collected and corrected for background, absorption, and
self–shielding, and normalised to vanadium, by PhD. Maŕıa de la Fuente Rodŕıguez.
On the other hand, data for bulk alloy were performed by E. Gratz et al. on a
polycrystalline sample using IN4 and IN6 time–of–flight spectrometers, at ILL too,
with incident energies of E0 = 3.17 (IN6), 12, 17, and 50 meV, at temperatures
T = 1.5, 3, 4.5 and 10 K [99]. These spectra were also corrected for background,
absorption and self–shielding, and put on an absolute intensity scale by a standard
vanadium calibration [99].
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Both data sets were analysed using Igor software by programming a non–linear
fit. Several fitting functions were tried, to finally converge to a straight line back-
ground plus Gaussian peak–shape:

I = a · E(q; ~!) + b

background

+
X
i

Ai · e
−4 ln(2)

E(q;~!)−E0;i

FWHM2
i

Gaussian

(3.33)

being Ai the amplitude for peak i , FWHM the Full–Width at High Maximum
and E0;i the centre of the i–peak, which stands for the energy level position E0.
One should remember that both Ai and FWHM define together the peak area,
which is related to the probability of transitions to i–level.

3.4 Microscopy. Transmission Electron Microscopy.

Transmission Electron Microscopy (TEM) is a powerful technique which allows to
gain access to the nanoparticle morphology (shape) and size. In our case, the
images were recorded employing the direct electron beam (Bright Field mode).
In the case of 4f alloys, High–Resolution and EDX (Energy Disperssive X-Ray)
spectroscopy techniques were also used in order to get an insight to the crystallo-
graphic planes in the NPs and to verify their chemical composition, respectively.
Besides, Scanning Electron Microscopy (SEM) was performed to gain information
on the sample morphology of bulk and some of the biggest 4f MNPs. These mea-
surements were performed with the help of Ms. Seda Ulusoy at the clean room of
the Ångström Laboratory, located at the Uppsala Universitët, with a Zeiss 1550
Gemini, working in topographic contrast mode. The samples were mounted on a
rotary sample holder and sputtered with Au to enhance their contrast.

The sample preparation for TEM measurements was different depending
upon the origin of the sample magnetism. In this way, the 4f MNPs re-
quired to suspend the solid powder in ethanol under ultrasonic vibration. Then,
two drops of the suspension were applied to carbon films on copper grids. These
measurements were performed on a Jeol JEM 2100 electron microscope (JEOL,
Japan) at the TEM facility of the Universidad de Cantabria (SERMET) and at
the Stokholm University (Ms. Seda Ulusoy), operating at an accelerating voltage
of 200 kV. On the other hand, in the case of 3d MNPs, TEM was performed on
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Synomag NFs and magnetosomes (extracted from the bacteria) adsorbed onto 300
mesh carbon–coated copper grids. The images were obtained with a JEOL JEM–
14000Plus electron microscope (SGIker, UPV/EHU) at an accelerating voltage of
120 kV (Ms. Lućıa Gandarias Albaina). The particle size distribution in both 4f
and 3d was analysed in several images using a standard software for digital electron
microscope image processing, ImageJ [152].

3.5 Magnetic measurements: Static DC and dy-
namic fflAC regimes.

The magnetic characterisation encompasses both static DC magnetization and dy-
namic AC susceptibility, MDC(H; T ) and χAC (T, f, t) measurements, respectively.
To this aim, Quantum Design QD–PPMS and QD–MPMS (SQUID) instruments
were used intensively. Additionally, for the case of BMs, a Vibrating Sample (VSM)
magnetometer was also employed to measure the hysteresis loops at room temper-
ature, with the collaboration of PhD. Iñaki Orue. The way these instruments work
is well–known and has already been explained in other Dissertations in great detail
(e.g., [34, 48]), so we will not repeat here those descriptions. Briefly, we will just
mention that the static MDC(H; T ) measurements have been performed in a wide
range of temperatures (T = 2–300 K) and fields (—0H ≤ 9 T). In the case of the
fflAC(T; f ; t), a broad range of frequencies (f = 1.7 Hz–10 kHz) could be accessed.

Additionally to the conventional Zero–Field cooling (ZFC)–Field Cooling (FC)
protocols performed in the static M(T ) regime, that have been very widely de-
scribed elsewhere4 [34, 48], here, we would like to give some brief remarks on
the two quantities that we have introduced in [37] to better account for
the strength of the Spin Glass frustrated interactions. These are the Ir-
reversibility Area, IA, and the Full–Width at Half–Maximum of the SG
ZFC–M(T ) cusp, FP. To obtain the IA, ZFC and FC MDC values are subtracted
and normalised to the maximum FC MDC value. Then, the IA is obtained as the
integration of the resulting curve. Obtaining the FP, on the other hand, requires
to measure the FWHM from the normalised M=Mmax vs. T=T f curves. Both
quantities are, consequently, dimensionless. These two quantities display opposite

4just as a brief description, the ZFC–FC protocol starts with the cooling of the sample under
no external applied field (ZFC). Then, a magnetic field is applied, and the magnetisation is
measured upon warming. Without removing the field, the sample is cooled again (FC), and the
magnetisation is measured, either during the cooling process or upon warming.
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behaviours, given that the value of IA tends to increase when the presence of
the SG phase in the MNP ensembles is strong, as the magnetic irreversibility gets
stronger. On the other hand, the FP behaves exactly opposite: the more robust
the SG phase, the faster the magnetic moments freeze, leading to a sharper SG
peak. Therefore, the greater IA and the smaller FP, the more robust the SG state.

Regarding the dynamic fflAC measurements, apart from the conventional
fflAC(T; f ) measurements, here we would like to stress some details on the time–
dependent aging and memory effect phenomena measurements that we have per-
formed. As these effects are very subtle, since they are traced using the out–
of–phase component ffl′′(T; t), we have used the MPMS–SQUID device installing
the Reciprocating Sample Option (RSO), at both Universidad de Cantabria and
Uppsala Universitët. This allows to enhance the sensitivity of the instrument up
to M ∼ 10−8 emu. There exist in the literature several works providing differ-
ent protocols to trace these time–dependent effects, employing both static MDC

and dynamic fflAC measurements [77, 87, 153, 154]. Here, we have decided to
use dynamic fflAC susceptibility, as it allows to detect in more detail the subtleties
concerning the spin dynamics. More precisely, we have constraint to the lowest
measurable frequencies (f = 0.17 to 2 Hz) and oscillating fields (—0H = 0.1 and
0.313 mT), in order to tune the measurements to the slow dynamics of the frus-
trated magnetic moments.

Concerning the ageing, we have followed the protocol described in [76], whereas
memory effects and rejuvenation have been performed according to [77, 87, 153].
Accordingly, the relaxation of the Spin Glass phase towards equilibrium (ageing)
was followed by measuring the out–of–phase component, ffl′′ vs. t, at a fixed f
and T , for a period of time no less than t ∼ 4 · 103s. Just as a recall of what
was mentioned in Chapter 2, a time–dependent response for the ffl′′ is expected
in a SG phase. Furthermore, the robustness of the SG phase was traced via the
temperature cycling measuring protocol. In this measuring procedure, the ffl′′(t)
is measured at T < Tg (typically, 0.8Tg ) for a time enough to the SG phase to
relax towards equilibrium (t ∼ 104 s). Then, the temperature is raised a ∆T ∼
10%, for different temperature values close to Tg , below and above. Afterwards,
the temperature is lowered back to the initial T and the ffl′′(t) is measured again.
By doing this, one can observe whether the initial SG domain configuration
(droplet) is maintained along with a new domain configuration (droplets
within droplets), or whether a completely new SG phase is set. A schematic
visual representation of this protocol is shown in Fig. 3.6
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Figure 3.6: a) Sketch of the temperature cycling protocol. The aging measurement starts at
t = 0, when the temperature is lowered to the chosen Tw . b) Detailed view on the specific
sample holder, suitable for cP measurements also performed under an external applied field.

In which respects the memory effect phenomena, these appear after having
waited for a period of time, tw , at a temperature value Tw within the SG phase,
ie., Tw < Tg , as explained in Chapter 2. Therefore, the way to detect those effects
is to first, measure the ffl′′(T ) dependence without making any pause, ie., as it is
conventionally done. This is the way to obtain the reference curve, which, within
this Thesis work, has been measured upon warming. Then, the temperature is
cooled upon Tw , where a stop of, typically, t ∼ 103–104 s, is made. Once the
waiting is resumed, the cooling is continued down to the same T than the ref-
erence’s one. Finally, the ffl′′(T ) is measured upon warming without making any
stop. It is, precisely, on this second warming measurement where the memory ef-
fects will appear, in the form a drop of the ffl′′(T ) at T . Tw , as already explained
in Chapter 2. Examples of these memory effects will be shown in Figs. 4.4 or 5.8.

3.6 Thermodynamic properties:
Specific heat measurements.

The thermodynamic properties of the 4f alloys were studied by measuring the spe-
cific heat at constant pressure, (cP ). Data were measured using the Heat Capacity
option of the QD–PPMS instrument at T = 2–300 K and —0H ≤ 8 T following the
relaxation method [155]. The experimental details on the sample holder (puck) or
sample preparation have already been reported before [48], and there is few to be
added. We will just mention that we have employed a specific sample holder (see
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Fig. 3.6b), which is suitable for the application of high magnetic field in samples
with high magnetic moment, as it is the case of the 4f MNPs. This avoids the
eventual lift–off of the pellets.

Attention is deserved to the data analyses of the cP , as a new approach
of the fittings for ensembles of NPs has been elaborated. This goes along
with the fact that cP measurements are not that common in nanoparticle ensem-
bles, which already might attract the attention of the MNP community. Although
research on the cP response of nanoparticles has been studied in the last years
(e.g. [156, 157]), the analyses where a clear separation between the cP

stemming from the core (order, bulk–like symmetry) and the one from
the surface atoms (disorder, symmetry breaking) are very scarce. To this
matter, it is worth mentioning a work by B.X. Wang et al. [158], where a theo-
retical model that accounts for these double NP behaviours in copper oxide NPs
has been proposed. However, a full understanding of the cP response regarding
nanoparticles where the magnetic and CEF contributions are relevant is still miss-
ing. To fill in this gap, a simple description that takes into consideration these two
behaviours is going to be shown hereunder.

Thereby, as it is commonly known, cP (T ) measurements may carry information
on the magnetic and CEF excitations. It is very common to assume the cP to
be constituted by the addition of the phononic cph, electronic cel (metals) and
magnetic plus CEF cmag+CEF contributions:

cP = cph + cel + cmag+CEF (3.34)

The former two contributions are usually grouped in a single term, labelled
as clattice , which needs to be subtracted from the total cP in order to obtain the
cmag+CEF , that carries information concerning magnetic transitions and single–
ion (CEF) and collective excitations (magnons). Therefore, a good estimation
of the clattice contribution is key to unravel the cmag+CEF. Traditionally,
two different approaches have been invoked when dealing with the clattice . They
are (i) the one that consists on the extrapolation of the clattice measured in the
PM region according to a Debye model [159]; and (ii) the one that assumes
this clattice to be that of the non–magnetic isostructural compound [93, 160],
including a mass–renormalisation factor [161] for accounting the different molar
masses. Nevertheless, these two approaches failed in giving a good account for
the clattice in MNP ensembles, as the modifications of the bulk properties
(local symmetry, coordination environment...) are neglected. Furthermore,
the experimental evidences indicate a softening of the phonon modes at the MNP
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surface [67, 157, 162], ascribed to the reduced symmetry and enhanced distortion.
Indeed, a more subtle analysis when dealing with the specific heat response
of MNP ensembles is needed. Here, we propose to account for the existence of
the two different local coordination and symmetry environments (core and surface)
by splitting the clattice into two different contributions: (i) the one that accounts
for the nanoparticle core, and (ii) the one that is responsible for the nanoparti-
cle surface. Both contributions are weighted by a factor N, that accounts for the
surface–to–volume ratio. Accordingly, we will address Nc and Ns for the proportion
of magnetic moments located within the MNP core and at the MNP surface,
respectively. A 2 nm–thickness has been assumed as a reasonable estimation for
the surface, based on several studies performed on diverse ensembles of MNPs,
where the surface thickness has been stated to be around ∼ 2 nm [43, 55, 56].
Accordingly, the cP reads as follows:

clattice =Nc

"
‚c · T + 9R

„
T

„cD

«Z „cD=T

0

dx
x4 · ex

(ex − 1)2

#
+
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"
‚s · T + 9R

„
T

„sD

«Z „sD=T

0

dx
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(ex − 1)2

# (3.35)

being the Nc value, calculated according to:

Nc =
Vcore
VMNP

=

„
rcore
rMNP

«3

(3.36)

and the Ns value obtained by just subtracting 1-Nc .

Therefore, the use of eq. 3.34 leads to the fitting of 5 free parameters, ‚c,s,
„c,s

D and Nc , as Ns = 1− Nc .

Once the clattice is estimated, the cmag+CEF contribution is obtained by simply
subtracting it from the experimental cP , as it is traditionally done. The resulting
cmag+CEF would then carry information on both the magnetic excitations (cmag )
and cCEF . The latter contribution can be calculated theoretically as:

cCEF =
1

kT 2

24X
i

E2
i pi −

 X
i

Eipi

!2
35 (3.37)

where pi = e−Ei =kTP
j e
−Ej =kT

the Boltzmann factor.
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Chapter 4

GdCu2 magnetic nanoparticles

“Soy aquella niña de la escuela,
la que no te gustaba, ¿me

recuerdas?”

Lola Índigo

The first insight into the RCu2 family will be devoted to the GdCu2 alloy.
Gd3+–ions display a half–field 4f shield, leading thus to a total angular L = 0. As a
consequence, no spin–orbit interaction is settled, there are no CEF effects retrieved,
and the magnetocrystalline contribution to the anisotropy vanishes. Therefore, this
S–state ion is convenient to study the RKKY exchange interactions themselves,
given the fact that there will not be any influence of the electron–electron in-
teractions caused by electrostatic interaction between the aspherical 4f charge
distribution of one particular Gd3+ and the aspherical electrostatic field arising
from the neighbours. This brings Gd3+ to a situation that could be interpreted
as an intermediate state between the 4f magnetic intermetallics and the 3d com-
pounds.

Furthermore, Gd3+ displays, together with Tb3+, the highest de Gennes
factor, dG = (gJ − 1)2J(J + 1), among the RCu2 series (dG = 15.75 and 10.5,
respectively). Within the RKKY model, the dG is expected to be proportional to
the ordering temperature, TN [93]. Thereby, both GdCu2 and TbCu2 display the
highest critical TN values (40.2 K [163] and 48 K [164], respectively). According
to the aforementioned values, a cross–over between the maximum values of dG
and TN is observed, which underlines the fact that the RKKY interactions are
not enough to account for the magnetic interactions, and higher–order crystalline
and molecular–field parameters, so as quadrupole and magnetoelastic interactions,
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should be invoked to fully understand how the magnetic interactions are settled
[110, 165]. In any case, the fact that we are dealing with the alloy displaying the
second highest TN among the RCu2 series ensures the existence of strong AF cou-
pling, which, together with the lack of angular moment, makes GdCu2 an excellent
candidate to study the RKKY coupling.

While the knowledge about magnetic Nanoscience has already become mature,
it is very surprising that the works focused on 4f intermetallic nanoparticles are so
scarce. This is more so, considering these constitute the best ensembles to unravel
the magnetism (indirect RKKY coupling, the effect of crystalline electric field...)
at its basis. Indeed, the fascination of these ensembles is not limited to disclose
fundamental physics, yet they have shown their suitability for a plethora of applica-
tions, from permanent magnets [166, 167] to medical applications [53, 168, 169],
to cite a couple of them. Furthermore, given the well–known fact that finite–size
effects alter the magnetic properties, owing to the symmetry breaking and the
reduced coordination environment for the surface atoms (see [170] or [171]), there
is plenty of room at the bottom concerning the determination of how the 4f mag-
netism is affected at the mesoscopic scale. To fill in this gap, some groups started
to unveil, in the last two decades, the magnetic properties of RX2 intermetallics
at the nanoscale. One of the initial examples was the mechanically–milled GdAl2
[172, 173]. This alloy, which is a conventional FM in bulk state [36], undergoes a
transformation to a re–entrant spin glass when it is nanoscaled. The bulk TC ∼
170 K [174] survives together with the emergence of a freezing transition at Tf ∼
65 K [172, 175]. The FM state is strong, since it stays almost unaffected upon
milling times as great as t = 590 h [176], where the crystalline structure is de-
stroyed, and the alloy gets amorphous.

Particularly, in the last few years, our group started investigations on TbCu2

MNPs produced using low milling times. In bulk TbCu2, an AF state is present, in-
stead of the FM one of TbAl2 [38, 93, 164, 177]. Previous investigations on TbAl2
MNP ensembles reported the coexistence of TC ∼ 100 K with a low–temperature
SG state at Tf ∼ 45 K [42]. The question that remained open was then to deter-
mine the impact of the size reduction on the AF RKKY interactions in ensembles
of TbCu2 MNPs. To this aim, in the second decade of the 2000s, our group
focused on the fabrication of these TbCu2 MNPs and on their characterisation,
from structural to magnetic viewpoints. Concerning the fabrication process, it was
very surprising that, already at t = 0.5 h, nanometric sizes around 25 nm were
achieved [39]. This contrasts with the metallurgical situation of TbAl2, which re-
quired t = 70 h to obtain a similar MNP size [42]. Coming to the magnetism, a
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low temperature Spin Glass–like transition emerged at T ∼ 15 K for the TbCu2

MNPs, coexisting with the bulk Néel transition (T ∼ 48 K). Both transitions are
held up to t = 15 h, where the global AF state was destroyed, and thus, the TN
is no more retrieved [39, 43]. The crystalline structure, so as the magnetic unit
cell, were also kept in the MNP ensembles, with minor modifications with respect
to the bulk one [43, 178].

Given that these works demonstrated the possibility to obtain, in relatively low
milling times, crystalline magnetic nanoparticle ensembles of TbCu2, we decided
to mimic this procedure to obtain (S–state) GdCu2 MNPs. Accordingly, six en-
sembles of GdCu2 MNPs have been produced, employing milling times of t
= 0.5h, 1h, 1.5h, 1.75h, 2h and 5h. Additionally, a master bulk alloy was produced
and measured, to be used as a reference. By keeping the milling process that short,
the bulk orthorhombic Imma CeCu2–type crystalline structure was preserved al-
most unaltered in the MNPs, which guarantees the good degree of crystallinity (see
Appendix A for a detailed explanation on the crystalline structure). The mainte-
nance of the crystalline structure within the MNPs was key to our main purpose,
which was to study the modifications driven by finite–size effects, avoiding
the effects caused by the amorphisation of the alloys [127, 179, 180]. Indeed, there
is a microstrain contribution inherent to the grinding that distorts the crystalline
array of ions, but still far from turning the sample into an amorphous arrangement.
The Rietveld refinements on the XRD patterns (Appendix A) indicate mean MNP
sizes of 〈D〉 40(5), 32(5), 25(5), 18(3), 10(1) and 7(1) nm, which are comparable
with the ones of TbCu2 ensembles [39]. As occurs in the TbCu2 MNPs, the milling
times needed to achieve nanometric sizes in GdCu2 ensembles are drastically re-
duced from those reported for GdAl2 [36]. For instance, with only t = 1.5 h, a
mean particle size of 〈D〉 ≈ 25 nm is reached for GdCu2, whereas t = 120 h were
needed to achieve such a size in GdAl2. It seems that alloying these R with Cu
in this stoichiometric proportion 1:2 leads to a softer mechanical behaviour with
respect to the Al situation.

Regarding the structural characterisation, the high neutron absorption rate of
Gd [181] prevents us to evaluate not only its crystallographic (nuclear) state, but
also, the magnetic moment structure by neutron diffraction. Thus, the crystalline
arrangement could only be verified by means of XRD. Therefore, the results and
discussions presented hereunder will be mainly focused on the magnetic properties.
Fortunately, we also could gain access to the thermodynamic properties of this al-
loy by means of specific heat measurements, which were clearly helpful to have an
insight to the energy level schemes.
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4.1 Magnetic properties

This section will deep into the magnetic properties of the GdCu2 ensembles of
MNPs. We will first provide and discuss the static MDC(H; T ) characterisation,
in order to get a first idea about how the magnetic transitions take place in these
MNPs. Afterwards, dynamic χAC (T, f) and fflAC(t) measurements will be com-
mented, with the aim of disclosing the particularities of the spin dynamics and
interactions. Thanks to the fflAC(T; f ; t) measurements, the existence of different
blocking mechanisms taking place simultaneously at these MNP ensembles will be
disclosed.

4.1.a Static Magnetic Susceptibility: MDC (T, H)

The static magnetic susceptibility analyses will begin by the determination of the
magnetisation behaviour as a function of the temperature, i.e., MDC(T ). These
measurements serve as an initial guide to picture the magnetic transitions under-
gone by the GdCu2 ensembles. In order to study the possible field–irreversibility
of the MNPs, we have performed Zero–Field Cooled (ZFC) and Field Cooled (FC)
measurements. Fig. 4.1a includes these protocols performed at constant field —0H
= 10 mT for all the nano–scaled GdCu2 alloys. In order to clearly see every data
set, two Y–axis scales have been used, one for milling times t ≤ 1.75h (top), and
a second one, for t ≥ 2h (bottom). Besides, given that the results concerning the
0.5h–milled MNPs are masked by the rest of the data sets, we have shown them
separately on the right. While the AF Néel transition is only present for low milling
times (t ≤ 1.75h, top figure), all the data sets exhibit magnetic irreversibility be-
low the freezing temperature, Tf ∼ 25 K. This freezing temperature reveals the
transition corresponding to a Spin Glass–like phase.

Bearing in mind the aforementioned situation concerning TbCu2 MNPs [39, 43],
we can state the magnetic state of the greatest MNPs (〈D〉 ≥ 18 nm, i.e.,
t ≤ 1.75h) building up to a Superantiferromagnetic (SAF) state, where the
magnetic moments located within the core retain the AF coupling order, while
the ones located at the surface constitute the disordered SG phase. For clarity
purposes, a sketch of the SAF arrangement has been included in this Fig. 4.1a.
It is worth noting that the TN value is not affected by the size reduction, as it
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is always found at 42 K, which agrees with the one of the bulk alloy. Notwith-
standing, the intensity of this Néel transition gets progressively softened with the
milling, down to t = 2h (〈D〉 = 10(1) nm), where it is completely removed. This
indicates a reduction of the AF–coupled moments, driven by both the increasing
microstrain, ”, and the surface–to–core ratio. The former ” is due to slight dis-
tortions of the atomic positions, r , which effectively modify the exchange coupling
among the Gd3+ atoms, leading thus to the frustration of some of the RKKY
interactions1. On the other hand, an increase of the surface magnetic moments
implies a greater spin canting, which detaches the magnetic moments from the
AF state. These canted spins will promote the onset of a magnetically disordered
phase. For milling times t ≥ 2h, the AF–order is completely removed, since
there is no fingerprint of the Néel transition in the MDC(T ) curves, as it can be
inspected in the bottom panel of Fig. 4.1a. At this point, we can anticipate,
thanks to the fflAC(T; f ) characterisation shown hereunder, that one should figure
out a Super Spin Glass (SSG) state [182, 183], where all the spins participate to
this global frustrated state. The SSG arrangement has been sketched in the inset
of this bottom panel of Fig. 4.1a. In any case, what is clear from the MDC(T )
analyses is that the SG cusp intensity shoots up dramatically for t = 2h and
5h–milled MNPs, with respect to the situation concerning lower milling times.
In this way, although it increases smoothly within the range t = 0.5–1.5h, and
from t = 2h to 5h, between t = 1.5h and t = 1.75h, the value gets doubled, but,
what is more, from t = 1.75h to t = 2h, it gets a four–fold increase. This scrutiny
of the SG cusp variation has not been reported before, even not for the case of
TbCu2 cousins MNPs.

In order to find out more information on the freezing process, the Tf vs. —0H
behaviour has been analysed. The results follow the dependence showed in de
Almeida–Thouless line (eq. 2.11) with m = 3/2, which agrees well with the mean
field framework for Spin Glasses [184, 185]. The exception to these fittings are
the results concerning the 0.5h milled MNPs, highlighting the prevalence of the
AF order within this ensemble.

Table 4.1 includes the main results, together with the parameters obtained
from Curie–Weiss fittings2 performed in the region T > TN at —0H = 0.1 T. The
results for the Curie Temperature „P show positive values in the whole range of
sizes. This fact is indicative of FM interactions among magnetic moments [1]. As
long as the AF–moments are relevant (t ≤ 1.5h), „P stays almost constant at

1just as a recall, in eq. 2.4 and Fig. 2.3, the coupling dependency with r was depicted.
2Curie–Weiss law: M=H = C

T−„P , being C = n—0—ef f

3kB
[2].
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„P ∼ 8 K, a value that is in good agreement with the one obtained for the bulk
alloy, „bulkP = 8.05(2) K. Notwithstanding, the „P value increases for t = 1.75h (∼
10 K). The increase is even more dramatic, for the case of t ≥ 2h–milled (∼ 20
K), when the cross–over from a surface SG–like phase to a SSG global state takes
place. Curie–Weiss fittings also provide quantitative values for the —ef f , which,
on the contrary, are not affected by the milling. This is congruent with the fact
that the magnetism of these MNPs is solely due to the Gd3+–ions. We will just
mention that the experimental results are slightly above the one expected theo-
retically, —theoef f = g J—B

p
J(J + 1) = 7.94 —B, (where J = 7/2, obviously). This

agrees well with the reported (experimental) values of —ef f = 8.14 —B and/or —ef f
= 8.7 —B in either single crystal [186] or polycrystalline alloys [187] respectively.
The enhancement of conduction–electron interaction has usually been claimed to
be beneath this finding [188].

Table 4.1: Experimental values of the Tf measured at —0H = 0.25 mT together with the
irreversibility temperature obtained from the axis extrapolation of the AT line described
in eq. 2.11, Ti r rev . The „P and —ef f obtained from the Curie–Weiss fittings are also
included.

t (h) 〈D〉 (nm) Tf (K) Ti r rev (K) „P (K) —ef f (
—B

Gdat
)

0.5 40(5) 32(1) – 8.16(2) 8.762(1)
1 32(5) 31(1) 26.4(3) 8.03(2) 8.876(1)

1.5 25(5) 30(1) 27.4(4) 8.17(7) 8.763(1)
1.75 18(3) 28(1) 24.0(3) 10.6(3) 8.697(1)

2 10(1) 24.2(5) 21.7(2) 21.7(3) 8.452(1)
5 7(1) 24.3(5) 21.6(2) 23.0(2) 8.703(1)

On the way of the MDC(T ) analyses Fig. 4.1b displays the evolution with the
mean MNP size of the IA and FP quantities, elaborated in chapter 3. Just as a
reminder, the greater IA and the smaller FP, the more robust the SG state. It
is very worth noting the occurrence of a maximum (minimum) in this Fig. 4.1b
for the IA (FP) measured in the 1.5h–milled alloy. This result points to 〈D〉 =
25(5) nm MNP–size (t = 1.5h) as the one where the SG phase is the most robust.
This is in principle, striking, as for that size, a well–defined AF–core still remains.
Nevertheless, this situation is well–understood by taking into account what really
matters to a SG state. Accordingly, the RKKY interactions depend on actually
two sources of frustration, the one that comes inherent to the disorder introduced
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by the size reduction (increasing surface–to–core ratio and microstrain), and the
intrinsic competition between FM and AF interactions. The latter rivalry between
exchange interactions contributes to the disorder SG phases, as it has already been
discussed for FM order in [189]. Therefore, it would not be unreasonable to con-
sider our SAF MNPs to be formed by two spin networks, from which frustration
arises: (i) the one, mostly corresponding to the spins within the core, with
competing FM–AF RKKY interactions, and (ii) the second one, mainly related
to the spins at the surface, where the increasing microstrain introduced by the
milling, together with the symmetry–breaking and local coordination reduction
gives rise to a greater magnetic disorder.

Once the MDC(T ) at different constant applied H fields has been analysed, it is
time to move to the M(H) results, measured at a constant T value, to inspect the
magnetisation under external applied field. This will allow access to get, mainly,
information on the anisotropy of the GdCu2 MNPs. Accordingly, Fig. 4.2a displays
the MDC(—0H) hysteresis loops measured at T = 5 K. There, it can be seen that
none of the alloys reaches the magnetic saturation at the highest applied field,
—0H = 5 T, as it is the case for the bulk alloy (see inset). Furthermore, the MDC

at this —0H = 5 T (depicted in Fig. 4.2b, blue squared) increases dramatically
when the AF arrangement is removed (t ≥ 2h), a fact that agrees well with the
increasing FM couplings established among some magnetic moments (which are
favoured by the spin canting at the surface). Also, in the absence of AF order, the
shape of the M vs. —0H curve changes, as there is a negative bending of the M
between —0H = 1.5 T to —0H = 5 T, which was positive for the SAF ensembles
and, in this case, it is reflecting a reduction in the anisotropy. What is more, if we
inspect in more detail the M(—0H) curves for both SSG MNPs, a value of M ∼
5 —B is reached at —0H = 5 T, which corresponds to ∼70% of the theoretical
saturation value M = gJ · J = 7 —B (J = 7/2, gJ = 2). This is greater than the
∼ 55% value observed in TbCu2 NPs at the same magnetic field [39], which un-
derlines the lower anisotropy for GdCu2 MNPs. This is well–understood according
to the lack of magnetocrystalline anisotropy of Gd3+–ions. The left inset of this
Fig. 4.2a includes a zoom–in of the central region of the hysteresis loops, where
both the coercive field and the remanent magnetic moment can be observed. For
clarity purposes, the —0HC vs. MNP size, 〈D〉, has been depicted in Fig. 4.2b,
together with the M(—0H =5 T) value (dark yellow circles and blue squares, re-
spectively). There, a maximum for —0HC can be noticed for 〈D〉 ∼ 18 nm (t =
1.75 h–milled) MNPs, where the M(—0H = 5 T) also increases dramatically. A
similar effect has been reported for the case of FM–MNPs, where the cross–over
from multi–domain to single–domain MNPs was claimed to be triggering this
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rise [1, 2]. It is very plausible that our GdCu2 ensembles could hold within this
picture, i.e., AF domain walls could be set for 〈D〉 . 20 nm, whilst their energy
cost will not be compensated for smaller MNPs. Later on, dynamic fflAC(T; f ; t)
analyses will confirm this preliminary scenario.
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Figure 4.2: a) Magnetic moment per Gd atom vs. the external applied field (hysteresis loop)
measured at T = 5 K for the ensembles of GdCu2 MNPs. The left inset provides a closer
look to the central region —0H ∼ mT to better observe the coercive field —0HC and remanent
magnetisation Mr . The right inset shows the bulk alloy measured up to —0H = 9 T. In b), the
evolution of the —0HC (dark yellow red spheres) and M(—0H = 5 T) (blue squares) with the
MNP size 〈D〉 (reverse axis) at T = 5 K is plotted. The gray line marks the limit size for which
the cross–over from multi–domain to single–domain AF takes place.

Finally, considering the coexistence of FM and AF interactions in some of our
samples, we have investigated the presence of an eventual Exchange Bias. The
loops were measured after cooling down to both T = 5 and 2 K in a presence of
—0H = 5 T. However, the measurements (not shown) indicate that no shift in the
M(H) loop for any of the studied alloys. This absence of shift is not so surprising
considering that the exchange anisotropy effect is weak when the interface of the
core and the surface of the NPs presents a large atomic roughness [16].

4.1.b Dynamic Magnetic Susceptibility

As we have already mentioned in Chapter 3, dynamic magnetic susceptibility is
a powerful technique that provides valuable information on the spin dynamics
[50, 179, 190]. Thereby, thanks to the fflAC(T; f ) and fflAC vs. time, t, analyses,
we have gained access to a very complete insight into the magnetic moment in-
teractions and dynamics. This has been specially enlightening in the case of these
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GdCu2 ensembles, given the lack of microscopic ND measurements. To this aim,
we will present first the conventional fflAC(T; f ) measurements. Then, the mea-
surements tracing the memory and ageing phenomena will be shown and discussed.

To begin with, Fig. 4.3 includes the fflAC(T ) components (in–phase ffl′ and
out–of–phase ffl′′) measured at the lowest frequency of f = 0.17 Hz (Figs. 4.3a
and b) and in a range of frequencies between 100 and 10000 Hz (Figs. 4.3 c–f);
measured at an alternating field of h = 0.131 mT (no bias field). Starting with
Figs. 4.3a and b, the occurrence of two humps, ascribed to the freezing and the
Néel transitions, can be easily observed up to 1.75h–milled MNPs. Whereas the
former Tf value slightly shifts with the milling time (MNP size) (see Table 4.2),
the TN stays constant at 40.2 K for all the ensembles. Once the 1.75h of milling
time (18 nm MNP size) is overcome, the AF transition is removed, which
agrees with the MDC characterisation. Far from being surprising, this finding re-
inforces the idea of a cross–over between a SAF state and a SSG–like one
at 〈D〉 . 18 nm. Nonetheless, by just observing at first glance the out–of–phase
component shown in Fig. 4.3b, one should be shocked by a striking feature. In this
way, the freezing transition provokes a dissipation process, recorded in the ffl′′(T; f )
at Tg = 18 K, which is expected for Spin Glass transitions [50, 191]). Nonetheless,
there is also dissipation connected to the Néel transition. This is absolutely un-
precedented, as no dissipation should be probed in the vicinity of a second–order
transition [1]. The dissipation takes place in the form of two humps, located very
close to the TN , at Td1 = 33.5(5) K and Td2 = 40.0(5) K. Furthermore, the peaks
get broaden and reduce their intensity with the milling, being almost wiped–out for
the t = 2h and 5h ensembles, where the AF collective state is already lost. This
finding allows to connect this high–temperature disorder contribution to the AF
state, more precisely, to the existence of antiferromagnetic domain walls, in which
there exist uncompensated magnetic moments that are magnetically disordered.
This has already been proposed for AF grain boundaries in [192], and is congruent
with the static MDC(H) characterisation shown before (Fig. 4.2b). There, the HC
vs. 〈D〉 representation displayed a maximum for these 18 nm–sized MNPs. If one
takes into consideration their MNP core size, which is 〈D〉 ∼ 14 nm, and given
that the domain wall thickness lies around 1–1.5 nm [42], it is clear that these
1.75h–milled (18 nm–sized) MNPs are close to the limit size for domain walls to
occur.

The fact that this high–temperature dissipation takes the form of two cusps,
rather than a single one, is congruent with the antiferromagnetic microstructure,
that has been unravelled thanks to muon spectroscopy resonance and neutron
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Figure 4.3: a and b) include the normalised ffl′(T )=ffl′max and ffl′′(T )=ffl′′max components, respec-
tively, measured at f = 0.17 Hz and h = 0.131 mT. The chi ′max (chi ′max) correspond to the
value of the Spin Glass peak. The orange and yellow dashed lines in a) mark both Tf ≈ 25 K
and TN ≈ = 40 K transitions corresponding to the 1.5h milled MNPs. In b), additionally to the
glass Tg ≈ 18 K, the positions of Td1 ≈ 33.5 K and Td2 ≈ 40 K peaks in the vicinity of the
Néel transition have been marked. c) and e) (d) and f) display the ffl′(T ) (ffl′′(T )) components
measured several f the 2h (left) and 5h (right) SSG MNPs. The Tf and the freezing of the
surface and core moments have been marked with blue and brown arrows.
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diffraction analyses [193, 194, 195]. In this way, the commensurate magnetic
structure of bulk GdCu2 [195] carries a non–collinear cycloidal propagation, where
the small cantings of the Gd3+ lead to left–handed and right–handed cycloids
[193, 194]. This results in the existence of two different types of domain walls,
which translate into two different contributions to dissipation in the macroscopic
fflAC(T ). The finding of fingerprints for AF domain walls in our GdCu2 MNPs is
particularly interesting, since these AF domain walls are on target nowadays, owing
to their potential applications on the Spintronic field, such as spin wave polarizer
and retarder [196] and/or ultra–fast switching dynamics [197].

Let us now focus on the low–temperature spin dynamics. Figs. 4.3 c–f include
the in–phase ffl′(T ) component (Figs. 4.3c and e) and the out–of–phase ffl′′(T )
(Figs. 4.3d and f) for the SSG 2h and 5h–milled MNPs. A right–shift towards
higher temperature values of Tf is obtained in all the ensembles, which constitutes
a typical fingerprint of SG phases [84, 175]. As it has already been introduced
in Chapters 2 and 3, very powerful information on the spin dynamics can be ob-
tained by quantifying this displacement via the scaling to some critical exponents.
Therefore, Table 4.2 includes the obtained values for the ‹–parameter (eq. 2.10),
z�, fi0 and Tf ;0, obtained according to eq. 2.9.

Table 4.2: ‹–shift parameter, relaxation time fi0 of individual particles for f → 0, freezing
transition temperature Tf and critical exponent z� for all of the GdCu2 MNPs, obtained
following eqs. 2.10 and 2.9.

T (h) 〈D〉 (nm) ‹ fi0 (s) Tf ;0 (K) z�
0.5 40 0.0280(2) 10−8 24.3(4) 7.7(3)
1 32 0.0180(1) 10−8 26.5(2) 6.1(2)

1.5 25 0.0160(1) 10−13 25.14(2) 8.1(2)
1.75 18 0.0160(5) 10−13 24.13(2) 8.7(3)

2 10 0.0136(6) 10−11 22.58(4) 4.9(2)
5 7 0.0263(1) 10−8 23.20(4) 4.2(2)

To begin with the discussion of values of ‹–parameter are found to lie above
those typically attributed to the canonical SG state systems, [0.002–0.004], where
the concentration of the magnetic impurities is very diluted [50]. Also the results
for our MNPs are far from the ones obtained in archetypal re–entrant SG systems
[198, 199], as commonly found in other intermetallic SSG MNPs [39, 43]. In any
case, we are still far below the upper limit of ‹ = 0:1 expected for SPM systems
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[60, 79], and close to the ones reported for Cluster Spin Glass [73, 179]. This
reveals a tendency of the magnetically–disordered moments to form different ar-
rays, within each one the spins are coupled and respond as a whole, which leads to
a cooperative relaxation process. The results arising from the power–law scaling
are consistent as well, since the obtained z� values are inside the fragile regime
behaviour (5< z� <11) [70]. Here, it is worth noting that this exponent drops to
almost half of its value when the AF state is destroyed (t ≥ 2h), which evidences
that the MNPs dynamics achieves a more glassy behaviour [79].

The Tf ;0 values are always kept below the experimental ones, as expected, and
get reduce at the lowest MNP sizes, according to a less–robust SG phase. What
is more, fact that all of the obtained Tf ;0 are only 2 K deviated with respect to
the Ti r rev values obtained after the extrapolation of the AT–line fitting discussed
above, is indicative of a good agreement between both static and dynamic char-
acterisations [185]. Finally, fi0 values are pretty close to those corresponding to
SG phases, again, far from the ones expected for SPM ensembles [200, 201]. The
1.5h and 1.75h–milled MNPs (25 and 18 nm–sized, respectively) evidence
the two fastest relaxation processes, indicating the greatest interactions
among the disordered magnetic moments. It is worth reminding that faster
spin dynamics imply greater magnetic interactions, where, for the case of SG–like
phases, all the spins freeze as a whole. This is very distinct from the blocking
mechanism, where the particle magnetic moments are detached from each other
particle, being the blocking state set from the individual arrest of the magnetic
moments (slower dynamics, hence).

Paying now more attention to the dissipation associated with the Spin Glass
low–temperature transition, Figs. 4.3e and f allow to observe a double–peak struc-
ture near the glass Tg transition. To clarify the definitions, here we are calling
glass temperature, Tg , the temperature at which the maximum of the dissipation
is located. This Tg is, of course, associated to the freezing Tf , being, obviously,
Tg < Tf [50]. The double–peak structure for the low temperature Tg can only
be detected at the higher f side, i.e., f between 100 and 10.000 Hz, and it is
indicative of a two–step freezing process, just in the same way as it has also
been observed in Fe/‚–Fe2O3 core–shell SSG nanoparticles [73, 202]. Accordingly,
the core and surface magnetic moments freeze separately, giving rise to
a first hump, found at T ∼ 7 K, which accounts for the surface moments spin
dynamics, and a second one, owing to the core magnetic moments, located at
T ∼ 13 K. The fact that this double–freezing mechanism can only be disclosed
for the greater f can be understood as a matter of decoupling. This way, only
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when the probing f reaches ∼ 100 Hz, can become tuned to the alloy fundamental
harmonics, provoking the decoupling of the surface and core magnetic moments,
which will response on each own.

Given the variety of spin disorder dynamics evidenced in the GdCu2 ensembles
(low–temperature SG, high temperature uncompensated spins, SSG state for the
smallest MNPs, etc.), it was very worth addressing the ageing and memory effect
phenomena with the aim of accessing more information on the coupling among
the spins. As we have already introduced in previous chapters, these are help-
ful to evaluate the robustness of the magnetically frustrated RKKY interactions
among the moments. Accordingly, these two phenomena probe the existence of
highly–correlated RKKY–frustrated spins, thus, they are restricted to the out–
of–equilibrium dynamics of non–ergodic systems (SGs) [50, 76, 77, 78, 203]. It
should be noted, at this point, that the protocols associated to the ageing and
memory effects are not so commonly performed, as they require very high sensitive
MPMS–SQUID magnetometers, besides they are time–consuming. In the case of
the measurements presented in this Dissertation, the MPMS–SQUID (both at Up-
psala and Cantabria) had to be equipped with the Reciprocating Sample Option
(RSO), in order to gain access to sensibility up to ∼ 10−8 emu.

Beginning with the largest MNPs (40 and 32 nm–sized, 0.5 and 1h–milled
ensembles), they have not evidenced the occurrence of memory effects
associated with the low temperature SG transition (Tg = 18 K). This indi-
cates that the AF state within these MNPs is robust against disorder, and
it encompasses a great amount of magnetic moments. This prevents the frustrated
interactions to correlate a great amount of spins, which hampers the building of
a solid randomly disordered domain configuration. As we have already introduced
in Chapter 2, a drop in the magnetisation at T < Tw should be recorded if the
system dynamics is that of a non–ergodic ensemble of magnetic moments. Given
that, for these ensembles, no drop neither time–dependence response in the ffl′′ vs.
T representation are observed, both phenomena should be discarded.

Nonetheless, the situation concerning the MNPs of sizes below 25 nm
(i.e., milled for t ≥ 1.5h) is different, as both memory effects and ageing
phenomena are probed. As it can be seen, Fig. 4.4 includes the memory effects
(left–panels) and temperature cycling protocols (right–panels) measurements for
the SAF 1.5h–milled (25 nm) MNPs (top) and the SSG 5h–milled (7 nm) ones
(bottom). These specific MNP sizes correspond to the ones with the greatest
frustration (1.5h), and to the most robust SSG phase (5h–milled), respectively.
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Figure 4.4: Out–of–phase ffl′′ component of GdCu2 1.5h (top, a) and c)) and 5h (bottom, b)
and d)) milled MNPs measured at f = 0.2 Hz and 0.17 Hz, respectively. Memory effects are
evidenced in a) and b), as a drop in the ffl′′aged −ffl′′notaged susceptibility is measured below Tw =
15 K (a)) and Tw = 12, 15 and 18 K (b)) (see top insets). No memory effects are evidenced at
Tw = 30 K. Bottom inset in b) displays the relaxation of ffl′′(t) at Tw . c) and d), display the
relaxation measured at Tw = 15 K before and after applying three different ∆T . It can be seen
that the SG state is completely reborn when the rise is of ∆T = 1.06Tg . The inset of d) shows
a sketch of the energy–barrier landscape, where two different energy barriers, corresponding to
distinct domain configurations, are depicted.
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Starting the discussion with the 25 nm–sized MNPs, the occurrence of both
memory effects and ageing phenomena connected to the low temperature surface
SG transition can be clearly observed in Fig. 4.4a. These memory effects can
be traced in ffl′′(T ) curve measured upon warming, which has been recorded after
having made a stop at Tw = 15 K = 0.83Tg while cooling down. Particularly,
the memory of the surface SG phase is probed in the form of a drop in the in
the difference between ffl′′aged − ffl′′notaged at T . Tg , which is clearly depicted in
the top left–inset of Fig. 4.4a. Here, we would like to give a brief explanation
on this effect, which could serve as an example to follow the main concepts re-
lated to the out–of–phase phenomena already commented in Chapters 2 and 3.
In this way, starting from the high temperature–side, the MNPs are progressively
cooled down to their freezing transition, temperature at which a particular disor-
der configuration is settled. This disorder state is further cooled down to T =
Tw < Tg , where it is aged for some (long–enough) time. While this halt takes
place, the magnetically–disordered moments are relaxing towards equilibrium, let-
ting the disordered–domain configuration to be settled. The slower the magnetic
moments relax during this halt, the most stable the disorder configuration is, which
means that the interactions among the frustrated spins are more robust. Once the
waiting time is over, the T is subsequently cooled down, which implies the freezing
of this equilibrium state. Then, when the MNPs are warmed, once T approaches
the Tw , the sample magnetic moments recall that they achieved a metastable
equilibrium state3 at Tw . Thus, this leads to a drop of the ffl′′(T ) component at
T . Tw . To probe this effect, the use of low–frequency AC fields remains essential,
in order not to perturb the very delicate non–equilibrium dynamics of the SG sys-
tems [204]. Therefore, the observation of a drop in the ffl′′warming (T ) curve reveals
the non–ergodic interacting nature of the frustrated SG phase achieved at Tg = 18
K. This low temperature Spin Glass transition will also evidence aging phenomena,
as it can be seen from the relaxation of the ffl′′(t) shown in Fig. 4.4b. The decay
of the magnetisation with time follows the same trend as was found in other Spin
Glasses [68, 77, 205]. In which concerns the high–temperature dissipation, no
memory effects are found, as there does not exist a drop (see top right inset). This
observation, opposite to the low–temperature transition, supports the non–inter-
acting nature of this disorder contribution. This finding further backs up the idea
previously raised that they are the uncompensated magnetic moments arranged
within the AF–coupled core which are at the basis of this non–interacting disorder.

3not an actual equilibrium state, since we are dealing with non–ergodic dynamics.
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The situation concerning the low–temperature dissipation corresponding to the
5h–milled SSG MNPs reads equally. Memory effect phenomena are displayed by
the SG transition, as it can be seen in Fig. 4.4b. There, the ffl′′(t) was recorded
at three different temperature values, 12, 15 and 18 K, which represent 0.66, 0.83
and 1Tg , respectively. The out–of–phase component displays memory effects for
each of them (notice the drop in ffl′′aged − ffl′′notaged in the top inset in Fig. 4.4b),
being the relaxation undergone at Tw = 18 K the one taking place faster (see
bottom inset), as expected [87].

In order to access more information on the robustness of the SG phase, we
have also performed temperature cycles, following the protocol already stated in
Chapter 3. Figs. 4.4c (1.5h) and d (5h) include these measurements, performed
at T = 15 (Fig. 4.4c) and at T = 18, 15 and 12 K (Fig. 4.4d), with cycles of
∆T ≈ 0.88, 0.97, 1.06 and 1.11Tg . First of all, both MNP ensembles achieve a
completely reborn SG landscape (rejuvenation) when the cycling step is performed
above Tg (∆T ≥ 1.06Tg ), as the ffl′′ post–cycle is equal to the former ffl′′ pre–
cycle. Therefore, we have restricted our analyses to ∆T ≤ 1.06Tg . Also, one can
observe that the smaller the ∆T , the slower the relaxation towards equilibrium,
which indicates that larger free–energy barriers are built. This reveals that that the
domains of correlated spins are larger [77]. Still close to the rejuvenation limit4,
the cycle performed at ∆T = 0:97 Tg brings more light into the dynamics of the
SG state established at different MNP sizes.

Interestingly, the SG freezing dynamics corresponding to the most ro-
bust SAF (1.5h) and SSG (5h) MNPs behave in a very similar fashion. In
this way, the ffl′′=ffl′′(t = 0) value at both 1.5h and 5h (25 nm and 7 nm, respec-
tively) MNPs after the cycle performed at ∆T = 0.97Tg is around ffl′′=ffl′′(t = 0)
= 0.98, whereas it is already ffl′′=ffl′′(t = 0) = 1 (fully recovered) for 1.75h and 2h
(18 and 10 nm–sized) ones (not shown). This implies that the domains built for
the former (1.5 and 5h) are larger, as the particular SG configuration is not com-
pletely reborn after the cycling. The reason beneath this feature can be deduced
following the thread of the previous magnetic characterisation. This pointed the
most interacting SG phase to be settled at 1.5h–milled MNPs. Once the SSG state
is established, the smaller the MNPs, the more robust the frustrated interactions
among the spins get, which yields naturally to 5h–milled (7 nm) MNPs to be more
robust compared to 2h (10 nm)–ones.

4see Chapter 2.
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Moving now to the smallest ∆T , the effect of a finite overlap length scale ‘∆T

can already be observed at this ∆T = 0.88Tg , as the ffl′′(t = t∆T ) displays a
non–zero value. This rise is enhanced as the step ∆T does, until the initial value
is met, i.e., ffl′′(t = t∆T ) = ffl′′(t = 0). This is explained as follows. At t = 0, the
Spin Glass ordered regions, that can be viewed as domains, start to develop with
time, growing in size. This leads to a particular metaestable spin configuration,
namely, L1. The rise of temperature ∆T would then lead to a situation in which
the larger clusters start to break down, while a new domain configuration (L2)
appears, i.e., two SG domain configurations coexist. Therefore, several different
length scales (time scales) are present. This has also been reported in previous
works on Fe0.5Mn0.5TiO3 and CdCr1.7In0.3S, to cite a few [76, 77]. This domain
landscape is sketched in the inset of Fig. 4.4d.

As a summary of the magnetic properties of the GdCu2 MNPs, we can con-
clude the following. First, we have observed two magnetic regimes depending upon
the MNP size: The one of larger MNPs, 〈D〉 ≥ 18 nm, where there co–exists
an ordered AF core plus a disordered SG surface, meaning that a Superantifer-
romagnetic state is settled; and the one corresponding to MNPs below a
critical size of 〈D〉 ≤ 10 nm, where the AF structure vanishes and all the mag-
netic moments built up into a SSG state. Thanks to the fflAC(T; f ) and fflAC(t)
analyses, we have been able also to disclose two particularities concerning the
spin dynamics within each SAF and SSG arrangements. This way, there
is a non–interacting spin disorder phase, connected to the uncompensated
magnetic moments forming AF domain walls, which contrasts with the in-
teracting nature beneath the surface SG–like phase. On the other hand, when
the MNPs are globally disordered in to the SSG state, a two–steps freezing
process of the spins has been observed, where the surface moments freeze
before the ones located within the core. The occurrence of two different
spin dynamics within each global state (SAF and SSG) supports the existence of
two–length scales in the GdCu2 MNPs, a fact that has also been observed in
nanocrystalline Gd [206]. In that work, F. Döbrich et al. showed the occurrence
of two length scales, the one with defect cores of the grain boundaries, which
was around 5 nm, and a larger one, of around 20 nm, which accounts for the
anisotropy of the whole crystallite. This observation would back up our conclusion
of the existence of a double contribution to disorder in our GdCu2 MNP ensembles.
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4.2 Specific heat measurements

As we have already commented in chapters 2 and 3, thanks to the specific heat
analyses, one can obtain information on the magnetic transitions undergone by
the sample. Besides, an insight to the CEF, which, in the case of GdCu2, does
not apply, can be gained. Following the analysis procedure of eq. 3.34, we have
separated the measured cP as a sum of the clattice and the cmag+CEF . For the
particular case of Gd3+ ions, given their S–state, the CEF contribution vanishes,
remaining only the cmag one. In any case, the sticking point of the analyses was
related to the former clattice , as we have already commented in detail in Chapter
3. Therefore, we have analysed the cP of the GdCu2 ensembles by taking into
account both core and surface environments according to eq. 3.35. Each
contribution is weighted by the proportion of magnetic moments located
within the core and at the surface, which are estimated, according to eq. 5.1,
to be Nc = 2.7, 2.4 and 1.8 and for 1.5h, 2h and 5h, respectively, and, indeed, Ns
= 1- Nc .

Table 4.3: Values for surface Sommerfeld coefficient ‚s and Debye Temperature, „sD,
for GdCu2 1.5h, 2h and 5h–milled MNP ensembles, obtained according to eq. 3.34.

t (h) ‚s (mJ(molK2)-1) „sD (K)
1.5 22.8(1) 225(1)
2 27.9(2) 259(1)
5 33.9(1) 265(2)

According to this procedure, the green line in Fig. 4.5a represents the ob-
tained clattice for 1.5h milled MNPs (given as an example). Values of ‚c = 6.7(2)
mJ(molK2)-1 and „cD = 277(3) K have been obtained, which agree well with the
ones obtained for bulk alloy (not shown), and reported for polycrystalline bulk
GdCu2 [207]. The obtained ‚s and „sD values have been inserted in Table 4.3.
There, it can be seen that both parameters increase with the size reduction, a fact
that is expected, according to the increasing surface disorder (‚s) and surface–to–
core ratio („sD). The inset of this figure shows the magnetic entropy Smag against
the temperature. This Smag is obtained according to:

Sexpmag =

Z 300

0

cmag

T
dT (4.1)
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Figure 4.5: a Measured specific heat (orange) together with the clattice (green) and the cmag
contributions for GdCu2 1.5h milled MNPs. b) Magnetic entropy for bulk GdCu2 alloy, where
it can be seen that saturation is almost achieved around TN = 40 K. c) cmag contribution
corresponding to bulk, 1.5h, 2h and 5h–milled MNPs. Inset zooms the region surrounding the
hump contribution to cmag . d) cmag contribution corresponding to Tb0.5Gd0.5Cu2 bulk and 2h
milled MNPs alloy. All the measurements (a)–d)) have been performed under no external applied
field.

The experimental magnetic entropy is slightly greater with respect to the the-
oretical value Stheomag (300K) = R[ln(2J + 1)] = 17.29 J/mol·K2 as Sexpmag ∼ 18
J/mol·K2, a fact that is revealing that the clattice has been slightly underestimated.

Coming now to Fig. 4.5b, a depiction of the cmag (T ) is provided for the bulk,
1.5h, 2h and 5h–milled alloys. Indeed, it is important taking into account that,
for milling times t ≤ 1.5 h, the MNPs display two sources of cmag . On the one
hand, the AF–coupled magnetic moments give rise to a ––like peak shape
anomaly, located at T ∼ 40 K. This contribution should show a slight left–shift
with the size reduction, as the reduction of the number of AF–coupled bulk mate-
rials have evidenced this tendency [208, 209]. On the other hand, at temperatures
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below TN , a Schottky–like type contribution emerges, which can be traced in the
form of a broad hump [210]. In the case of GdCu2, the occurrence of this Schot-
tky should be ascribed to the Zeeman splitting of the eight–fold degenerate energy
level, rather than to a spin wave propagation and/or CEF effects [93, 160]. The
fact that the excess of cmag drops to zero for T > TN , rules out the possibility of
a CEF–motivated contribution to cP . This lack of CEF contribution is congruent
with the S–state of Gd3+, and has already been reported for GdCu2 single–crystal
[211] and GdCux bulk antiferromagnets [207]. Both AF and Zeeman contributions
are so close one to each other that they overlap, resulting on a single broad cusp,
rather than in two separated signatures.

When t ≥ 2h, a broad cusp with a tail that extends up to T ∼ 100 K. The
cusp intensity is reduced with respect to the one of bulk and 1.5h milled alloys,
and moves towards lower temperatures, T ∼ 31 (2h) and T ∼ 27 K (5h). The
situation for these SSG MNPs reads very similar to the one of the bulk and 1.5h–
milled alloys. Even though the AF interactions are not strong enough to give rise
to a collective well–defined ordered state within the smallest MNPs, they still exist
within the sample, as they are a basic requirement for magnetic frustration [50].
Consequently, it could be possible that some regions of the MNPs give rise to an
effective local field, which splits the multiplets (Zeeman splitting), resulting on
a contribution to the cmag . Of course, as the AF order interactions are further
damaged (increasing disorder caused by the milling), this splitting gets smaller.
Consequently, the hump appears at lower temperature values, moving from T ∼31
(2h) to T ∼ 27 K (5h). The tail (asymptotic decrease to zero of the cmag ), which
was not observed for larger MNP sizes (lower milling times), shall be ascribed to
the SG–frustrated moments, which may give rise to (tiny) contributions to the
specific heat [50, 210, 212, 213].

For the shake of clarity, we are advancing here the great advantage of using
Gd3+–ions, as they provide a probe for disclosing these cmag subtleties. As an ex-
ample, we have decided to include in Fig. 4.5c the cmag contribution coming from
a Tb0.5Gd0.5Cu2 alloy at both bulk and MNP state. Even with a 50% Tb3+ con-
tent, the influence its CEF splitting masks the SG contribution to the specific heat.
In consequence, it is impossible to disclose, already at the bulk state, the subtle
details concerning the SG tail. A more detailed analysis on this Tb0.5Gd0.5Cu2

system will be provided in Chapter 6.

To sum up, an evolution from a Superantiferromagnetic to a completely
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Figure 4.6: Mean NP size 〈D〉 as a function of milling time t for the six produced ensembles of
GdCu2. The inset depicts the IA and FP parameters at —0H = 10 mT

disordered global Super Spin Glass state as a function of the MNP size
has been shown by the GdCu2 ensembles. Note in Fig. 4.6 how the amount
of magnetically disordered moments increase as the MNP size decreases with in-
creasing the milling time, t. These magnetic, that are detached from the AF order
state, give rise to a Spin Glass–like disorder state, which stems as a consequence
of the frustration of the RKKY indirect exchange interactions.

Along with the finite–size effects (lower coordination, symmetry breaking), the
microstrain, even if minimal, plays a key role, as it distorts the aspherical 4f charge
distribution by altering the lattice position of the Gd3+ from their bulk situation.
This may also lead to the frustration among the RKKY interactions, as it has
already been explained in Chapter 2. By pushing this microstrain beyond, but still
far from getting an amorphous alloy, one can come to a situation were the collec-
tive AF order state breaks down, and the magnetic state of the NPs undergoes a
transition to a Super Spin Glass ensemble. This is the situation that takes place
when a limit size 〈D〉 ∼ 18 nm is overcome.

Finally, the inset of this Fig. 4.6 brings the reader’s attention to one singular
fact, which is that, on the contrary of what one may think at first glance, the
maximum frustration of the RKKY interactions is achieved for 25 nm–
sized MNPs, where there still exist a robust AF collective state (see in the
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inset the maximum (minimum) of the IA (FP)). This result can be understood
in terms of a balance between a strong competition between FM–AF interactions
(frustration, SG) and the AF interactions themselves, that are required to be strong
enough to participate in the competition.
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Chapter 5

NdCu2 magnetic nanoparticles

“Sólo por que es mi niña,
cualquiera se encariña.”

Wisin feat. Myke Towers

Among the light Rare–Earths, Nd3+ ions display an electronic configuration
4I9=2, with 3 unpaired electrons. This half–integer spin configuration leads Nd3+

to be considered as Kramers ions, which implies that the energy levels are, at
least, doubly degenerated. Furthermore, from the point of view of the magnetic
structure, the Kramers nature of Nd3+ also forces the magnetic moments to be
fully saturated when T → 0 K [138]. To do so, the magnetic moments usually
collapse at low temperature into a square–wave modulation, and the appearance
of higher order harmonics is expected [138].

As it has already been stated in Chapter 2, the large spin–orbit interaction
makes the lowest multiplet J to be enough to describe the energy state. This is a
great advantage to study the CEF schemes and the possible splitting of the mul-
tiplets when a magnetic state is set, as it eases the theoretical and computational
efforts [111]. Particularly, as the electronic configuration of Nd3+ is well–described
by J = 9/2, where the splitting caused by the CEF is expected to give rise to 5
energy levels, the one corresponding to the ground state + 4 excited levels. These
energy levels are actually doubly–degenerated (Kramers). The separation between
each doublet is, at least, of around 2–3 meV, which is more than enough to be
detected by means of Inelastic Neutron Scattering (INS).

From the point of view of magnetism, NdCu2 has evidenced a very complex
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antiferromagnetic structure already at bulk state. In this way, the magnetic
moments arrange, at T → 0 K, into a commensurate–square up modulated mag-
netic structure, where the propagation vector is fi = (0.6, 0, 0), and the harmonic
associated with 3fi = (0.2, 0, 0) [213]. Although higher order harmonics should
appear, there is only one reported study where, thanks to the use of a single crys-
tal instead of polycrystalline powder sample, the 5fi harmonic has been detected
[214]. Then, at the reorientation temperature TR ∼ 4.4 K, there is a change in
the AF structure, as a first–order transition takes place and the magnetic structure
builds incommensurate with the crystal lattice, following fi = (0.612, 0.042, 0)
[213, 214, 215]. This incommensurate structure keeps a sinusoidal modulation up
to TN = 6.5 K, where the second–order transition from AF to PM takes place,
and the magnetic order is wiped out.

The crystalline structure is that of the orthorhombic CeCu2–type one, with
space group Imma (No. 74). The Nd3+ ions occupy the 4e-sites (0, 0.25, z),
whereas Cu atoms are located at the 8h position (0, x, y). Values for x , y , and z
are found to lie near x ∼ 0.0506, y ∼ 0.1659, and z ∼ 0.5383. Lattice parameters
for this bulk unit cell have been found to be a = 4.3843(4), b = 7.0326(6) and c
= 7.4194(15) Å.

Fig. 5.1 illustrates the state of the art of the bulk NdCu2. As we will deepen in
the particular details along this chapter, here, we will just provide a small flavour of
this alloy. Accordingly, the main features of NdCu2 bulk alloy are the orthorhombic
crystalline structure, represented in Fig. 5.1a, the presence of two magnetic transi-
tions, clearly depicted in Fig. 5.1b in the MDC, its low–temperature commensurate
phase, shown in closer detail in Fig. 5.1c, and, finally, the CEF splitting of the
J = 9/2 multiplet into the aforementioned–mentioned 5 doublets (Fig. 5.1d), as
revealed by INS.

The research carried out in the NdCu2 MNPs shown along this Chap-
ter was focused on determining whether the AF structure was kept in
the NP regime, more specifically, how do size–effects and microstrain affect the
two transitions that take place in this alloy. To do so, ND, SANS XRD, magnetic
MDC(T; —0H) and dynamic fflAC(T; f ; t) characterisation, and specific heat mea-
surements have been carried out. What is more, we have been able to study, by
means of INS measurements, how the change of symmetry environments
(reduced coordination) and dimensionality (2D–surface vs. bulk–core)
affect the CEF splitting and magnon (spin waves) propagation across en-
sembles of 13 nm–sized MNPs. The main results will be elaborated hereunder.
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Figure 5.1: a) XRD patterns together with the Rietveld refinements performed on NdCu2

bulk alloy. Inset displays the unit cell, where the Nd–ions are in yellow and the Cu–atoms, in
blue colour. b) Displays a M=H vs. T ZFC–FC, where the position for the reorientation and
Néel transitions (TR and TN , respectively) are marked with arrows. c) displays a sketch on the
magnetic commensurate unit cell, with comprises 20 crystalline cells along a direction, 10 along
the ferromagnetically–coupled b–c planes. d) shows the INS spectrum for NdCu2 bulk in the
PM region, where the splitting of the ground state J = 9/2 by the CEF leads to 5 energy levels.
This spectrum is taken from [99].
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5.1 Magnetic order and disorder on NdCu2 nanopar-
ticles

The first step to follow a sensible rationale, already applied in the other alloys
introduced along this Thesis, was to verify that the bulk orthorhombic crystalline
structure was kept within the nanoparticles. We address the reader to Appendix
A to check out the XRD interpretation, where all the Bragg peaks are indexed
congruently within the Imma orthorhombic structure. The Rietveld refinements
disclose a minimal lattice distortion (below 0.1%) for the MNPs, whose mean par-
ticle size 〈D〉 and microstrain ” have been calculated to 〈D〉 = 18.3(1.0) nm and
” = 0.62(7) %, and 〈D〉 = 13.0(5) nm and ” = 0.59(1) % for T = 2h and 5h,
respectively. The achieved low Bragg factors1 (RB < 2% in both MNP sizes)
reinforce the reliability of the performed refinements.

Once the crystalline structure of NdCu2 MNPs is secured, a closer insight to the
magnetic structure is necessary. As we have explained in the introduction of this
chapter, the questions that have to be faced concern, on the one hand, the AF Néel
transition (bulk, TN = 6.5 K [93]), and, on the other hand, the incommensurate–
commensurate transition (bulk, TR = 4.2 K [93]). To disclose both issues, we
have employed Neutron Diffraction (G4.1, LLB, CEA–Saclay, France) and Small–
Angle Neutron Scattering (ZOOM, RAL–ISIS, UK) measurements. We will begin
by presenting the ND results, and afterwards, the SANS ones.

Beginning with the ND analyses, Fig. 5.2 includes the ND patterns, together
with the the Rietveld refinements (Thompson-Cox-Hastings equations, [133]), at
T = 15 K (PM) and T = 1.5 K (AF, commensurate) for the 2h (Figs. 5.2a and b)
and 5h–milled MNPs (Figs. 5.2c and d), respectively. Rietveld refinements on the
PM region (Figs. 5.2a and c) allow to access structural (nuclear) information, since
no magnetic order is contributing here. According to these calculations, a mean
MNP size of 〈D〉 = 16.5(4) nm (Bragg factor RB = 2.6%) for 2h-–milled and
〈D〉 = 12.7(1) nm (RB = 2.4%) for 5h–milled MNPs are obtained, respectively.
These values are congruent with the ones obtained by means of XRD analyses (see
Append A).

1RB =
P

i |Ii−I
calc
i |P

i |Ii |
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The variation of temperature in the ND experiment allows to analyse the volume
modification of the lattice. This is especially useful in systems where (structural)
phase transitions, anomalies in the thermal expansion coefficient and/or magne-
toelastic effects are present. Precisely, the Rietveld analyses conducted on both
the non–magnetic (nuclear) and the magnetic structures allow to observe the oc-
currence of magnetoelastic effect, which is characteristic of RCu2 [110]. In this
sense the unit cell volume V reduces with decreasing T , yet it shrinks more dra-
matically once the AF state is settled. This is clearly depicted in the inset of Fig.
5.2a, from which a change in the decrease rate ∆V

∆T
is obtained depending upon

the magnetic state. Accordingly, the ∆V
∆T

is ≈ 42 times and 33 times greater for
T < TN than for T > TN (PM state). This magnetoelasticity, that is common in
RCu2 intermetallics [99, 110], softens for t = 5h milled MNPs due to the reduction
of the number of AF–coupled magnetic moments.

Paying now more attention to the magnetic state at T = 1:5 K, in Figs. 5.2b
and d, the outburst of extra peaks associated with the magnetic periodicity can
be easily observed, especially, in the region 18:5◦ < 2„ < 24◦ (see the insets).
Both the sharpness and the scattering intensities of these magnetic peaks are re-
duced with respect to the bulk, as a result of finite–size effects [111]. In order to
give account for these AF peaks, we have employed a commensurate square–up
modulation description, in the same way as for the bulk alloy [213]. The mag-
netic cell consists therefore of ten crystallographic unit cells along the a–direction,
being the moments separated by a=2 with respect to each other. Each of them
is oriented along the b–direction, being the b–c planes ferromagnetically aligned.
This structure is the same as the one sketched on Fig. 5.1c. This magnetic cell
would then extend up to ∼ 43 Å, a value that is smaller with respect to the MNP
core diameter of 5h–miled MNPs, ∼ 90 Å. Thereby, the MNP core can host an
AF arrangement [216]. Furthermore, the magnetic Rietveld refinements point to a
nuclear size slightly larger than the magnetic one, as 〈DN〉 = 16.5(4) nm (RB =
2.4 %) and 〈Dm〉 = 15.5(3) nm (RB = 6.64 %) for 2h–milled MNPs, and 〈DN〉 =
12.6(6) nm (RB = 1.56 %) and 〈Dm〉 = 12.4(3) nm (RB = 4.7 %) for 5h–milled
ones.

The sine–wave modulation propagates according to fi = (0.6, 0, 0) and
the harmonic associated with 3fi = (0.2, 0, 0). No higher harmonics could be
detected, as these are too subtle to be detected on polycrystals. Experiments con-
ducted on a NdCu2 single–crystal were able to detect up to the the 5fi harmonic
[214]. As it has already been mentioned, a modulation in the intensity should be
recovered for the Kramers Nd3+ ions [138]. To this aim, we have described this
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Figure 5.2: Neutron diffraction patterns (– = 2.426 Å) and Rietveld refinements for a), b)
NdCu2 2h–milled and c), d) 5h–milled MNPs measured at T = 15 K (a) and c)) and T =
1.5 K (b) and d)), which correspond to the PM and magnetic ordered regions respectively.
The inset in a) shows the reduction of the unit cell volume with decreasing temperature. The
position of the Néel transition is marked by the gray arrow. The inset in c) shows the progressive
disappearance of the magnetic peak located at q ≈ 0.55 Å-1 with size reduction. The insets in
b) and d) allow to observe in closer detail the broadening of the magnetic reflection within the
range 18:5◦ < 2„ < 24◦.
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modulation according to the sine–wave modelled by the following Fourier series:
— = —fi sin(2ıfiRi=a+ffi1)+—3fi sin(6ıfiRi=a+ffi3), where Ri = 0; a=2; a; :::; 5a.
This description results in magnetic moments of —fi = 2:76(6) —B (2h–MNPs)
and —fi = 2:64(6) —B (5h–MNPs), associated with the first harmonic fi , and
—3fi = 0:94(3) —B and —3fi = 0:98(3) —B with the third 3fi (RB = 10:7% for
2h–MNPs and RB = 6:7% for 5h–MNPs). These values give M0 = ı=4 · —fi =
2.2(1) —B and M0 = ı=4 · —fi = 2.0(5) —B magnetic moments values for 2h and
5h–MNPs, respectively, and are smaller than the maximum theoretical magnetic
moment of 3.27 —B. This finding, which has also been observed previously in the
bulk alloy [99], can be understood by the CEF influence on the Nd3+ ions [217].
The decrease of the magnetic moment value with the MNP size confirms
the reduction of the AF–coupled entities.

The presence of a disordered moment arrangement, connected to the existence
of interfaces, could, in principle, give rise to interparticle correlations. To ver-
ify this, the magnetic scattering intensity has been plotted vs. q, in the inset of
Fig. 5.2c. There, the observation of a rise for the low–q region (2◦ < 2„ < 15◦,
ie., q < 0:665 Å-1), unveils the existence of such correlations, that are triggered by
the dipolar interactions among MNPs [43, 67]. The reduction of the AF–coupled
magnetic moments with size reduction is also supported by the gradual removal
of the intense bulk magnetic peak located at q ≈ 0.55 Å-1, 2„ ≈ 12:4◦, as this
peak gets progressively broadened and displaced to higher q values with the size
reduction.

Once the particularities regarding the second–order Néel transition have been
disclosed, the question that should be faced is whether there is or not a tran-
sition connected to the reorientation of the magnetic moments, which has
been classified as a first–order one. As it was reported in [213, 214, 215], the mag-
netic moments of the bulk alloy undergone a transition from a low–temperature
commensurate structure to an incommensurate arrangement at TR ∼ 4.2 K. Get-
ting an answer to this question is important not only from a fundamental viewpoint,
yet it drives some implications connected to powerful applications. In this sense,
it has been reported that incommensurate arrangements give rise to helical struc-
tures [138]. Provided that helix is a kind of configuration very suitable for hosting
magnetic skyrmions [218], having the possibility of disclosing the helicity on the
NdCu2 MNPs is key to rise, or not, these nano–alloys to a potential position for
these exotic spin textures to occur.

To scrutinise the occurrence of a reorientation in the MNPs, in Figs.5.3a, c
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and e, we have included the ND patterns, together with the Rietveld refinements
(Bragg factor RB < 10 % in all of the cases), for the three NdCu2 alloys (bulk, ∼
18 nm and ∼ 13 nm), measured at T = 5.2 K (ie., in the region TR < T < TN).
The refinements in the bulk alloy represented in Fig. 5.3a show a change in the
propagation vector to fi = (0.612, 0.042, 0) with no higher harmonics, as ex-
pected from [213, 214, 215]. However, this description does not hold within
the MNP regime, where the magnetic structure keeps the commensurate
arrangement up to TN. Specific heat measurements (shown afterwards) will
further confirm this statement, as no trace for transition at TR is detected in the
MNPs.

One interesting feature of the patterns shown Figs.5.3a, c and e concerns the
way that the magnetic peaks located at 18◦ ≤ 2„ ≤ 25◦, which correspond to
(0 0 0) and (1 1 0) reflections, smooth as the MNP size decreases. This brings
to the fore the progressive loss of the AF ordering, together with the appearance
of microstrain. In addition, the rise in the intensity observed for the MNPs at
2„ < 7◦, (q < 0.316 Å-1) unveils again the existence of interparticle correlations.
These will be related, thanks to the magnetic measurements, to the Spin Glass
state of these surface magnetic moments, a fact that is very common in RCu2

MNPs [43, 67, 219].

The right panel of Fig. 5.3, which encompasses Figs. 5.3b, d and f, depicts
the evolution of the magnetic moment associated with each harmonic, Mfi (left
axis) and M3fi (right axis), with the temperature. These values have been obtained
as Mfi = ı=4 · —fi and M3fi = ı=4 · 3 · —3fi for the fundamental (left axis) and
third harmonic (right axis), respectively. A decrease in the value of the magnetic
moment with the decreasing of the MNP size can be observed, which is con-
gruent with the progressive loss of the AF–coupled entities. The comparison with
the Brillouin function for J = 9/2 (red–dashed line) shows a reasonable agreement.

All in all, thanks to the ND analyses, it can be concluded that the bulk
commensurate AF structure is definitely kept within the MNP core. The
finite–size effects and microstrain associated with the nanoparticles prevent
the commensurate–incommensurate transition to take place in the stud-
ied MNP sizes. Besides, the rise of the scattering signal in the low–angle (low–q)
region announces a correlation among the disordered magnetic moments.
This disorder phase is congruent, as it will be shown afterwards in the magnetic
characterisation section, with a Spin Glass–like state. According to Chapter 3,
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Figure 5.3: Left–side panels a), c), and e) show neutron diffraction patterns (– = 2:426 Å)
and Rietveld refinements measured at T = 5.2 K for NdCu2 bulk, 18 and 13 nm–sized MNPs,
respectively. The patterns display the region 5◦ ≤ 2„ ≤ 25◦, where the intensity of the magnetic
reflections is most noticeable. Right–side b), d), and f) display the temperature–dependence
of the unit cell magnetic moment. It is worth noting that the commensurate–incommenssurate
transition only takes place for the bulk alloy (see gray dashed–line in b)).
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information concerning the correlations among the magnetic moments, from the
ones among the magnetic moments, to the ones within the different magnetic
unit cells, can be accessed by using SANS. Therefore, we have accessed the low–
q region of the NdCu2 neutron scattering by means of this sophisticated technique.

Not only are the correlations within the nanoparticle regime of primer
interest, but the complex magnetic structure of NdCu2 makes also appealing to
study the SANS coming from the bulk alloy. This complex magnetic structure
hosts a combination of AF–coupled magnetic moments along the a–direction and
FM–coupled b–c planes, which leaves the possibility of an helix arrangement
to be settled. If this was the case, the period of this helix, which is of, nor-
mally, a few tens of nanometers, should be detected in the form of a peak in the
SANS region. Notwithstanding, it is very surprising the fact that there are no
reported studies, to the best of our knowledge, elucidating whether NdCu2 could
carry an helical configuration. Even the detailed study undergone by R.R. Arons et
al. [213] does not even mention this possibility, which would definitely boost the
interest towards the alloy. Indeed, a similar type of helix configurations are very
suitable, for instance, to hosting magnetic skyrmions [218]. One possible reason
for this lack may be related to the inherent complexity of the techniques needed
to face this question (e.g., muon–resonance spectroscopy or SANS), plus the lim-
ited access to them, as they require the use of a large facility. Needless to say, a
deep and solid background to manipulate and to interpret the data are mandatory,
which enhances the difficulty. In our case, we were awarded with allocation and
beam time at RAL–ISIS to measure 3 NdCu2 alloys, bulk, 2h and 5h–milled MNPs.

We will introduce first the results concerning the SANS measurements per-
formed on the bulk NdCu2 alloy. These were taken within the q–range 0.04–4
nm-1 (real space distance d between 157–1.57 nm), and are represented in Fig. 5.4.
This figure includes the elastic differential SANS cross–section dΣ

dΩ
, measured at

k ⊥ geometry, as a function of the momentum transfer q. The SANS patterns are
almost field–independent in the whole —0H measured range for all the measured
temperatures, even the ones concerning the magnetic state (T < 6.5 K). These
features can be observed in both Figs. 5.4a (T = 2 K, —0H between 0 and 3 T)
and 5.4b (—0H = 0 T, T = 2.1, 4.8 and 11.3 K). The fact of measuring a field–
independent SANS contribution in the NdCu2 bulk alloy is actually surprising, as a
field–dependence should be observed according to the two spin–flip metamagnetic
transitions that undergoes the alloy, from a pure AF state (—0H < 0.75 T) to a
Ferrimagnetic arrangement (0.75 T < —0H < 2.7 T) and then, to a FM phase
[215, 220]. For the shake of clarity, the inset of Fig. 5.4a includes a sketch on the
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Figure 5.4: Differential SANS cross–section dΣ
dΩ vs. momentum transfer q (log–log scale)

measured for NdCu2 bulk alloy at a)T = 2 K at different applied fields —0H and b) at different
temperatures under no applied field. Bottom inset in a) depicts a closer inspection to the high–q
peak is given at T = 2 K. The top inset shows the modelled–magnetic phase diagram of bulk
NdCu2, where the magnetization is shown as a function of the temperature (diagram taken from
ref. [215]). Inset in b) zooms–in the q region between 2.3 and 3.6 nm-1 to better check the
variations in the SANS intensity near the magnetic peak. c) showcases the in–phase ffl′ and the
out–of–phase ffl′′ components vs. the temperature measured at f = 0.2 Hz and h = 0.313 mT,
where two peaks can be inspected from the ffl′ at TR = 4.5(2) K and TN = 6.0(2) K. A broad
cusp in the ffl′′ component is recovered in the vicinity of both transition temperatures.
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magnetic phase diagram of NdCu2, taken from [215]. Depending on the tempera-
ture and applied field, the NdCu2 alloy undergoes up to 5 different magnetic states
(apart from the obvious PM state). The reason for this lack of field–dependence
in our NdCu2 alloy has nothing is not intrinsic to the NdCu2 itself, but to the
sample (pellet) and its inherent porosity. In this way, an incipient plateau can be
observed in the low–q region (q ≈ 0.04), corresponding to real space distances of
d ∼ 150–160 nm. This reveals the presence of large scattering objects within our
samples, that are not connected to the NdCu2 itself, but to the presence of pores.
The fact that (i) this SANS contribution does not show a dependence on either
the field or the temperature ( nuclear–like SANS signal), and (ii) it will also appear
at the same values in the MNP regime (Fig. 5.5), further supports this pore–origin.

This way, the nuclear contribution to the scattering of the sample pores masks
the own SANS contribution stemming from the NdCu2. This strong nuclear scat-
tering precludes a grain–boundary origin, as it gives rise to smaller scattering con-
tributions [221]). Furthermore, the fact that the asymptotic decay of the SANS
cross–section does not follow the Porod law dΣ

dΩ
(q) ∝ q−D, where D is an integer

number 1 ≤ D ≤ 4 [13, 144], but it does with D ∼3.4–3.6, which corresponds
to surface fractal structures [222], further supports the pore origin of this nuclear–
like scattering [146, 223, 224]. These pores come as a result of the compaction
process followed during the sample preparation, a feature that has been observed
previously in other SANS works, e.g., [225]. This porosity is inherent to the fol-
lowed rational for the SANS analyses; it is advisable to compare powders of bulk
NdCu2 and powders of nanocrystalline NdCu2. Hence, the magnetic SANS low–q
contribution arising from NdCu2 is restricted.

Nevertheless, the influence of the porosity form factor vanishes at the high–q
region, which means that the NdCu2 scattering can be then unveiled. Therefore,
we will restrict our analyses to this high–q region (zoomed in the bottom inset of
Fig. 5.4a, q > 2.2 nm-1), bearing in mind, of course, that we are approaching the
resolution limit of the instrument, which decreases as increasing q. In any case,
the observation of a peak located at q ≈ 2.930 nm-1 is crystal clear, and
very relevant, at T = 2 K (see Figs. 5.4a and b). The aforementioned q value
corresponds to a real space distance d ≈ 2.1 nm, which is near 5–times the a pa-
rameter of the crystallographic unit cell. This reveals that the AF–RKKY exchange
magnetic cell involves a great amount of magnetic moments, since it correlates
up to 5 nuclear cells. The fflAC(T ) measurements (Fig. 5.4d) supports this cor-
relation, as the presence of a cusp in the ffl′′(T; f ) component at T . TN reveals
that a large number of individual magnetic moments feel an additional correlation

96



Chapter 5. NdCu2 5.1. Order/Disorder in MNPs

than that of the long–range AF correlation. Furthermore, these short–range AF
interactions are robust, since this peak remains almost unaffected even when —0H
= 3 T is applied, as it can be clearly seen from the bottom inset of Fig. 5.4a.

The magnetic nature of this peak is further confirmed by inspecting the dΣ
dΩ

vs. T dependence in Fig. 5.4b, as this peak is wiped out when the bulk alloy un-
dergoes the transition from the commensurate phase to the incommensurate one
(i.e., T > 4.2 K), which is more noticeable in the inset. As a consequence of the
change in the propagation vector from fi = (0.6, 0, 0) to fi = (0.612, 0.042, 0),
a modification in the correlation among the magnetic moments takes place. This
modification, even if slight, is enough for altering the periodicity of the magnetic
structure along the b direction, as the the b–c planes are not exactly FM–aligned.
Thereby, the period along the b–direction changes from 10 to 23 crystallographic
unit cells [214]. This might imply that we could recover a peak, but located at
lower q values, ie., masked by the nuclear pore scattering.

In any case, the survival of the AF state at T = 4.8 K is clear, as the SANS
intensity remains close to the one corresponding to T = 2 K, even if we do not
observe any magnetic peak (see Fig. 5.4b, inset), and, obviously, thanks to the
evidence gathered thanks to the ND results. Both SANS contributions (T = 2,
red, and 4.8 K, green line) are well below the one corresponding to the PM phase
(T = 11.3 K, dark yellow line). This is expected, since a rise in the scattering
signal due to the increasing disorder should be recovered in the non–magnetic state.

The question that NdCu2 hosts or not an helix configuration cannot be un-
ambiguously disclosed with the data at hand. The small tilt in the b–c planes
plus the incommensurability of the magnetic structure could, certainly, argument
in favour of the helimagnetic order. Nevertheless, the pore contribution masks the
possible helix peak, which would be a definite proof of the helicity2. At this point,
a definitive statement cannot be raised. Of course, we would aim to disclose this
issue by requesting more beam time, focusing our efforts on the high–q range,
with a greater counting time to gain better statistics, and, indeed, trying to fix
the porosity of the samples by applying greater pressure to the pellets, or, simply,
directly using the pellets prepared after the arc–furnace.

To continue with SANS analyses, we will present the results concerning the
MNPs. It is worth recalling at this point that, according to ND, the incommen-

2in the case of an helimagnetic order, one should also found the existence of tiny satellite
peaks in the neutron diffraction patterns [138].
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Figure 5.5: Differential SANS cross–section dΣ
dΩ vs. momentum transfer q (log–log scale)

measured at T = 2 K for NdCu2a 2h and 5h MNPs under no applied field and under —0H = 3
T. The inset shows the SANS measured for the 2h–milled alloy under no external applied field at
different temperatures between 2 and 11.3 K. b) Comparison between the bulk (dark–cyan) and
the MNPs (red and blue, respectively) is provided, where they can be seen both the bending and
the increase of the SANS contribution with the reduction of the MNP size, in good agreement
with the reduction of AF–coupled moments. The bottom inset provides a closer look to the
high–q peak, where no trace for the AF peak is recovered for the MNPs. c) displays the dΣ

dΩ at
q = 2.92 nm-1 at different measured temperatures. The bulk contribution has been removed,
weighted by the N factor, in order to unmask the surface contribution to the SANS.

surability of the magnetic structure is lost when entering the MNP regime. This
is not actually surprising, given the weakening of the AF interactions in the meso-
scopic scale, compared to the bulk. In this sense, the increasing spin disorder
results in a loss of magnetic transitions, particularly, the weaker ones, which is
the case of this commensurate–incommensurate transformation. Later on, cP or
ffl(T; f ) measurements will confirm the loss of this transition in the MNPs.

Fig. 5.5a includes the dΣ
dΩ

of the MNPs (2h and 5h–milled) measured at T =
2 K under no external applied field and at the highest field (—0H = 3 T). Once
again, no field dependence is observed, as the nuclear–scattering triggered by the
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sample pores may mask the SANS contribution stemming from the MNPs. This
prevents the observation of weak features or peaks associated with the nano–size
of the samples, which one would expect to observe a hump super–imposed to the
asymptotic SANS decay at q values close to the MNP sizes (q ≈ 0:35 and ≈
0.48nm-1 for 2h and 5h–milled, respectively). Nonetheless, it is possible to men-
tion the presence of a flattening of the SANS contribution corresponding to the
5h–milled alloy (see Fig. 5.5b), a fact that reflects that the scattering entities
within the 5h–milled alloy are smaller compared to the 2h–milled ones. Addition-
ally, the SANS measured at different temperatures do not display any extra feature
for any of the MNPs. As an example, the inset of this Fig. 5.5a displays the SANS
measured at several temperatures for the 2h–milled MNPs.

It is clear, from the comparison between the bulk, 2h and 5h–milled MNPs
included in Fig. 5.5b, and zoomed for the region around q ≈ 2.93 nm-1 in the
bottom inset, that the AF bulk peak is smeared out in the MNPs. The suppression
of this peak can be an indication that the deviations from the pure commen-
surate order, which is connected to complex helimagnetic–like behaviour, are
clearly suppressed by the reduction of size and microstrain. This underlines
how subtle is the deviation from the pure commensurate structure, as the AF order
within the MNP cores is well–maintained, according to the previous ND.

In which respects to the overall SANS intensity variation in the region close to
the q ≈ 2.93 nm-1 peak (bottom inset of Fig. 5.5b), it decreases between bulk and
2h–milled MNPs. This is a sign that the AF commensurate structure gets better
defined in the 2h–milled MNPs, which leads to a reduction of the SANS intensity.
When the MNP size is further reduced from 2h to 5h–milled MNPs, this SANS
intensity recovers a value close to the bulk one. This recovering may be directly
associated which the scattering entities, which are smaller, and also to the loss of
AF–coupled entities.

In Fig. 5.5c we have represented the SANS cross–section corresponding to the
MNP surface. To isolate this contribution from the one corresponding to the whole
MNP, the core elastic total SANS cross–section, dΣ

dΩbulk
(assumed to be equal to

the bulk one), has been subtracted from the dΣ
dΩMNPs

. Of course, in order to take
into account the core size, a weighting factor N has been employed, being this N
estimated according to eq. 5.1, in the same way as in [219]:

N =
Vcore
VMNP

=

„
rcore
rMNP

«3

(5.1)

99



5.1. Order/Disorder in MNPs Chapter 5. NdCu2

The resulting dΣ
dΩ surf ace

is then represented in Fig. 5.5c, where, a peak lo-
cated at T ∼ 4.8 K appears clear. This peak appears in both 2h and 5h–milled
ensembles, and is triggered by the surface Spin Glass–like magnetic moments.
The observation of a peak in SANS measurements connected to a SG phase has
already been observed in re–entrant Spin Glasses [226, 227]. Additionally to this
peak, a second one, located at T ∼ 8 K, also appears in both ensembles, being
broadened for the 5h–milled MNPs. This peak, located at ∼ 2Tf , may be ascribed
to short–range correlations, that may hold up to even a few degrees above Tf . Of
course, this evidence should be taken with care, as it is a result of a subtraction,
and probably, would merit more work and the use of extra measurements, such as
polarised SANS and/or micromagnetic simulations [13].

The study of the microscopic magnetic structure of the NdCu2 MNPs has re-
vealed the existence of an AF–coupled core plus a SG–like disordered surface.
More over, there are clear signs that the slight deviations from the pure com-
mensurate state found in the bulk alloy at T = 2 K are modified by
the size reduction and the microstrain. It is necessary now to complete the
magnetic characterisation by measuring macroscopic magnetisation, in order to
disclose some details that may escape the resolution of neutron diffraction tech-
niques. To this aim, static MDC(T;H) and dynamic fflAC(T; f ; t) measurements
will be presented and discussed in the following.

Beginning with the static magnetisation, Figs. 5.6a and b show the mag-
netic susceptibility MDC=H vs. temperature T Zero Field Cooling–Field Cooling
(ZFC–FC) curves measured at —0H = 10 mT for NdCu2 2h and 5h milled MNPs,
respectively. The observation of an irreversibility in the low temperature region
(T . 5.5 K), as the ZFC–FC branches separate, already points to the existence
of a magnetic disordered (Spin Glass–like) state. According to ND, from here, it
is safe to conclude that such a state to be promoted by the surface magnetic mo-
ments. We cannot miss the existence of an AF–ordered nanoparticle core, which
should leave a trace in the form of a cusp in the M(T ) signal at T = TN . However,
a closer look to both freezing and Néel transition temperature values let us realise
how close to each other they are. In this way, Tf ≈ 5 K, (see fflAC below), while
TN ≈ 6 K. As a result, both contributions overlap, giving rise to a single broad
maximum located at T ≈ 5.5 K.
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Nonetheless, the existence of AF–like interactions is well supported by Curie–
Weiss fittings (displayed in the insets of Figs. 5.6a and b), where negative values
for the paramagnetic Curie temperature, „P , are obtained for both MNP sizes („P
= -9.2(3) K and „P = -7.8(2) K, respectively). It should be noticed the progressive
rise of the „P value as the MNP size reduces, which highlights the weakening of
the AF–like interactions together with the possible emergence of FM–like ones, as
is common in RCu2–MNPs [37, 39, 67]. The reason for these FM–like interac-
tions to occur has already been explained in Chapter 4, in terms of the increasing
uncompensated magnetic moments, which have evidenced a tendency to develop
weak FM [228, 229]. Curie–Weiss fittings also provide quantitative information
on the magnetic effective moment, —ef f , which lies close to —ef f ≈ 3:80—B for
both MNP ensembles. This value is slightly higher than the theoretical value, cal-
culated as |—ef f | = gJ—B

p
J(J + 1) = 3:62—B, a very common feature in RCu2

alloys [67, 186]. According to [188], it is the anisotropic magnetic hyperfine inter-
action which is at the basis of this effect.

Figs. 5.6c (2h) and d (5h) include the M vs. —0H measurements performed
up to —0H = 5 T at a constant temperature value T = 2 K (i.e., below Tf ), where
three salient features can be underscored. First, it is worth noting how the bulk
metamagnetic transitions disappear progressively with the size reduction, in good
agreement with the weakening of AF order and the existence of feeble FM. As it
can be seen, the metamagnetic transition located at —0H = 2.75 T still survives
for 2h milled MNPs (marked with a pink arrow in Fig. 5.6c), whilst the one located
at —0H = 0.75 T [215] is not present at none MNP ensembles.

Second, non–negligible values of the coercive field —0HC and remanent mag-
netization Mr are found for both MNP ensembles (zoomed in the insets), which
clearly brings out the presence of magnetic SG disorder. What is more, the —0HC
value becomes greater with the size reduction, from —0HC = 4.08(5) mT for the
2h–milled to —0HC = 5.23(5) mT for 5h–milled MNPs. The Mr follows the same
path, as it increases from Mr = 0:062(1)—B=Nd

3+ to Mr = 0:094(1)—B=Nd
3+.

These two facts indicate a rise of the SG–coupled magnetic moments. At this
point, we would like to mention that these —0HC and Mr values are notably larger
with respect to the ones for SSG GdCu2 MNPs [37] or SAF TbCu2 MNPs [39] of
similar size, which highlights the greater magnetic anisotropy of Nd3+ with respect
to Gd3+ or Tb3+.

Third, as it can be seen, none of the MNP ensembles reaches saturation at
—0HC = 5 T, being M (5 T) ≈ 1:40—B=Nd

3+ in both cases. This value is also far
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Figure 5.6: a) and b) show the magnetic susceptibility MDC=H vs. temperature T measurements
performed at —0H = 10 mT for 2h and 5h–milled NdCu2 MNPs, respectively. The red curves
illustrate the measurements performed following the Zero–Field Cooling (ZFC) protocol (i.e.,
cooling under no applied magnetic field), whereas the blue ones have been measured following
the Field–Cooling (FC) protocol (i.e., cooling under —0H = 10 mT). Insets show Curie–Weiss
fittings of the measurements taken at —0H = 0.1 T, from which values for the magnetic effective
moment —ef f and paramagnetic Curie temperature, „P , have been extracted. c) and d) show
the M(—0H) loops measured at T = 2 K. According to the emergence of a SG state, both
MNP ensembles develop coercitivity (—0HC ≈ 50 mT) and remanence (Mr ≈ 0:06—B=Nd

3+

and Mr ≈ 0:09—B=Nd
3+, respectively), which are displayed in a closer view in the insets. The

pink arrow in c) remarks the survival of the bulk metamagnetic transition located at —0H = 2.75
T for 2h–milled NPs.

from the theoretical saturation —z = gJ · J—B = 3.27 —B and below the reported
value of M (25 T) = 1.9 —B=Nd

3+ in [217] for bulk polycrystalline NdCu2. In
addition, the values of M (5 T) in the MNP state are below that of the M(5
T) ≈ 1.45 —B=Nd

3+ in a polycrystalline bulk alloy. This indicates that the surface
contribution to the magnetic anisotropy is larger than the magnetocrystalline one
acting together with the AF ordering.

Going now to the dynamic fflAC(T; f ) analyses, Fig. 5.7 includes the in–phase
ffl′(T; f ) (top panel) and out–of–phase ffl′′(T; f ) components (bottom), where left–
side panels (Figs. 5.7a and b) correspond to NdCu2 2h–milled MNPs and the
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right–side ones (Figs. 5.7c and d), to 5h–milled ones. A maximum in ffl′(T; f )
occurs at around T ≈ 5.6 K for 2h and T ≈ 5.5 K for 5h–milled MNPs. This
maximum, which evidences dissipation in ffl′′(T; f ), reduces its value and shifts to-
wards higher temperatures when increasing the frequency, which is a fingerprint of
freezing transitions [50, 175]. In addition to this SG–cusp, a maximum in ffl′(T; f )
corresponding to the AF Néel transition should be observed at T = TN . Here
again, the fact that we only observe one single broad peak in ffl′(T; f ) is a conse-
quence of the proximity of both TN and Tf values.

In order to obtain more information about the freezing dynamics, we have anal-
ysed the frequency dependence by determining both ‹–shift parameter, according
to eq. 2.103, and the critical slowing down law, following eq. 2.94. First, ‹–shift
parameter values are 0.0218(7) for 2h and 0.0301(3) for 5h–milled MNPs, respec-
tively, which are larger with respect to the ones reported for canonical Spin Glasses
[50], but still below the upper limit of SPM ensembles [60]. Furthermore, the ob-
tained values are smaller than the ones corresponding to SAF TbCu2 [39] or SAF
Tb0.5La0.5Cu2 MNPs [67], which suggests a more interacting SG dynamics in
NdCu2 MNPs.

Second, the Tf –shift along with the f scale up according to the aforementioned
dynamical critical slowing down law (see insets in Figs. 5.7a and c). For these
scalings, fitting parameters of Tf ;0 = 5.36(3) K, fi0 = 9.88(8) ·10−11 s and z� =
5.87 (3) for 2h–milled MNPs and Tf ;0 = 5.05(1) K, fi0 = 1.0(1) ·10−10 s and z�
= 5.05(1) for 5h–ones have been obtained. These are close to the values reported
for Tb0.5La0.5Cu2 SAF MNP ensembles [39, 67] and lie within the expected range
for SGs [70].

Finally, given the slight increase of ‹–shift parameter, fi0 and z�, together with
the slight decrease of the Tf ;0 as the MNP size decreases, a reduction in the inter-
action among the magnetic moments with the size reduction can be stated. This
finding has already been observed for SAF GdCu2 MNPs (see Chapter 4), where
it has been shown how the disappearance of the AF RKKY interactions harms
the interactions among the magnetically disordered moments, resulting in a weak-
ened SG state. Of course, congruent with the ND characterisation, no trace for
the bulk reorientation temperature (TR ∼ 4.5 K) is found at the nanoparticle state.

3‹ = ln(Tf )=log(2ıf ) + k

4
“
T−Tf ;0
Tf ;0

”−z�
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Figure 5.7: In–phase ffl′(T; f ) (top panel, (a) and (c)) and out–of–phase ffl′′(T; f ) (bot-
tom panel, (b) and (d)) components of the dynamic susceptibility fflAC(T; f ), measured
applying an oscillating field h =3.13 Oe, for T = 2h (left, (a) and (b)) and T = 5h
(right, (c) and (d)) NdCu2 MNPs. The shift of the maximum associated with the SG
state with the frequency of h is marked with dark blue arrows. Insets exhibit in closer
detail the fi ≡ 1/(2ıf ) vs. Tf dependence, where a scaling to a dynamical critical
slowing down behaviour (power law) is recovered, confirming the freezing (SG) nature
of this transition. ffl′′(T; f ) component displays dissipation associated with the SG state.
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In order to inspect the robustness of the SG phase we have analysed the time–
dependant fflAC(t) response. Figs. 5.8a and c (left–side) include the memory
effect and ageing measured for the 2h and 5h–milled MNPs, respectively. The
measurements are focused on the temperature region T < 10 K, given that the
alloys entered the PM region already at T = 7 K. The glass temperature Tg of
these MNPs, determined according to the emergence of a peak in the out–of–
phase ffl′′(T; f ) component, was located at Tg = 3.8(1) K in both ensembles.
Therefore, the waiting temperature, Tw , was fixed at Tw = 3.2 K, which corre-
sponds to Tw ≈ 0.86 Tg . As it can be observed in Figs. 5.8a and c, both MNP
ensembles evidence memory effects upon warming, as a drop of the mag-
netization is recovered in the difference between ffl′′aged − ffl′′notaged at T . Tg (see
insets). The relaxation of the ffl′′(t) (Figs. 5.8b and d) follows the same trend as
the one of GdCu2 MNPs (see chapter 4), which is also congruent with other SGs
[68, 77, 203, 205].

With the aim of accessing more information about such robustness, we have
performed temperature cycles, following the protocol already described in Chapter
3. Figs. 5.8b and d include these measurements, performed at T = 3 K with cycles
of ∆T ≈ 0.84, 0.94, 1.05 and 1.11Tg . As it can be seen, the smaller the ∆T ,
the slower the relaxation, which indicates that larger free–energy barriers are built,
meaning that the domains of correlated spins are larger [77]. Paying now more
attention to the rise in the ffl′′(t) at t > t∆T , the effect of a finite overlap length
scale l∆T can already be seen at ∆T = 0.84Tg , as the ffl′′(t = t∆T ) increases with
respect to ffl′′(t . t∆T ). This rise is enhanced as the step ∆T does, until the initial
value is met, ie., ffl′′(t = t∆T ) = ffl′′(t = 0). The situation reads equally as the one
already explained for the case of GdCu2 MNPs. Just as a reminder, we will briefly
mention that, at t = 0, the magnetic moments freeze in some particular disordered
configuration, imposed by the frustration of the RKKY interactions. This leads to
a particular meta–stable spin configuration, L1.

The rise of the temperature ∆T would then lead to a situation very alike to
the one of GdCu2 already explained in the previous Chapter 4. Accordingly, the
larger clusters start to break down while a new domain configuration (L2) ap-
pears. This way, two SG domain configuration coexist; which implies the
existence of different length scales (time scales), in the same way as reported in
previous works [76, 77]. This 2D domain–wall landscape is sketched in the inset,
for distances below 1 nm. The coexistence of both domains is maintained even
for ∆T = 1:05Tg , ie., above the Tg , indicating the stiffening of this SG phase.
Then, when ∆T = 1:11Tg , the energy barriers of the larger clusters arranged in
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Figure 5.8: Out–of–phase ffl′′ component of NdCu2 measured at f = 0.2 Hz as a function of
the temperature (left–side) and time (right–side) for 2h (a) and b)) and 5h–milled (c) and d))
MNPs. In a) and c), memory effects are evidenced when measuring upon warming after having
wait for t ∼ 4 · 103 s at T = 3 K = 0.86 Tg (see insets). b) and d) display the ffl′′(t) recorded
at T = 3 K before and after applying 4 ∆T (cycles) to verify the strength of the SG phase.
It can be seen that the SG state is completely reborn when the rise is of ∆T = 1:11 Tg . The
inset of d) shows a sketch of the energy–barrier landscape, where two different energy barriers,
corresponding to distinct domain configurations, are depicted.
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L1 become smaller compared to the energy driven by the temperature. Thus, this
former domain is completely destroyed, and the SG state is completely reborn.

Finally, it is worth mentioning that both memory and temperature cycling
measurements have been performed for the bulk alloy as well, in order to see
whether the incommensurate–commensurate transition of the magnetic structure
could carry frustration that might give rise to a SG state. Nevertheless, no trace for
memory effects nor relaxation are evidenced in the bulk alloy at any temperature
surrounding the TR ≈ 4.5 K. This ensures that the transition from the commensu-
rate phase to the incommensurate one is accomplished without the weakening of
any magnetic AF order, as the magnetic moments keep well–aligned in the square–
up structure.

5.2 CEF and magnon propagation: An insight
into the quantum soul of NdCu2 MNPs

Once the magnetic structure has been characterized, from both microscopic and
macroscopic viewpoints, an insight into the quantum nature of the NdCu2 MNPs
has been undergone. More precisely, this will focus on the single–ion crystalline
electric field (CEF) and the collective magnon excitations. At this point, it is
worth mentioning that the works devoted to these excitations on MNP ensembles
are very scarce. In this way, only a few studies have showed direct evidence of the
presence of spin waves in hematite and maghemite MNPs [148, 230, 231]. This
constitutes a room to be filled, since the propagation of spin waves is attracting
a lot of attention nowadays [232, 233]. Besides, the knowledge about the CEF
effects in 4f –MNPs is extremely scarce, if not absent, which is actually surprising,
given that R alloys constitute a fair playground to probe them.

Apart from the basic interest inherent to the determination and understanding
on how the bulk collective excitations develop at the nanoscale, a precise deter-
mination on the role that the core and the surface/interface of the MNPs play on
this process is a must for disclosing the MNP dynamics, which is at the basis of
several problems concerning quantum magnetism (e.g., [234, 235, 236]). Finally, a
good understanding on the CEF in R–alloys is also crucial, as long as it affects re-
markable technological properties related to their use as permanent magnets [237]
or, more recently, to their energy–saving magnetocaloric behavior [238]. Given the
efforts that are devoted nowadays to replace bulk materials by MNPs at the afore-
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mentioned applications, the influence that particle size, microstrain, and surface
effects have on the CEF and the magnetic excitations should be disclosed urgently.

The very first step to disclose these CEF and magnon collective excitations
is to analyse the specific heat response. These measurements can be used as an
initial guide to unveil CEF and magnon excitations. Later on, thanks to the In-
elastic Neutron Scattering analyses, we will confirm these preliminary insights,
and also, complete the information on CEF and collective excitations.

5.2.a Initial guide: Specific heat

As it has been shown in the previous Chapter 4, specific heat analyses bring infor-
mation on the magnetic transitions undergone by the sample. Nevertheless, the
main aim, in the case of NdCu2, is to use these measurements to unveil information
on the splitting driven by the CEF. The way we have analysed the cP follows the
explanations already given in Chapters 3 and 4, where the core and surface en-
vironments are taken into account, and thus, we will avoid unnecessary repetitions.

Therefore, the green line in Figs. 5.9a and d represent the obtained clattice ,
from which ‚s = 22.82(2) mJ(molK2)-1 and „sD = 281(4) K for 2h, whereas ‚s =
21.5(5) mJ(molK2)-1 and „sD = 240(6) K for 5h–milled MNPs. These values are,
as expected, greater than the bulk ones, which have been obtained from the anal-
yses of the measurements as ‚bulk = 12.14(13) mJ(molK2)-1 and „bulkD = 224.7(6)
K, which are in good agreement with the ones reported in [99]. Therefore, the
cmag+CEF (blue dots) can be safely obtained by just subtracting the clattice from
the measured cP . This cmag+CEF contribution is represented in closer detail in Figs
5.9b and e.

Insets in Figs. 5.9a and b depict the magnetic entropy Smag against the tem-
perature, obtained, as for the case of GdCu2 (see Chapter 4), according to:

Sexpmag =

Z 300

0

cmag+CEF

T
dT (5.2)

None of the MNP ensembles reach the theoretical value Stheomag (300K) = R[ln(2J+
1)] = 19.14 J/mol·K2, as Sexpmag = 17.4(1) and 16.8(1) J/mol·K2 (2h and 5h, re-
spectively). This fact is expected, as there are around 20% (40 % for 5h) of surface
moments distorting the bulk AF state and CEF splitting, which results on a poorer
definition of the single and collective excitations. Ergo, the contribution to the
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entropy (CEF and magnetic) is reduced. Besides, the value of Sexpmag around TN is
≈ 3.56 J/mol·K2, which is also below the expected value Stheomag (TN) = R[ln(2)] =
5.76 J/mol ·K2 for a completely removal of the two–fold spin degeneracy of the
crystal field ground state doublet. These facts (reduced Smag at both 300 K and
TN) also occurred in polycrystalline bulk NdCu2 in [99] or CeCu2 [239], where they
were argued in terms of short–range correlations effects.

Moving on now to Figs. 5.9b and e, the emergence of a hump above TN ≈ 6
K can be clearly observed. This broad peak, which is located between 10 K . T
. 80 K, corresponds to the Schottky anomaly, characteristic of systems where
there is a discrete number of energy levels that are thermally accessible. In this
line, when an appreciable amount of electrons gain enough energy to undergo a
transition from a lower level to a higher energy–one, the internal energy of the sys-
tem changes. This sudden change is reflected in the cP in the form of a broad peak
that usually exceeds the clattice contribution. When the highest level is fully pop-
ulated, the situation goes back to the starting one, where it was the lowest energy
level the one fully occupied, and no contribution to the cP is detected [210]. This
finding is of fundamental interest, as it is indicating that the CEF level schemes
remain almost unaltered in spite of the size reduction and the microstrain
of the MNPs. Of course, INS should confirm this preliminary assumption, but it
is a promising result to tempt to go beyond and trying to observe this effect by
using the aforementioned technique.

A closer look to Fig. 5.9b allows us to see the occurrence of four humps, marked
with dark yellow arrows, located at T ≈ 18, 32, 45 and 80 K, which correspond to
E ≈ 3.1, 5.5, 7.8 and 13.8 meV respectively. These energy values are very close
to the ones corresponding to the CEF splitting reported in [99] and to the ones
that are going to be obtained from the INS measurements, and is congruent with
the assumed CEF origin for the splitting. The inset zooms–in the low–temperature
region, where no trace for the reorientation is recovered, in good agreement with
the neutron diffraction results. The intensity of the AF peak is greater than the
one corresponding to 5h–milled MNPs, but lower than the bulk–one (Fig. 5.9e),
in good agreement with the progressive loss of AF order as the MNP size reduces.

Fig. 5.9e also includes the calculated cCEF (according to eq. 3.37). There, it
can be seen that the temperature value at which the maximum Schottky contribu-
tion is found, T Schmax ∼ 80 K, shifts up to higher temperatures for the experimental
data, as T Schmax

exp − T Schmax
calc ≈ 8 K. This mismatch between the experimental and

the calculated contributions to the specific heat was also detected for the bulk
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parent alloy, being indicative of the existence of temperature–dependent interac-
tions, such as magnetoelastic effect and/or short–range correlations among Nd3+,
also reported in [99]. In order to access more information, we have removed these
temperature–dependent interactions by normalising both experimental and calcu-
lated contributions to their respective temperature value for which the Schottky
anomaly is maximum (T=T Schmax

max ). We prefer to lead the reader to the observation
of Fig. 3 in [219] in order not to complicate excessively the observation of Fig.
5.9e. In that figure of [219], it can be seen that the experimental cmag falls to
zero above the Schottky anomaly faster than expected according to the calculated
cCEF . This indicates that the CEF |9/2〉 multiplet is poorly defined, as its
contribution to the specific heat is smooth. Later on, the INS results will confirm
this macroscopic–insight to the CEF schemes statements. The bottom inset of
this Fig. 5.9e includes the low–temperature bulk cmag+CEF , where, by contrast to
what happens for the MNP ensembles, a peak at T = TR is obtained, reflecting
the commensurate–incommensurate first–order transition.

The field dependence of the cmag+CEF contribution is displayed in Figs. 5.9c
(2h) and f (5h). There, we have employed —0H = 0, 1 and 8 T. The Néel tran-
sition is barely affected at 1T, whereas it is wiped out at 8 T. This is congruent
with the M(—0H) characterisation shown before, as the AF state is completely de-
stroyed when the applied field is greater than 2.7 T. Inset in Fig. 5.9f includes the
cmag+CEF contribution corresponding to the bulk alloy, where a clear drop in the
intensity associated with the AF transition is observed at —0H = 3 T. By further
increasing the field, it can be seen how the AF interactions still survive at —0H
= 5 T. Given that both the modelisations and the experimental (M—0H) study
presented in [213] stated a completely removal of the AF arrangement at such a
magnetic field, our results are indicating the existence of AF interactions, but not
enough to rise a collective AF state. According to the phase diagram presented
in [213], included in Fig. 5.4a, the magnetic moments are FM–oriented (F1). A
further increase of the field to 8 T completely destroys the AF interactions, as no
trace for the Néel transition is noticed.

To sum up, the macroscopic insight to the CEF levels sets a sparkling sce-
nario of the MNPs. A maintenance of the CEF levels in the nanoparticles
shall be anticipated according to the cP results. Also, the splitting of the en-
ergy levels lies on values that are experimentally accessible by means of INS as well.
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5.2.b The acid test: Inelastic Neutron Scattering

Inelastic Neutron Scattering has been employed to further investigate the behaviour
of the single and collective excitations. Even if there are some solid arguments in
favour of these excitations to take place in the MNPs, the literature concerning
INS in NdCu2 only include a study of the magnetic excitations in the field–induced
ferromagnetic phase (F3) in a single–crystal sample [240], and the one carried
out by E. Gratz et al. on a bulk polycrystalline alloy [99]. No reported works on
NdCu2 (or, even, 4f –compounds) MNPs have been reported so far. Therefore,
we are presenting here the first contribution5 on INS in 4f ensemble of MNPs.
Given the limited access to beam time, only the 5h–milled MNP ensembles could
be measured. We have used, therefore, the INS data published by [99] for the
bulk is an excellent reference–point in order to establish a deep comparison with
our MNPs. Indeed, it holds true that the aforementioned research was carried out
3 decades ago. However, we both employed the IN4 instruments at the ILL, for
which the reliability and resolution of the detectors have not been pretty much
changed for the last 30 years. Therefore, from our point of view, the comparison
with the bulk reported data of [99] is sensible, being the conclusions and state-
ments shown hereunder safe.

Given the extension of the results, this section will develop as follows: First,
the main features regarding the bulk alloy will be introduced and analysed, in order
to set the basic concepts of this reference. Then, a detailed description on the
5h–milled MNP INS contribution will be given, including a comparison with the
bulk. Finally, the surface contribution to the INS will be disclosed.

Bulk NdCu2

As it has already been mentioned, data for NdCu2 bulk were taken from [99].
Their NdCu2 sample consisted on a polycrystalline alloy obtained by induction
melting and annealed for 1 week. E. Gratz et al. focused on three temperature
values, T = 10, 4.5 and 3 K using incident neutron energies, E0, between 12 and
50 meV. Apart from IN4, they also employed the IN6 instrument to gain access to
the subtle details surrounding the splitting of the lowest doublets (energy transfer
window between -0.5–2 meV) that took place at the magnetic state (T = 1.5 K),
using incident neutron energy of E0 = 3:17 meV.

5published in [219].
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Starting at the PM region (T = 10 K), Fig. 5.10a shows the S(Q; ~!) vs. the
energy transfer for their experimental data and our fittings. Data were collected at
E0 = 12; 17; 50 meV, and have been added together, taking into account their own
backgrounds and energy transfer windows, given that each E0 focuses the counting
on different energy values. The outburst of 4 peaks can be clearly observed, being
their corresponding fitting parameters inserted in Table 5.1. First of all, the energy
transfer position of each peak, Ei obtained from our fittings is in good agreement
with the reported ones by E. Gratz et al. [99]. Additionally to these 4 peaks, it
is very worth mentioning the emergence of a peak, at E0 = 10.5(4) meV, that
does not correspond to the splitting driven by the CEF. This peak, that was not
mentioned in [99], is also retrieved at the MNP measurements (see Fig. 5.11).
Thanks to the contourplots of the MNPs (see, for example, Figs. 5.12c or i), where
a tiny contribution at around 10 meV that can be inspected, the phonon–origin
of this peak will be discussed later on, since there is an increase of the signal with q.

Table 5.1: Coefficients of the fitting of the NdCu2 bulk data collected by E. Gratz et
al. [99] at T = 10 K at the IN4 instrument. Background corrections (modelled as a
straight line) have been performed. All the parameters have been obtained following eq.
3.33.

|0〉 |1〉 |2〉 |3〉 |4〉
Amplitude 222(14) 60(3) 64(3) 72(3) 21(2)

FWHM 1.59(6) 1.70(12) 1.35(9) 1.32(7) 2.4(4)
Ei 0.11(1) 2.91(4) 5.14(4) 7.32(3) 14.5(1)

Going now to the data analysis concerning the magnetic region (T < TN),
we will first focus on the data collected at IN4 instrument (T = 4.5 and 3 K).
Fig. 5.10b shows the experimental data (E. Gratz et al., [99]) together with our
performed fittings. It is worth noting the emergence of a peak, already at T =
4.5 K, at energy transfer value of E = 1.47(2) meV. This peak was argued in [99]
to appear as a consequence solely of the Zeeman splitting of the CEF doublets.
Nevertheless, the aforementioned study also left the possibility of spin waves to
also trigger this peak. Taking into account the intensity of this peak, together
with the data measured at T = 1.5 K and for the MNPs (see below), the key role
of magnons at this peak appears clear, rather than being a simply splitting of the
ground state CEF multiplet. As the temperature is decreased to T = 3 K, the
peak gets more intense, as expected for these kind of collective excitations, that
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Figure 5.10: Scattering function S(Q;!) as a function of the energy transfer at a) T = 10,
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peak at T = 3 K and the temperature–peak shift driven by magnetoelastic effects.
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get better defined as the temperature entropy is removed.

Comparing now the magnetic and PM spectra (Fig. 5.10c), two features can
be detected: First, there is an energy shift towards higher energy transfer values
as the temperature is decreased, which reveals the existence of magnetoelastic
effects, a fact that is not surprising in R–based systems [110]. Second, a slight
reduction of the peak area (height × FWHM) corresponding to the first
excited level is obtained, compared to the situation at T = 10 K. This slight
modification, which implies a reduction in the probability of transition, can
be understood owing to both the Zeeman splitting and the magnon spec-
tra. The former Zeeman splits the multiplets, as it has already been explained in
Chapter 2, while the later magnon excitations give rise to different magnon modes.
Thereby, there appear new accessible levels below |1〉, which implies a reduction
of the probability transitions to this |1〉. Additionally, the Zeeman splitting of the
multiplets located at greater energy transfer values actually happens, yet it is too
subtle compared to the experimental sensitivity to be detected.

Finally, Fig. 5.10d includes the data collected using IN6 at T = 1.5 K and
E0 = 3.17 meV. The better resolution can be seen at first glance, as the energy
windows is now between -0.5 and 2 meV, essential to disclose the details concern-
ing the spin wave propagation. Table 5.2 includes the parameters for the fittings.
There, it can be seen that the magnetic peak, labelled as M, actually consists of
the convolution among three peaks, m1, m2 and m3. According to [99], these
correspond to the magnon density–of–states of NdCu2, which displays a gap
below 1 meV, as nor peak nor hump takes place at this energy range. Indeed,
it would have been of primer interest to also measure the bulk alloy using this
IN6 instrument at T values closer to the TR. This would have brought more light
into how the magnon density–of–states gets affected by the reorientation of the
magnetic moments. Nevertheless, this is not a possible follow–up work line, as IN6
instrument is dismantled.

To sum up, the bulk INS spectra have provided a good overview on the CEF
splitting concerning NdCu2, where the ground state + 4 excited levels are
clearly seen. Once the magnetic state is established, the CEF multiplets split,
as a consequence of the Zeeeman term to the Hamiltonian, and the onset of
magnon excitations, with a certain density–of–states is visible. The question is
now whether it is possible to observe these features in an ensemble of MNPs, or
the microstrain and surface symmetry–breaking affect the CEF splitting so dra-
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Table 5.2: Coefficients of the fitting of the NdCu2 bulk data collected by E. Gratz et al.
[99] at T = 1.5 K at IN6 instrument. Background corrections (modelled as a straight
line) have been performed. All the parameters have been obtained following eq. 3.33.

|0〉 m1 m2 m3
Amplitude 2.8(1.5)×103 101 (8) 59 (7) 129 (6)

FWHM 0.126 (9) 0.26 (2) 0.20 (3) 0.32 (2)
Ei 0.0213 (10) 1.228 (9) 1.466 (13) 1.692 (7)

matically that no well–defined energy level can be retrieved.

Nanoparticle state

Once the CEF and magnon schemes for bulk NdCu2 have been provided, we will
now move into the MNP regime. One may reckon at this point that the
bulk schemes remain almost unaltered within the MNP core, as the precedent
characterisation has claimed this inner moments to be almost equal to the bulk
arrangement. On the contrary, little is known concerning what would happen to
the outer magnetic moments, but it can be conjectured to consider the NP surface
as an interface. In [241], L. T. Baczewski et al. studied the influence of interface
effects on a Rare–Earth CEF in Fe–Tm and Fe–Nd multilayers. According to their
work, a modification of the CEF Hamiltonian, in the form of a second–order term,
is observed. This came in a consequence of the change of the symmetry surround-
ing the Nd3+ ions, altered by the presence of interfaces. Thereby, it would not be
unreasonable to expect a modification of the CEF schemes at the MNP surface,
where the bulk symmetry is broken. Even if the distortion can be minor, the highly
dependence of the CEF on the electrostatic potential created by the charges in the
vicinity of the 4f electrons of each R ion [93, 94] results in a modification of the
CEF schemes.

Additionally to the inherent complexity of the INS technique, one extra hin-
drance related to the NdCu2 crystalline structure arises. In this way, whereas CEF
levels are easily evaluated in high symmetry cubic R–intermetallics [242, 243], al-
loys displaying tetragonal or orthorhombic crystalline structures add complexity
to the calculations [242, 243]. There have been recent attempts to broaden the
knowledge on CEF dealing with very complex structures, as in non–periodic TbCd6
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quasicrystals [244] or nanocrystalline pure Tb [245]. Nevertheless, the works are,
still, very scarce, being the majority of the efforts devoted to, as we have already
said, Fe–oxide MNPs [190, 230, 246]. Even at these, only a few studies have
shown directly the presence of spin waves in ensembles of MNPs of hematite and
maghemite by INS [148, 230, 231], which reinforces the challenge we are aiming
to tackle.

Far from discouraging us, this absence in the literature pushed us forward to
reveal the CEF schemes. As it has already been said, we gained measuring time
at IN4 instrument (ILL) to perform INS on NdCu2 5h–milled MNPs. These mea-
surements were taken by PhD. Maŕıa de la Fuente, who also did the data curation
(background, absorption, self–shielding and normalization to vanadium). Patterns
were measured at three incident neutron energies, E0 = 8.77, 16.67 and 66.68
meV, at three temperature values, T = 10, 5.25 and 1.5 K. The results are going
to be presented as follows: First, the experimental data, together with the fittings,
are going to be shown and discussed for the three measured temperatures. Then,
we will focus only on the data sets acquired at T = 10K (PM) and 1.5 K (AF).
Since these particular temperature values match the ones measured in the bulk
alloy by E. Gratz et al., it will be then possible to isolate the INS surface contri-
bution from the response coming from the whole MNP.

Fig. 5.11a displays the three data sets plus the performed fittings. The Y–
axis scale is arbitrary, as we wanted to clearly compare, in one single picture, the
three temperature sets, which correspond to the SAF state, the vicinity of the
freezing transition and the paramagnetic state, according χAC (T, f) results. Non–
surprisingly, the INS spectra display 4 humps at energy transfer values that are
compatible with the bulk ones. An additional peak, located at E ∼ 10.5 meV
(marked with a blue arrow), is also retrieved at the MNPs, yet the experimen-
tal resolution hampers its observation when the magnetic phase (T < 6.2 K) is
established. Notwithstanding, the contour plots (see below Fig. 5.12) will allow
us to pinpoint the phonon origin beneath this peak. The CEF levels schemes are
sketched in the right–side of this Fig. 5.11a, where the shadows around each mul-
tiplet represent the existence of a distribution of energies around each level, due to
the microstrain. Still on this Fig. 5.11a, the emergence of a magnon–peak can be
seen at T = 5.25 and 1.5 K, ie., the magnetic state. This peak gets more intense
as the temperature is lowered, as expected owing to the better establishment of the
AF state. Accordingly, we can state the CEF splitting and magnon collective
excitations to be taking place at the NdCu2 MNPs. Finally, magnetoelastic
effects are observed with temperature, as it was the case of the bulk alloy. The

117



5.2. Inside the soul of the MNPs Chapter 5. NdCu2

5.25 K

10 K

-4 0 4 8 12 16 20
Energy transfer (meV)

1.5 K

|0>

|1>

|2>

|3>

|4>

2.8(1)

4.7(2)

7.3(1)

13.5(3) 

2

E (meV)

4

1

3

0

0

0

In
te

n
si

ty
 (

ar
b

. u
n

it
s)

M

-4 0 4 8 12 16

0

40

80

120

Energy transfer (meV)

 bulk 3K

 5h 5.25K

 5h 1.5K

S
 (

Q
, 
w

) 
m

b
 s

r-1
 m

e
V

-1
 N

d
-1

In
te

n
s

ity
 (a

rb
. u

n
its

)

20

40

60

80

100

 

 bulk

 5h

S
 (

Q
, 
w

) 
m

b
 s

r-1
m

e
V

-1
N

d
-1  In

te
n

s
ity

 (a
rb

. u
n

its
)

a) b)

c)

P1
P2

P3

P4

Figure 5.11: a Inelastic neutron scattering intensity integrated over the q range from 1.11 to
3.06 Å-1 as a function of the neutron energy transfer E, at temperatures T = 10 K (top), 5.25 K
(middle) and T = 1.5 K (bottom) for NdCu2 MNPs measured at IN4 instrument. The fittings
to the data have been made assuming a Gaussian peak shape. The position of the phonon–like
peak at ∼ 10.5 meV has been marked with a blue arrow. On the right–hands side, the CEF
levels corresponding to the PM region, together with the measured energy values of P1–P4 have
been included. The (blue) shaded is a sketch of the distribution of energies cause the transition
decoherence. In b) and c), a comparison between the bulk and the MNPs is provided for both
PM (b)) and magnetic state (c)), for which only the E0 = 17 (bulk) and 16.7 meV (MNPs)
data have been included, as bulk data were limited at this E0. It is striking to observe that
the energy transfer values at which the bulk CEF peaks emerge remain almost unaltered at the
MNPs, whereas the relative intensities are clearly affected by the size reduction.
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explanation for this magnetoellasticity has already been discussed for the bulk alloy
and in the ND results.

At this point, the scenario is connected to a situation that is unprecedented, in
the sense that there are no reported works showing the CEF and magnon collective
excitations at an ensemble of 4f MNPs. However, there is no new physics running
at this point, in the sense that all the aforementioned statements could have been
guessed provided that the MNP core behaved like the bulk NdCu2. Nevertheless,
there is one finding that is worth mentioning at this stage. If we compare
the relative peak intensities of the bulk and MNPs (see Figs. 5.11b and c), it can
be seen that the almost–constant relative peak intensities of the bulk alloy
are not kept for the MNPs. Also in Fig. 5.11c, a shift of the magnon peak
is unveiled. Thanks to the more subtle analyses presented in Fig. 5.13, more
light will be brought into what is actually happening. Hence, at this step, we will
just bring this finding close to our attention, keeping the hype.

Information on the energy dispersion relation can be gaigned from the 2D E
vs. q representations. In this sense, Fig. 5.12 depicts the obtained INS spectra as
contour plots, where the scattering intensities are plotted as a function of the neu-
tron energy transfer and the wave vector transfer (dispersion curves). Within the
PM region, all the excitations corresponding to energy transfer from the ground
state to the four excited levels can be distinctly seen (see Figs. 5.12g–i). The data
collected at the higher incident energy E0 = 66.7 meV Figs. 5.12c, f and i) show
that the total splitting ∼13.5 meV is lower than that of bulk NdCu2, ∼ 14.1 meV,
at all the measured temperatures. Spectra collected at lower incident energies of
8.8 and 16.7 meV show the different dispersion–less excitations from the ground
state to the first three excited CEF levels (∼ 2.8, ∼ 5.0, and ∼ 7.3 meV). These
levels are the same as in bulk NdCu2 within experimental precision [99]. In the
magnetic state, at T = 1:5 K (Fig. 5.12a–c) and T = 5:25 K (Fig. 5.12d–5.12f),
the CEF excitations at low energies (< 3 meV) are strongly modified by the mag-
netic ordering and the exchange interactions, leading to a dispersive propagating
transverse magnetic excitation [99, 100, 102, 240], which is seen as a substantially
broadened peak due to the powder averaging in our nanocrystalline sample. Also,
they are better defined at T = 1:5 K than at T = 5:25 K, which is expected.
The CEF levels that lie at 4.7 and 7.3 meV in the paramagnetic phase move up
in energy to 5.7 and 7.8 meV, respectively, while higher lying levels are essentially
unaffected by the magnetic order.
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Figure 5.12: Contour plots of the scattering function S(Q; ~!) as a function of wave vector and
energy of 5h–milled NdCu2 nanoparticles measured at T = 1:5 K (top), T = 5:25 K (middle)
and at T = 10 K (bottom), for incoming neutron energies of E0 = 8.8, 16.7, and 66.7 meV (left
to right).
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Nanoparticle surface

So far, the situation does not seem to be very tricky. The only sticking point was
related to the experiment itself, but the data look relatively user friendly at first
glance. Nevertheless, Fig. 5.11 left one important piece that didn’t fit into the
puzzle, in the form of a slight modification on the relative peak intensities.
Our hunch was that we were observing the surface effect, but no safe conclusions
could be directly extracted from the experimental INS data themselves. As the
MNP signal includes both core and surface contributions, we could not disclose
the origin of this effect, even if the most reasonable scenario points to surface
influence. Here again, the lack of reported studies that could be used as a guide for
interpretation is hindering the progress. Nevertheless, it is here that the originality
of our approach emerges. All the precedent characterisation (ND, SANS, cP ,
MDC, fflAC) has backed the bulk–like behaviour for the core magnetic moments.
Therefore, it should not be considered a drawback or misstatement the idea that
the INS contribution would behave equally. If we could, then, subtract the core
contribution to the total MNP INS, the remaining signal will account for
the surface. To do so, we have used the data collected by E. Gratz et al. for bulk
NdCu2 to subtract them from the total INS MNP signal. Therefore, the surface
contribution to the INS is obtained simply by:

Ssurface(q; ~!) = S(q; ~!)− 0:3Score(q; ~!); (5.3)

Figs. 5.13a and b show the resulting Ssurface(q; ~!) intensity (Intensity, in ar-
bitrary units) at T = 10 K, PM state and T = 1.5 K, SAF state, respectively, as
a function of energy transfer for a wave vector of q = 1:75 ± 0:5 Å-1, obtained
by combining data sets taken at different incoming energies. It is here that the
most striking result comes, as both CEF (P1–P4) and collective magnetic
excitations can be clearly observed. This is pretty stunning, as it is indicating
that the bulk CEF energy level schemes and magnon excitations are well
preserved even at the surface of the MNPs. At this point, we would like
to mention that we are aware of the uncertainty linked to the estimation of the
N factor as 0.3. Therefore, in order to verify the maintenance of the CEF and
the magnon peaks in the Ssurface(q; ~!), we have tried several values for the ra-
tio N = Ncore=NMNP , being Ncore and NMNP the number of magnetic moments
located within the core and at the whole MNP, respectively. Indeed, the greater
the N, the smaller the proportion of the magnetic moments located at the MNP
surface gets. We refer the reader to the figure included in Appendix C, where the
resulting Ssurface(q; ~!) is shown, after having subtracted from the whole S(Q; ~!)
the Score(Q; ~!), weighted by the indicated N factor. There, it can be seen how
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Figure 5.13: Ssurface(q; ~!) obtained following eq. 5.3 for the PM region at T = 10 K a) and
the ordered region at T = 1.5 K b). The observation of the four CEF peaks, plus the magnon,
at the surface contribution to the INS is actually unprecedented. Inset in b) includes a zoom
vision of the isostructural YCu2 5h–milled MNPs, where a phonon contribution is non–negligible
within the range E ∼ 6–14 meV. A sketch on the CEF+magnon schemes is provided in the
right–side of both figures.

the peaks associated with the CEF remain in all of the patterns, no matter the N
value. Given this situation, we have assumed N = 0.3, as it is the most reliable
value, according to the approximations and the experimental data shown before.

Furthermore, quantitative information can be obtained by inspecting in closer
detail both Ssurface(q; ~!) contributions. First, concerning the paramagnetic phase
(T = 10 K, Fig. 5.13a), a left–shift of the energy transfer values can be determined
for transitions from the ground state to the first and to the second excited levels.
In this way, CEF excitations are found at ~!P1 = 2.6 and ~!P2 = 4.6 meV for the
MNP surface, whereas they were found at ~!P1 = 2.9 and ~!P2 = 5.0 meV for
the bulk state [215]. This fact reveals a softening of the CEF splitting, which
can be ascribed to the less symmetric crystalline environment in the proximity of
the MNP interfaces. As we have already mentioned [241], the interfaces play a
role in the CEF definition, therefore, it is not surprising to observe a modifica-
tion at the surface. Of course, the softening may also affect the higher energy
excitations (P3 and P4), but the presence of phonon–scattering makes difficult to
determine precisely their energy transfer values. Particularly, this scattering be-
comes rather strong in the energy range from 9 to 14 meV (blue-shadowed region
in 5.13), which complicates the precise determination of the P4 position. The
non–magnetic isostructural YCu2 MNPs INS (see inset in Fig. 5.13b) confirms
the phonon scattering. Finally, the poor definition of the |9/2〉 multiplet (i.e., P4
excitation) was already foreseen by the specific heat analyses.
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From the total MNP INS contribution, a change of the relative peak areas
between P1 and P2 was already anticipated. There, we did not deep into the final
reason for this effect to occur, but we will now focus on this fact. In this way,
whereas an almost homogeneous ratio between the peak areas P2=P1
was found in bulk NdCu2, the value P2=P1 is almost 30% decreased at
both the surface and the whole MNP state. This is revealing a partial inhi-
bition of the transitions from the ground state to the first excited level,
which reveals that the bulk local–symmetry environment is slightly distorted at
the MNPs. The structural microstrain ” is at the basis of this distortion. Even
if minimal (” < 1%), it slightly changes the cation distribution surrounding the
Nd3+ ions, thus, provoking the decoherence of some CEF excitations. Of course,
this distortion should also be affecting P2–P4 transitions, but its effect is almost
not noticeable within the experimental resolution, given that the distortion is very
subtle (” < 1%). Therefore, it can only be detected for the most intense ex-
citation (i.e., from the ground state to the first excited level, P1). Given that
this partial inhibition from the ground state to the first excited level is close, but
slightly greater at the whole MNP S(q; ~!) than the one at the Ssurface(q; ~!),
both the core and surface microstrain are definitely playing a role. Therefore, we
can state that the intermediate regions between the AF–ordered MNP cores and
SG–disordered surfaces in MNPs play the same role as interfaces do in multilayers,
where a modification of both CEF level splittings and ground–state wave functions
was reported (e.g., in Fe–Nd multilayers [241]).

Furthermore, the magnetically ordered phase (T = 1.5 K, Fig. 5.13b) shows
the co–existence of collective magnetic excitations and CEF levels, which
is actually unprecedented, as the loss of periodicity at interfaces is well–known
to affect the magnetic interactions. Here, the lowest energy excitation (peak la-
belled M) related to a transverse spin wave mode generated from the AF NdCu2

ground state, is slightly shifted in energy (~! ≈ 1:6 meV) with respect to the
bulk (~! ≈ 1:4 meV [99]). There are two possible scenarios to give account for
this effect: (i) an enhanced anisotropy of the MNPs, which implies the shift of
the modes towards greater energy values; and/or (ii) a stiffening of the magnon
excitations in the MNPs, as greater energy transfer ~! implies larger frequency
(!), being the latter proportional to the coupling constant between the adjacent
magnetic moments. In the picture of the latter boosted exchange interactions, a
shift on the Néel transition with respect to the bulk situation should have been
recovered, since the AF state may be more robust. Nevertheless, the proximity of
both Tf and TN makes very tricky to observe this effect. By contrast what is un-
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doubtedly is the enhancement of the anisotropy constant K in the MNPs, as it has
been evidenced by the static M(T; —0H) characterisation. Given that K is directly
connected with the energy gap in the spin waves dispersion relation, small varia-
tions in the K value result in a modification of the energy of the magnon modes, as
it has been shown, for instance, in [247]. Therefore, we consider the anisotropy
to be playing the main role in the shift of the magnon peak. Furthermore,
it is also very likely that the microstrain does also play a role in our MNPs, since it
drives slight modifications of the interatomic distances among the magnetic mo-
ments (r) located at the surface. Given that JRKKY ∝ 2kF r ·cos(2kF r)−sin(2kF r)

r4 , these
minor modifications in r could effectively modify the coupling among the adjacent
magnetic moments, leading to an enhancement of the exchange interaction among
them.

To summarise, thanks to our procedure, some conclusions can be raised associ-
ated with the NdCu2 MNP landscape. First, the INS in the PM region (T = 10 K)
showed that transitions to the first excited level are partially inhibited with
respect to the bulk alloy. This partial inhibition is deduced from the decrease in
the intensity for transitions from the ground state to the first excited level, and can
be attributed to a distortion of the local–symmetry environment surrounding each
Nd3+–ion. As the distortion of the crystalline structure is below 1%, according to
XRD or ND, this effect is weak, i.e., it is only detected for the first excitation,
which is the most intense one. Second, concerning the magnetic state, (T = 1.5
K), a positive shift in the energy associated with the collective magnon
excitations has been detected. The modification of the spin wave energy is
slightly modified, surely due to the increasing anisotropy connected to the size
reduction to the nanoscale. Indeed, further INS experiments using different res-
olutions and/or other MNP ensembles may be helpful to complete these statement.
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TbxR1-xCu2 magnetic
nanoparticles

“Este party es un safari.”

J. Balvin

So far, we have studied the magnetic interactions in ensembles of GdCu2 and
NdCu2 MNPs, where the frustration of the RKKY exchange interactions came,
mainly, as a consequence of the size reduction to the nanoscale. Additionally to
this, there can be found in the literature several examples where the frustration
was achieved already at the bulk state, by replacing some of the magnetic R3+–
ions by non–magnetic Y3+–ones, thus, diluting the RKKY exchange interactions
[93, 160, 248, 249]. Nevertheless, there are no works, to the best of our knowl-
edge, where both procedures are combined simultaneously, ie., a dilution using
non–magnetic 4f –ions plus a size reduction to the nanoscale. What is more, there
are no reported studies providing a complete picture of what would happen if one
combines two different kinds of magnetic R in a single crystal lattice (not a two–
phased material), where the strength of the exchange interactions would vary in
intensity, rather than being just switched on/off.

Apart from the fundamental interest that these combinations offer to the basic
understanding of the RKKY propagation, the TbxR1-xCu2 alloys that are going
to be introduced in this section offer a rich variety of magnetic disorder states,
which include the SSG Tb0.5Gd0.5Cu2, the SAF Tb0.5La0.5Cu2 or the SPM–like
Tb0.1Y0.9Cu2 MNPs. This way, by finely selecting the x proportion and the suit-
able R combination (Tb and Gd, La or Y), the capability to control the magnetic
moment orientation in frustrated magnets, via the intraparticle interactions, is
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achieved. A deep understanding of this control is essential for the emerging ap-
plications such as the Giant Magnetocaloric effect [250, 251, 252] or spintronic
devices [4, 6, 253], where controlling the magnetic disorder, together with a pre-
cise definition of the complex magnetic structures involved, is key.

In this chapter, we are exploring the different degrees of frustration and mag-
netic disorder in three series of diluted bulk and NPs alloys, using the antiferromag-
netic TbCu2 bulk alloy as a starting point. Gd3+, La3+ and Y3+ have been chosen
as diluting ions, giving rise to Tb0.5Gd0.5Cu2, Tb0.5La0.5Cu2 and Tb0.1Y0.9Cu2

compositions. Whereas La3+ and Y3+ are non–magnetic, we have selected Gd3+

as magnetic ions due to the fact that Gd3+ displays, after Tb3+, the largest mag-
netic orbital moment J among the Lanthanides [93]. This condition makes the
Tb–Gd combination to be, in principle, the most suitable one to observe a possible
enhancement of the random–bond disorder. Milling times where fixed to t = 2h
and 5h, as these allowed to achieve nanometric sizes around 10 nm with a minor
degree of microstrain [37, 39, 42].

As for the precedent GdCu2 and NdCu2, the structural characterisation made
by means of XRD of these TbxR1-xCu2 ensembles (bulk and MNPs) has been in-
cluded in the Appendix A. Briefly, it is worth mentioning here the fact that all the
produced alloys consistent with a single crystallographic phase of the orthorhombic
CeCu2–type crystal structure (Imma space group), as it is found for the parent
bulk RCu2 alloys (R = Tb, Gd, Y). This should not be surprising at this point, but
we would like to stress the fact that we only found a single phase, not two phases,
one corresponding to pure TbCu2 and a second one of RCu2. This was achieved
thanks to the melting process, which includes several re–melting steps in the arc–
furnace, thanks to which the pellets were homogeneous. There is another detail,
regarding the crystalline structure of the diluted alloys, that might have been prob-
lematic: The case of LaCu2. This alloy is an exception for the RCu2 orthorhombic
Imma structure, as it crystallises in the hexagonal P6/mmm AlB2–type one
[254]. This implies that the crystalline structure of the Tb0.5La0.5Cu2 alloy could
consist of a mixture of both orthorhombic and hexagonal phases. Nonetheless, this
risk is bypassed, since the Rietveld refinements reveal unambiguously that
only a single phase of the orthorhombic Imma structure is present. This is
explained owing to the lower energy–cost that the orthorhombic structure has with
respect to the hexagonal AB2–type [93]. The situation regarding the crystalline
structure turns then back to be close to the one of GdCu2 and/or NdCu2, keeping
the situation, at least at this point, simple.
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6.1 Microscopic magnetic structure analysis: Neu-
tron Diffraction

As it has already been anticipated, the stability of the bulk orthorhombic (Imma)
crystalline structure was verified by means of XRD in all the produced alloys (bulk
and nanoparticle state). This supports again the ball–milling route as an useful
(and relatively simple) nanoparticle production method, where the final ensem-
bles retain the crystallinity of the bulk state (provided the milling time is below
a certain upper limit, of course [39, 255]). Appendix A showcases the Rietveld
refinements performed in all of the samples, thanks to which particle sizes around
10 nm for 2h and 7 nm for 5h–milled alloys have been revealed. The question that
naturally arises is, consequently, what happens to the magnetic structure in these
TbxR1-xCu2 alloys. According to the previous analyses regarding NdCu2 shown
in Chapter 5, the nanoparticle cores retained the bulk magnetic unit cell [213].
This also happened in the TbCu2 ensembles, as reported in [43]. Consequently,
one could expect a similar scenario held by these TbxR1-xCu2 nanoparticles. Nev-
ertheless, one should take into account the fact that we have modified the
alloy already at the bulk state by the chemical substitution of the Tb–sites.
By altering the effective distance between the Tb3+ ions, the RKKY exchange
interactions are no more the same as the ones in the parent TbCu2 bulk alloy,
which might lead to a modification in the magnetic arrangement that has noth-
ing to do with the size reduction. Although ND analyses on Tb0.5Y0.5Cu2 bulk
alloy have pointed out the stability of the parent TbCu2 magnetic structure within
the alloy, with an obvious reduction of TN caused by the reduction in the Tb3+

amount [93, 249, 256, 257, 258], it is clear that a detailed study on the micro-
scopic magnetic structure is mandatory in both bulk and MNPs diluted ensembles.

Given that the access to the neutron beam time is very limited, we decided to
focus on the Tb0.5La0.5Cu2 bulk and nano (t = 2h) alloys, as Gd3+ prevent the
Tb0.5Gd0.5Cu2 alloy to be studied by means of ND [181], and the dilution of TbCu2

with non–magnetic Y3+ ions has been nicely reported [93, 249, 256, 257, 258].
Thereby, the ND measurements on the Tb0.5La0.5Cu2 system were performed at
D1B instrument (Institute Laue–Langevin, ILL, France) by PhD Maŕıa de la Fuente
Rodŕıguez, using a wavelength – = 2.520 Å. Several temperatures between T =
5 K and 300 K were selected according to the magnetic state of the alloy1. As for
the case of NdCu2, each of the patterns was measured for 8h so as to get a high
signal/noise ratio.

1see the “Magnetic characterisation” a few pages below.
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ND patterns corresponding to the bulk alloy are included in Figs. 6.1a and b.
Fig. 6.1a gathers the patterns collected for all the temperatures. It is worth noting
the emergence of magnetic Bragg peaks for the measurements collected at T ≤
20 K. As an example, the two ones located within the range 28◦ < 2„ < 33◦ have
been zoomed. This fact is congruent with the antiferromagnetic Néel transition
that takes place at TN = 33.1(1) K (see magnetic characterisation below). Ac-
cording to the Rietveld refinements (RnuclearB = 8.2% and RmagB = 10.7%) of the
patterns collected at T = 5 K included in Fig. 6.1b, the magnetic structure is
a collinear commensurate AF. In this case, as Tb3+ is not a Kramers ion, no
modulation in the intensity should be recovered [138]. The magnetic unit cell con-
sists of 6 pairs of AF–coupled Tb3+ ions, aligned along the a–direction separated
by 1/2a, following a distribution according to + - - + - - ... . The non–Kramers
nature of the ground state (J = 6) prevents this alloy to display a modulation in
the intensity. In addition, TbCu2 displays a different temperature dependence of
the magnetic moments depending upon their Miller index [178]. Hence, the ones
indexed with an odd Miller index (h, k , l) decrease faster, whereas the the ones
indexed with even h + k + l and (h ± 1=3, k , l) retain a greater value of the
magnetisation up to higher temperatures. The magnetic unit cell, which includes,
as we have already said, 6 crystallographic unit cells, propagates thus according
to vectors fi1 = (0, 0, 0) and fi2 = (1/3, 0, 0), where 4 Tb3+ are located at fi1

and the remaining 8 occupy the fi2 positions. This double temperature depen-
dence also holds for the Tb0.5La0.5Cu2 alloy, as the value for the magnetic
moments are found to be —1 = 6.68(3) —B and —2 = 4.71 (5)—B. The maximum
theoretical magnetic moment for Tb3+ is 9.72 —B; a value that is notably greater,
so is the experimental value of 8.8 —B found for the TbCu2 parent alloy [43].
This discrepancy can be understood by means of spin canting and the disorder
environment, as half of the Tb3+ sites are filled with non–magnetic La3+ ions.
This is a fact that distorts the crystalline (and magnetic) structure. The thermal
evolution of the —1 is plotted in Fig. 6.1c, together with the results coming from
the MNPs. There, a Brillouin dependence with J = 6 is obeyed, as expected.

Coming now to the MNP state, ND patterns in Fig. 6.1c evidence the out-
burst of a magnetic structure at T ≤ 20 K, as it was the case for the bulk alloy.
The AF Néel transition, located at TN = 27.1(1) K, accounts for this emergence.
According to Rietveld refinements on the T = 10 K pattern shown in Fig. 6.1d
(RnuclearB = 5.3% and RmagB = 5.8 %), the magnetic structure perfectly fits
the one already explained for the bulk alloy. Thanks to Rietveld refinements,
a magnetic size of 〈Dmag〉 = 12.3(3) nm and nuclear one of 〈Dnucl〉 =
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Figure 6.1: ND patterns measured using – = 2.520 Å for Tb0.5La0.5Cu2 bulk (top panel) and 2h–
milled MNPs (middle panel). In a) (c)), patterns for all the measured T values are show, where
the emergence of magnetic Bragg peaks is clear for the T < 20 K measurements in the region
around 2„ ∼ 30◦. In b) (d)), data collected at T = 5 K (T = 10 K) are displayed together with
the Rietveld refinements, which show an almost perfect match with the experimental values (see
bottom blue line, which reflects the difference between Iobs-Icalculated. (blue line). e) showcases
the evolution of the magnetisation per Tb3+ atom (normalised to Msat) with the temperature
for bulk (red) and 2h milled MNPs (blue) is depicted. The dark cyan–dotted line represents the
Brillouin function calculated with J = 6. f) depicts the variation of the magnetic intensity in
the low q region (q < 0:665 Å−1) for bulk (red) and 2h MNPs (blue) at T = 20 K. There, the
rise in the magnetic signal of the MNPs is unambiguous.

129



6.2. Magnetic characterisation Chapter 6. TbxR1-xCu2

13.8(4) nm are obtained. This leads to a single–domain situation.

Finally, Fig. 6.1f focuses on the low–q region (2◦ < 2„ < 15◦ i.e., q .
0:665Å−1) of both bulk and MNP ensembles, measured at T = 20 K. It can be
seen how the magnetic signal increases for the MNPs, which points to the ex-
istence of interparticle correlations. As for the NdCu2 case, the provenance
of these correlations is due to the increasing disorder of the magnetic moments,
which is driven by both size reduction and microstrain. Such correlations could
be very likely related to a Spin Glass phase, as the magnetic characterisation will
confirm hereunder the SAF state of these MNPs.

6.2 Magnetic characterisation

As for the precedent Chapters, the magnetic characterisation has been performed
in both static MDC(H; T ) and dynamic fflAC(T; f ) regimes. No time–dependency
measurements were included in this case, as the magnetic (disorder) state of the
alloys was unambiguously distinguished.

6.2.a Static Magnetic Susceptibility: M(T;H) characterisa-
tion

Beginning with the M vs. T measurements, Fig. 6.2a–c shows the ZFC–FC
performed at low field (—0H = 10 mT) for Tb0.5Gd0.5Cu2, Tb0.5La0.5Cu2 and
Tb0.1Y0.9Cu2, respectively. The temperature values corresponding to the observed
transitions, together with the values obtained from a Curie–Weiss fitting performed
on the data measured at —0H = 10 mT have been included in Table 6.1.
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Figure 6.2: a)–c) display the ZFC–FC magnetisation curves for Tb0.5Gd0.5Cu2, Tb0.5La0.5Cu2

and Tb0.1Y0.9Cu2 MNPs, respectively, measured at —0H= 10 mT. Insets show the bulk diluted
alloy (red circles) with respect to the non diluted parents GdCu2 (dark blue squares) and/or
TbCu2 (gray triangles). The y–axis has been re–scaled in all of the alloys for clarity purposes.
d)–f) include the M vs. —0H measured at T = 5 K for Tb0.5Gd0.5Cu2 and Tb0.5La0.5Cu2,
whereas the data for Tb0.1Y0.9Cu2 MNPs have been measured at T = 2 K, respectively. In all
of the cases, the blue squares give account for the t = 2h, whereas green triangles have been
employed for the t = 5h–milled MNPs.
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Table 6.1: Néel temperature (TN), freezing transition (Tf ), paramagnetic Curie temper-
ature („P ) and effective magnetic moment (—ef f ) obtained from Curie–Weiss fitting of
FC measurements taken at —0H = 100 mT for the different produced alloys. The asterisk
* indicates the blocking TB instead of Tf .

Alloy t(h) TN (K) Tf (K) „P (K) —ef f (
—B

at
)

Tb0.5Gd0.5Cu2

bulk 47.2(1) absent 19.9 (5) 9.26(1)
2h absent 19.7(1) 16.1(1) 9.31(3)
5h absent 21.2(1) 13.2(3) 9.86(1)

Tb0.5La0.5Cu2

bulk 33.1(1) absent 20.3(2) 10.23(2)
2h 27.1(1) 6.2(1) 10.2(7) 10.16(2)
5h 26.3(1) 7.0(1) 7.3(1) 10.29(4)

Tb0.1Y0.9Cu2

bulk absent 4.1(1) 2.84(1) 10.53(2)
2h absent 3.5(1) −0.34(4) 10.56(2)
5h absent 3.0(1)* −0.79(4) 10.76(6)

The first system that is going to be analysed is the Tb0.5Gd0.5Cu2 series. As
it can be seen from Fig. 6.2a, no trace of an AF arrangement is retrieved
in the MNP state, whilst the bulk alloy clearly retains this transition, located
at TN = 47.2(1) K. This value lies between those corresponding to bulk GdCu2

(TN = 40.2(1) K [37, 163]) and TbCu2 (TN = 49.1(1) K [43, 93]). The magneti-
sation value at this transition is also located between the parents’ ones (almost
2.25 times larger than the one of GdCu2 and 1/3 of the value of TbCu2), which is
expected for this intermediate stoichiometry. Nevertheless, what is worth noting is
the occurrence of an irreversibility, as the FC branch retains a higher magnetisation
at T . 18 K. This is a clue for the existence of a Spin Glass state, which would
be triggered by the random–bond disorder plus the competition between AF and
FM interactions. The latter competition is revealed by the positive value of the
paramagnetic Curie temperature „P ≈ 20 K (see Table 6.1). The presence of a dis-
ordered magnetic phase already at the bulk state has also been displayed by other
intermetallic alloys containing Gd, such as the pollycrystalline Gd4PtAl [259] or the
GdCu2 already introduced in this Thesis. The latter GdCu2 displayed a „P ≈ 20
K, which agrees well with the one obtained in this Tb0.5Gd0.5Cu2 bulk alloy. The
irreversibility is more evident in the NP ensembles, where a freezing transition is
unveiled, thus, giving rise to a Super Spin Glass state (SSG) [60, 173]. As it
has already been discussed, the evolution from a pure bulk AF state to a NP SSG
is commonly found (see the GdCu2 or the 3d NiO compounds [260]). The SSG,
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that emerges below T ∼ 20 K, gets more robust as the MNP decreases, accord-
ing to the rise in both the magnetisation (1.5 times) and the freezing transition

temperature values (
T 7nm
f −T 9nm

f

T 9nm
f

≈ 8%). The value of „P still holds positive for the

MNPs, but shows a smooth reduction with size. Such a finding is concomitant
with a progressive weakening of the FM interactions, that can be provoked by the
increasing number of surface magnetic disordered moments. Finally, the obtained
—ef f values do not display appreciable size–dependence, and lie slightly below the
ones reported for parent TbCu2 and GdCu2 [37, 39].

The situation concerning the Tb0.5La0.5Cu2 series is notably different. Here,
opposite to what happened in Tb0.5Gd0.5Cu2, the bulk AF transition, that takes
place at TN ≈ 33 K, does also survive in the MNPs (see Fig. 6.2b). The
bulk alloy also evidences irreversibility at T . 20 K, triggered once again by
competing FM-AF interactions. In which concerns the MNPs, there is of course
a reduction in both the magnetisation and the temperature of the Néel transi-
tion, which emerges naturally from the increasing disorder. The former mag-
netisation is diminished to half of the TbCu2 value (see inset), as what also the
case for Tb0.5Y0.5Cu2 single-crystal [249]. Concerning the latter, a reduction of

|∆TN(9nm)| = TN(9nm)−TN(bulk)
TN(bulk)

≈ 20% can be quantified, which is almost twice

the reduction that was obtained in the case of pure TbCu2 NPs [39]. The half
filling with a non–magnetic R3+ ion is at the basis of these findings, and back
up the claim of the weakening of the RKKY exchange interactions to be solely
affected by the replacement of Tb3+ ions by non–magnetic R3+, regardless of the
particular element. Besides the Néel transition, a freezing–like one is also observed
in the MNPs at Tf ∼ 6–7 K. Thereby, a Superantiferromagnetic state (SAF)
shall be ascribed, which meets the ND measurements as well, shown above. As
for the case of Tb0.5Gd0.5Cu2, the positive value of „P gets reduced along with the
MNP size, and no significant size–dependence of the —ef f values is found.

Finally, the Tb0.1Y0.9Cu2 series will end the present discussion. Here, it
should be stressed that the AF order state is destroyed already in bulk (see
inset of Fig. 6.2c), since the magnetic percolation limit is overcome. This is
coherent with the lack of both metamagnetism and hysteresis reported for this
alloy [248, 261]. Particularly, in [261], a critical value of xc = 0.15 was stated
as the minimum concentration of Tb3+–ions needed to give rise to a global AF
state. Nonetheless, despite the weakening of the RKKY, the magnetic moments
do interact among them, owing to the plateau observed in the FC branch at low
temperatures. Later on, dynamic fflAC(T; f ) will disclose the Cluster Spin Glass
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nature behind this effect. As it can be seen in Table 6.1, the transition temper-
ature reduces along with the size, underlying the weakening of the interactions
among the magnetic moments. This situation is in clear contrast with the one
corresponding to Tb0.5Gd0.5Cu2 and Tb0.5La0.5Cu2, and can be ascribed to the
reduced Tb–content of these MNPs. This way, bearing in mind that only 10 %
of the moments are magnetic in Tb0.1Y0.9Cu2, a reduction in the MNP size goes
along to, obviously, a reduction of the total amount of the Tb3+ contained in each
one. The less Tb3+, the weaker the RKKY interactions. This smoothed competi-
tion yields to a less interacting ensemble of magnetic moments, and a weaker SG
state is, therefore, settled. So much so that the 5h–milled MNPs are no more
interacting SG, yet they behaviour should be ascribed to an almost independent
blocking process. A de Almeida–Thouless analysis fails giving account for the TB
vs. H dependency, as expected for non–interacting entities [184, 185]. The rise,
rather than a plateau, in the FC branch for T < TB supports the evolution from
a CSG in the bulk state to a weak interacting SPM state in 5h–milled NPs. The
„P values fall near to zero at these MNP ensembles, and the —ef f values lie again
very close to the experimental value of TbCu2 [39].

Isothermal MDC(—0H; T ) measurements of the diluted alloys are shown in
Fig. 6.2. A temperature of T = 5 K was employed for both Tb0.5Gd0.5Cu2 and
Tb0.5La0.5Cu2, whereas a T = 2 K was needed for the Tb0.1Y0.9Cu2 dilution, as the
disorder SG (SPM) states appeared at T ≤ 4 K. Beginning with the bulk ensem-
bles, it is worth first mentioning the metamagnetic transitions located at —0H
= 3.33(1) T for Tb0.5Gd0.5Cu2 (Fig. 6.2d) and —0H = 2.31(1) T for Tb0.5La0.5Cu2

(Fig. 6.2e). Whereas the shape of the metamagnetic transition of Tb0.5La0.5Cu2

is more similar to a spin–flop mechanism, the one for Tb0.5Gd0.5Cu2 is spin–flip
like, pointing to a greater anisotropy for the latter alloy [262]. Provided the S–
state of both Gd3+ and La3+ ions (thus, a lack of magnetocrystalline contribution
to the anisotropy), it is very plausible that the difference between the atomic radii
of Tb3+ and La3+, which is more dramatic than the one between Tb3+ and Gd3+

[263], enhances the random–bond disorder, leading to an increased anisotropy for
the La–content alloy. Needless to say, no trace for metamagnetic transition
is found for bulk Tb0.1Y0.9Cu2 (Fig. 6.2f), according to its CSG state. Indeed,
the Tb0.1Y0.9Cu2 alloy also displays the smallest anisotropy value of the produced
dilutions, as the magnetisation reaches almost the saturation at —0H = 4 T, while
the magnetic saturation is not reached for Tb0.5Gd0.5Cu2 or Tb0.5La0.5Cu2 at even
—0H = 8 T. All the obtained M(—0H) values for each alloy can be easily under-
stood according to their Tb3+ content. Beginning from the low–content side, a
value of M(6 T) = 0.765(1) —B/ Tb is found for the Tb0.1Y0.9Cu2 bulk alloy,

134



Chapter 6. TbxR1-xCu2 6.2. Magnetic characterisation

which is almost 10 times decreased with respect to the TbCu2 value at same —0H
[39]. Then, at —0H = 8 T, the magnetisation reaches ≈ 89% and ≈ 50% of
the TbCu−2 value for Tb0.5La0.5Cu2 and Tb0.5Gd0.5Cu2, respectively. A few lines
below, when presenting the Arrott plot analyses, fine details concerning the bulk
state will be disclosed for these later two alloys.

We will move now to the MNP ensembles. A non–surprising reduction of the
magnetisation is derived at the MNP state, due to both the canting of the mag-
netic surface moments and the increasing distance among them magnetic moments
with respect to the bulk state. Once the NP state is set, the anisotropy of the
MNPs increases, by means of the growing spin canting, that increase as the lattice
microstrain and surface–to–core ratio do. This is noted by the slight increase of
the magnetisation for the 5h–milled ensembles. In order to bring more light into
the disordered state of the SPM Tb0.1Y0.9Cu2 5h milled NPs, hysteresis loops (not
shown) have been performed at T = 2 K, where non–negligible values for both
coercive field (—0HC = 8.82(1) mT) and remanence (Mr = 14.4(1) Am2/kg) have
been found. These findings reveal that the magnetic state is that of a weakly
interacting SPM, rather than a pure non-interacting one [60]. An estimation of
the dipolar interaction contribution gives a very reduced value of Ed−d=kB ∼ 0.22
K, which is far from the observed TB ≈ 3 K. This low Ed value prevents the
dipolar interactions to develop a cooperative glassy state, on the contrary of what
happened for bulk Tb0.1Y0.9Cu2.

Provided that the M(T ) results underlined the presence of FM interactions to-
gether with AF ones, the magnetic coupling to an external field should be inspected
in closer detail. In this line, in order to elucidate these specific subtleties that de-
serve more attention, the Arrott plots for both Tb0.5Gd0.5Cu2 and Tb0.5La0.5Cu2

AF bulk alloys at several temperatures below TN have been analysed (see Fig.
6.3). Indeed, the expected lineal shape for the curves measured close to TN is
retrieved, as it is non–surprising for antiferromagnets [111, 264]. Nevertheless,
what makes these analyses very interesting is the fact of having found
non–negligible values of spontaneous magnetisation (Mspt), which cor-
roborate the existence of the incipient FM interactions. To the best of our
knowledge, this is the first time that the Arrott plots are used in a system
revealing both FM and AF interactions [67]. The evolution with the temper-
ature for these Mspt follows a Brillouin–like function (see insets), as expected for
FM ensembles. The obtained FM parameters for Tb0.5Gd0.5Cu2 are TC = 28.5(1)
K and J = 4.75, which agree with a proportion of 50 % of Tb3+ (J = 6) and 50 %
of Gd3+ (J = 7/2). It is remarkable that these TC values lie close to the obtained
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„P ones (see Table 6.1). At this point, the presence of AF and FM interactions
is experimentally probed, which leads then to understanding the outburst of a
magnetically–disordered phase (irreversibility in the FC branches), that comes as
a result of the competition between both kinds of RKKY couplings. Furthermore,
the presence of this disorder phase leaves a trace in the Arrott plots2, in the form
of a right–curvature at low M2 values [265]. This bending gets visible at T ≤ 25
K for Tb0.5Gd0.5Cu2 and T ≤ 15 K for Tb0.5La0.5Cu2, in good agreement with the
M(T ) characterisation.
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Figure 6.3: M2 vs —0H=M Arrott plots for (a) Tb0.5Gd0.5Cu2 and (b) Tb0.5La0.5Cu2 bulk alloys.
The insets represent the relative spontaneous magnetisation Mspt=Mspt(2K) obtained from the
Arrott plots in a relative temperature scale respect TC . The dashed red line represent a Brillouin
curve with J = 4.75 and J = 6 respectively. Values of Mspt obtained for T> TC are equal
to zero.

6.2.b Dynamic Magnetic Susceptibility

All the alloys display magnetic irreversibility; hence, a study on the magnetic dy-
namics becomes mandatory for completeness. First of all, Fig. 6.4a–i depicts the
behaviour of the in–phase ffl′ (T) and out–of–phase ffl′′ (T) components for bulk,
2h, and 5h milled alloys. These measurements are coherent with the static MDC,
as the Néel transition is effectively absent for Tb0.1Y0.9Cu2 alloy (bulk and MNPs),
so it is for the Tb0.5Gd0.5Cu2 MNPs. The observed rise of the ffl′′ (T) signal al-
ready at the bulk state observed for the Tb0.5Gd0.5Cu2 ensembles at T < 20 K is
connected to the conjectured existence of SG clusters. As it can be observed in
Figs 6.4a–c, the SG cusp follows the expected right–shift frequency dependence in

2Arrott plots are a extremely powerful loupe to dip into the magnetic interactions of a sample,
yet they are no so commonly found in the literature.
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all the alloys, whereas the Néel transition is frequency independent [36, 50, 61, 87].

The most attractive study is the quantification of the observed Tf –shift with
f in Fig. 6.4a–c by means of the critical exponents. Thereby, Table 6.2 includes
the ‹ and fitting parameters obtained according to an exponential slowing down
scaling values for the diluted MNPs. Beginning with the ‹–parameter, it turns out
that the alloys containing 50 % of Tb display larger values (0.05–0.08)
than the ones ascribed to the spin dynamics of canonical Spin Glasses
[50]. These values are also greater than the ones reported for TbCu2 [39],
GdCu2 or NdCu2 MNPs, yet they are still below the ones for SPM systems [60].
Actually, these values fall close to those of CSG systems, ‹ ∼ 0:06 [72].
Values for the critical exponent z� are included within the fragile regime behaviour
(5< z� <11) [70]. Regarding the evolution of the spin dynamics with the milling
time, nearly no–change follows the Tb0.5La0.5Cu2 size reduction, whilst a clear de-
crease of the ‹ and z� values is found for the Tb0.5Gd0.5Cu2 MNPs, indicating a
more glassy state [79]. Values of Tf→0 are slightly below the ones obtained for the
freezing according to MDC characterisation, which is expected, as the true phase
transition is reached solely when H; f → 0 [50].

On the other hand, the magnetic behaviour of the Tb0.1Y0.9Cu2 alloys
evolves clearly in a different way. For this alloy, an increase of ‹, together
with a reduction in both z� and Tf ;0, with milling time have been found. This
implies weaker interactions for smaller NPs, as it has already been stated. In this
way, the values for ‹ clearly agree with the transformation from the bulk
CSG ensemble to a SPM one for the 5h–milled MNPs. This transformation
from a freezing process to a blocking mechanism explains that the fitting of the
experimental TB for the Tb0.1Y0.9Cu2 5h according to a dynamic critical exponent
fails, as no phase transition is established in this alloy.

To end with the magnetic characterisation, in order to bring more light
to the evolution of the Tb0.1Y0.9Cu2 alloy from the interacting CSG to a
weakly coupled SPM, we have judged interesting to represent the Cole–
Cole diagrams. This way, Fig. 6.5 compares the 2h and 5h–milled ensembles.
These representations are a powerful tool to access information about the NP
size distribution and anisotropy [266, 267]. While the Cole–Cole diagram of an
ideal monodisperse ensemble of SPM NPs should be a perfect semi–circle, the
5h milled MNPs (Fig. 6.5b are flattened and asymmetric semi–circles, which
correspond to a polydisperse Log–Normal particle size distribution [60]. The oc-
currence of a broad peak (maximum) in ffl′′(ffl′) further supports this deviation
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Table 6.2: ‹–shift parameter, relaxation time fi0 of individual particles for f → 0,
freezing transition temperature Tf and critical exponent z� for the diluted alloys. The
fitting of the experimental data for 5h–milled Tb0.1Y0.9Cu2 NPs didn’t converge to a
critical slowing down, according to the SPM relaxation undergone by these MNPs.

Alloy t(h) ‹ fi0 (s) z� Tf ;0 (K)

Tb0.5Gd0.5Cu2
2h 0.058(2) 10−8 9.11(9) 18.7(5)
5h 0.049(2) 10−8 5.92(11) 21.51(7)

Tb0.5La0.5Cu2
2h 0.070(4) 5 · 10−8 5.6(5) 7.4(1)
5h 0.077(3) 5 · 10−8 5.4(2) 7.5(1)

Tb0.1Y0.9Cu2

bulk 0.048(2) 10−8 6.66(14) 4.00(2)
2h 0.075(3) 10−8 6.5(4) 3.80(5)
5h 0.092(8) —— —– —–

from a monodisperse SPM ensemble of NPs. This maximum shows a right shift of
ffl′(T = 3:64K)−ffl′(T = 2:44K) ∼ 0:017 · 10−4 m3/mol to greater ffl′ values with
increasing temperature. On the other hand, the Cole–Cole diagram of the CSG 2h–
milled ensembles (Fig. 6.5a) displays a more drastic right–shift of this maximum
with increasing temperature, as ffl′(T = 4:4K) − ffl′(T = 2:44K) ∼ 0:029 · 10−4

m3/mol. This is to say, ≈ 1.7 times greater than the one for 5h milled NPs. This
is indicative of a narrower distribution of relaxation times, which is in good agree-
ment with CSG state of 2h milled NPs, where the magnetic moments are more
interacting.

The fact that the ffl′′ vs. ffl′ curves for the 2h–milled ensembles are flattened
shifted downwards with respect to the situation for 5h–milled NPs further backs up
the more interacting nature in these 2h–milled MNPs, as it is a typical signature
of frustrated cooperative interactions [50]. Finally, a relative breadth ffrel ∼ 0:33
can be calculated for this peak, which is clearly larger than the of ffrel ∼ 0:05
corresponding to an archetypal canonical spin glass of Au96Fe4 [268]. This finding
further corroborates the cooperative cluster behaviour of the magnetic moments
rather than the individual response of SG ones.
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Figure 6.5: Cole–Cole diagrams for Tb0.1Y0.9Cu2 (a) 2h and (b) 5h milled NPs measured at
several temperatures close below and above Tf (TB).

6.3 Specific heat measurements

It is obvious that, given the rich variety of magnetic order/disorder transitions ob-
served in these alloys, having access to specific heat cP measurements is of primer
interest. Fortunately, we could gain access to measure the Tb0.5Gd0.5Cu2 (bulk
and 2h) and the Tb0.5La0.5Cu2 (bulk, 2h and 5h–milled) ensembles. Just as a
reminder, since no order transitions were found in the Tb0.1Y0.9Cu2 ensembles, no
cP measurements have been performed in this series. The procedure to analyse the
cP data has already been explained in the precedent chapters, so further details
are no required. Thereby, we will focus on the different nature of the transitions
recovered in both Tb0.5R0.5Cu2 ensembles.

Figs. 6.6a and d include the measured cP , together with the cel+ph and cmag
contributions, measured in the absence of external applied field. Needless to say,
„D and ‚ have been taken from the non–magnetic isomorphous YCu2 [160], with
a renormalization correction applied subsequently [161]. The cmag contribution
represented in Figs. 6.6b and e deserves more attention. First of all, a clear peak
associated with the second–order Néel transition shows at TN = 45.4(1) K in the
Tb0.5Gd0.5Cu2 bulk alloy (Fig. 6.6b). This peak shows the expected ––anomaly
profile, along with a decreasing intensity and temperature as the magnetic field is
raised [208, 209, 210].

Below this ––anomaly, a huge broadening can be noticed between T ∼ 20 K
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Figure 6.6: Experimental data for the specific heat cP vs. T for Tb0.5Gd0.5Cu2 (a)) and
Tb0.5La0.5Cu2 (d)) bulk alloys measured at —0H = 0 T (orange), together with the cel+ph

(green line) and the cmag (blue spheres) contributions. In b) (e)), the cmag vs. T is depicted
in closer detail to compare the bulk and the NP contribution, also measured under no external
applied field. Finally, c) (f)) includes the bulk (5h–milled) cmag contribution measured under a
field of —0H = 0 T (red line), 1 T (green), 2 T (blue), 3 T (dark yellow) and 8 T (gray). The
purple arrows indicate the position of the extra peaks found at each alloy. The reason behind
these humps is different for each alloy.
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and T ∼ 35 K. This shoulder, that constitutes a typical hint of an amplitude–
modulated (AM) magnetic structure, may be ascribed to the propagation of
spin waves within the ordered region. Given that both GdCu2 [269] and TbCu2 [39]
display an AM–AF structure, it should not be surprising that a dilution containing
both ions will be arranged as a AM structure as well. Of course, a tiny contribution
stemming from CEF effects to this should could not be discarded, since Tb3+ is
not a S–state ion [270]. Upon increasing the applied magnetic field (see bulk alloy
in Fig. 6.6c), it is worth noting the outburst of two additional peaks located at
T = 34.3(1) K and T = 45(1) K (marked with purple arrows) when —0H = 3 T.
Whereas the narrow shape for former may be indicative of a first order transition
associated with the existence of Ferromagnetic (FM) interactions, the shape of the
latter could be more likely connected to a second order Néel transition. Consid-
ering the magnetic characterisation, it is plausible that, when the external applied
field is strong enough, the magnetic response of the Tb3+ and Gd3+ ions would
be, somehow, decoupled, yielding to two AF transitions that lead to a double peak
structure in the cmag .

The situation concerning the Tb0.5La0.5Cu2 series (Fig. 6.6e and f) is some-
how different. In this sense, the results corresponding to the bulk alloy (Fig. 6.6f)
evidence two humps, one located at TN = 29.4(1) K, and a second one, which lies
at Tf = 23.0(1) K (marked with purple arrows). These two peaks survive in the
NPs at TN = 29.7(5) K and Tf = 24.9(5) K, in good agreement with the SAF
state of the MNPs. Given that the values for both TN and Tf transitions get
closer when reducing the size, they collapse and form a single broad hump, instead
of two different structures, in the MNP regime, with an increased cmag intensity.
In which concerns the field–dependence of the cmag contribution corresponding to
the 5h–milled Tb0.5La0.5Cu2 MNPs (Fig. 6.6e), it can be observed that no extra
transitions emerge at any applied field. Furthermore, the cmag is almost field–
independent at lower fields, although a slight shift towards higher temperatures is
observed for —0H = 8 T, which may be indicative of the existence of magnetic
short–range correlations promoted by the large magnetic field.

Finally, the latter Figs. 6.6c and f compare the cmag between the bulk and
MNP alloys. Accordingly, Fig. 6.6c includes both cmag arising from the bulk al-
loy and the 2h–milled MNPs for Tb0.5Gd0.5Cu2, whilst Fig. 6.6f accounts for the
Tb0.5La0.5Cu2 bulk, 2h and 5h–milled MNPs. In both compositions, the inten-
sity of the bulk ––anomaly is clearly reduced in the MNP state. Furthermore,
all the ensembles (bulk and MNPs) showcase a broad hump, located at
around 25 K, which is, as we have already commented above, mostly triggered
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by the spin wave propagation. Therefore, this finding would reveal that the
magnetic order survives within the nanoscale, but certainly weakened with respect
to the bulk situation. This scenario is in very good agreement with the situation
disclosed thanks to the INS measurements on the NdCu2 ensembles (see Chapter
5). We could suggest, at this point, that it is very likely that the magnetic order
should be ascribed to the RKKY interactions involving the Tb3+ ions, since the
ones coming from Gd3+ have evidenced to be not strong enough to give rise to a
magnetic collective order state at this NP size (see Chapter 4), and La3+ do not
even display magnetic angular moment.

To sum up, this chapter serves as a guide to promote different degrees of mag-
netic disorder states on TbxR1-xCu2 alloys, for both bulk and nanoparticle states.
Starting from the less disordered state, Tb0.5La0.5Cu2 NPs showed a SAF ar-
rangement in which the AF order is retained within the NP core and the disordered
SG phase is located at the shell. Then, progressing to a more disordered state,
magnetic NPs of Tb0.5Gd0.5Cu2 revealed themselves to form a SSG ensemble,
where all the magnetic moments have fallen into a frustrated state. Finally, the
Tb0.1Y0.9Cu2 NPs could be placed at the most magnetically disordered
extreme. Here, the AF order is absent already at the bulk state, where a CSG is
revealed. The evolution with the size reduction leads to a gradual dilution of the
interactions among the magnetic 4f -moments, resulting in a weakly interacting
SPM state for 〈D〉 ≈ 7.5 nm sized NPs.
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Chapter 7

‚–Fe2O3 and Fe3O4 magnetic
nanoparticles

“Te voy a inyectar con la bacteria,
pa’ que dé vuelta como machina

de feria”
Calle 13

Fe–oxides have been extensively studied along the history of Magnetism. Their
ubiquity in Nature allowed humans to easily access them from a very early stage,
which became quickly fascinated by their magnetic properties. Already in the
Ancient Greece, there can be found plenty of references to lodestone, named mag-
netite after a mythical hero and the people who have inhabited the district where
it was first recognised, the Magnetis [271]. Furthermore, not only have Fe–oxides
been object of extensive studies due to their worldwide–presence, but also, because
these materials display a plethora of applications in a great amount of fields, such
as heritages or biomedical applications [23, 40]. Among these Fe–oxides, ‚–Fe2O3

(maghemite) and Fe3O4 (magnetite) are two of the species gathering more atten-
tion. As a consequence of both the magnetic response stemming from these
oxides1, together with their biocompatibility, a great deal of the present re-
search work on these compounds is performed in ensembles of MNPs [22, 272].

It is then not surprising the fact that maghemite–based MNPs are already
a standard in bio–nanomedicine [22, 272, 273, 274]. Among the different ‚–
Fe2O3 nanoparticles, the ones that arrange in the form of a flower have deserved

1see in Fig.7.1a a comparison between the MDC vs. T response of maghemite Nanoflowers
and magnetite bacterial magnetosome.
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the majority of attention. In this particular shape, the nanoparticles consist on
a multicore structure (see Fig. 7.1b), being the cores (petals) correlated among
each other. The existence of a exchange coupling between these cores leads to
a superferromagnetic magnetisation state, which takes place together with a sig-
nificant degree of spin disorder caused by the grain boundaries. It is, precisely,
due to the existence of this disorder that the Magnetic Hyperthermia (MHT)
performance of the flower–shaped nanoparticles is enhanced with respect
to other geometries/arrangements [28, 29, 275, 276].

Accordingly, the potential extensive use of the maghemite–based NFs for MHT
and/or for drug delivery purposes has boosted their interest in the last two decades
[277, 278, 279, 280]. To give an example, already in the early 2000s, Phase I
clinical trials on magnetic hyperthermia were performed in Germany (MagForce
Nanotechnologies, see [281]), and, more recently, new trials have been approved
for treatment of specific type of cancers (e.g. glioblastoma and prostate) in
several countries around the world, including Japan, Germany, USA, and China
[273, 282, 283, 284, 285]. Generally speaking, a slight bias of the scientific
community towards maghemite, rather than magnetite–based MNPs, is
found nowadays. This has nothing to do with the hyperthermia performance itself,
yet it is related to the chemical stability, since maghemite is a more stable
phase, to which magnetite evolves, owing to an oxidation process [1, 40]. What
is more, the vast majority of commercial MNPs developed for magnetic hyperther-
mia (MHT) purposes are made either of maghemite, or a magnetite core and an
oxidized maghemite shell [286, 287, 288, 289, 290], meaning that few attention
has been devoted to compare the MHT performance between ‚–Fe2O3 and
Fe3O4 MNPs. To the best of our knowledge, only [291] provides a comparison
between maghemite Nanoflowers and magnetite nanospheres, although the mean
nanoparticle size for the former was twice the one of the later. This mismatch
blurs somehow the comparison, as it has been shown that the mean NP size
does affect the MHT performance [292]. Therefore, an open question to be
answered was whether the MHT performance of purely maghemite MNPs
was better than the one of purely magnetite MNPs of similar sizes or
not. The sticking point of such a comparison relies, indeed, on how to guarantee
the chemical stability of magnetite, not only for the measuring processes, but also
for their potential further application. As it is going to be explained a few lines
below, the use of magnetotactic bacteria (MTB) will allow us to avoid this issue.

The main synthesis routes to obtain these Fe–based MNPs (either maghemite
or magnetite MNPs) involve chemical methods, which contrast with the physical
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top–down milling route followed to obtain RCu2–alloys. There are excellent reviews
in the literature explaining these synthesis methods, e.g. [15], and it is obvious
that the magnetic properties have also been extensively reviewed e.g. [40, 293].
In addition to these well–standardised chemical synthesis routes, in the last two
decades, a lot of groups have devoted their main efforts to obtain Fe3O4 from
magnetotactic bacteria (MTB). These bacteria are aquatic motile microorgan-
isms which display magnetotaxis2 thanks to their intracellular magnetic organelles,
called magnetosomes, which arrange in chains (see Fig. 7.1b top). The chemical
stability of the magnetosome Fe3O4 phase is secured, as they are surrounded by a
lipidic bilayer, which acts as a shield against oxidation. The MTB can be found in
a widespread of marine environments, predominantly, at the oxic–anoxic transition
zones [295], yet they can also be cultured in the laboratory by setting some spe-
cific conditions3 Thanks to their magnetosomes, these self–propulsed flagellated–
microorganisms can be externally guided by the application of a magnetic field.
This is an outstanding advantage, which makes them potential candidates to be
used as nanobiots [24] in a widespread of applications, mainly connected to drug
delivery and/or cancer treatments [279, 296, 297, 298]. Following this idea, not
only the MTB can be guided and manipulated by external magnetic fields,
but they also retain the therapeutic and imaging capacities of the extra-
cellular magnetosomes. What is more, on the contrary of most of the bacteria
currently tested in clinical trials for cancer therapy, magnetotactic bacteria are
not pathogenic, and can also be engineered to deliver and/or express specific
cytotoxic molecules [24].

The fascination about the potentialities of MTB does not stop at this point.
Once the scientific community has been conscious about the high prospects of
these bacteria as nanobiots, some groups have faced, in the last decade, the chal-
lenge of tuning the composition of magnetosomes by doping them with
different elements. The aim of this research line is simply to broaden, even
more, the applications and potentialities of MTB in, mainly, the biomedical field
[35, 120, 122]. Just as an example, the coercive field value of magnetosomes can
be greatly increased by doping magnetosomes with Co [34, 120]. The magnetic
anisotropy of these Co–doped MTB is, consequently, larger with respect to
the one of the undoped MTB, a fact that is key for their Magnetic Hyper-
thermia Treatment (MHT) performance. Given the exceptional potentialities
and applications in the biomedicine field that Rare Earth elements have evidenced
[299, 300], together with our solid background on the 4f magnetism, tackling the

2ability to passively align parallel to the Earth’s geomagnetic field lines [294].
3already explained in Chapter 3.
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Figure 7.1: a ZFC–FC measurements corresponding to Synomag NFs and bacterial magnetosome
(BM). The Verwey transition is only retrieved for the Fe3O4 BMs. b) TEM images of MTB
(inset zooms the magnetosomes) and Synomag Nanoflowers, where the cube–octahedral and
multicore structure for each of them can be inspected. c) Contrast magnetic resonance imaging
of my left shoulder. The use of Gd3+ as contrast agent was mandatory to observe the labrum
(highlighted), the cup–shaped rim of cartilage which lines and reinforces the ball–and–socket
joint of the shoulder.

doping MTB with R elements came naturally. Indeed, this constitutes a very
exciting and challenging approach, since there are nearly no reported works, to the
best of our knowledge, accounting for the doping of MTB with R. We have only
found a single study on the incorporation of Sm to Magnetospirillum magneticum
strain RSS-1, obtaining core/shell magnetosomes composed of magnetite in the
core and samarium oxide at the shell [123]. Besides, it should be kept in mind
the fact that high doses of R can be toxic for bacteria, which means that either
their growing process may be arrested in the presence of R elements4, or, even if
they achieve to grown, it is also possible that the R3+ ions would not be incorpo-
rated into the magnetosome structure. Among the different Rare Earth elements,
in this work, we have selected the ones with the greatest de Gennes factor, Gd
and Tb5, which have also evidenced amazing biomedical applications, mainly con-
nected to magnetic resonance imaging, MRI (Gd3+ [301]6) and fluorescent
biomarker (Tb3+ [302]). Along this Chapter, a detailed explanation of how the
magnetic properties are altered by the R incorporation in the magnetosome struc-
ture will be provided.

Bearing this in mind, this chapter will describe the results and interpretation of
two iron oxide nanoparticle ensembles of similar sizes, 〈D〉 ∼ 40–45 nm: Synomag
maghemite nanoflowers (NF) and bacterial magnetosome (BMs), both undoped
and Rare–Earth (Gd3+ and Tb3+) doped. As it has already been indicated in

4this is why we had to determine the MICs, see Fig. 3.3 included in Chapter 3.
5see Chapter 4.
6see in Fig. 7.1c an actual example of the biomedical use of Gd3+.
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Chapter 3, the majority of the measurements have been performed by keeping
intracellular the magnetosomes (i.e., within the bacteria). We decided to proceed
this way in order to take advantage from the bacteria body, that acts as a pro-
tection against oxidation. This shield, together with the magnetosome membrane
itself, ensures the chemical stability of the Fe3O4 phase. We will first introduce a
structural characterisation, where XRD and XANES are discussed in great detail.
For the latter XANES, we have also included a comparison between the magneto-
somes kept intracellular (BMs) and extracellular (OMs), which is useful to detect
possible alterations on the magnetosome composition. The next analysis concerns
the magnetic properties of both NFs and BMs, where we have not only scrutinised
the magnetic transitions of ‚–Fe2O3 and Fe3O4 phases, but we have also under-
gone a deep study on the magnetic properties concerning undoped BMs, Gd3+

and Tb3+–doped BMs. Finally, a comparison between the MHT performance of
both Synomag NFs and undoped bacteria magnetosomes (OMs, for meaningful
comparisons) will be discussed.
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7.1 Structural characterisation

XRD and TEM are powerful tools to access the IONPs microstructure, while the
analyses of XANES provides information on the chemical composition, as it has
already been pointed out in Chapter 3. For the case of our IONPs, XRD will be
used, on the one hand, to differentiate between maghemite and magnetite
phases [303, 304, 305], and also, to verify both the crystallinity of the IONP
ensembles (NFs, undoped and doped BMs) and the possible existence of
extra phases [132]. Moreover, thanks to Rietveld refinements, quantitative infor-
mation on mean crystallite size (connected to the NP size by eq. 3.5) and strain
are gained. On the other hand, TEM provides information on the shape and
morphology of the MNPs. Besides, statistics on several TEM images brings
good estimations on the mean NP size. The chemical composition of the
maghemite and magnetite phases can be checked by means of XANES, which
has been used to inspect the oxidation state of each ensemble [40].

We will begin by introducing the XRD and TEM measurements. Figs. 7.2a–d
include the X–Ray Diffraction patterns, together with the Rietveld refinements,
corresponding to γ–Fe2O3 Synomag NFs (Fig. 7.2a), Fe3O4 undoped BMs (Fig.
7.2b), Gd[100:100] doped BMs (Fig. 7.2c) and Tb[10:100] doped BMs (Fig. 7.2d).
The measurements corresponding to the BMs have been performed keeping the
magnetosomes intracellular, within the bacteria, to avoid an eventual oxidation. It
is worth mentioning the fact that we decided to perform XRD for the two doping
proportions, [10:100] and [100:100], to verify whether a ten–times increased pro-
portion of R3+–ion could modify the crystalline structure.

The Rietveld refinements performed on the Synomag NFs (Fig. 7.2a) are
consistent with a single phase of cubic Fd-3m space group, with a lattice pa-
rameter a = 8.3451(3) Å, and a mean nanoparticle size 〈D〉‚−Fe2O3 = 50.0(4)
nm for the whole MNP core. The calculations also provide information on the
microstrain, where a very reduced ” = 0.93(1)% has been obtained. This ensures
a good degree of crystallinity. The Refinements were cycled until a convergence
is reached, giving a Bragg factor RB = 3:6%. This is a very low value, that
guarantees the reliability of the fittings. All the XRD peaks are indexed with
those corresponding solely to the γ–Fe2O3 phase [306]. Therefore, we can
rely on these MNPs ensemble is purely formed by maghemite. A TEM image of
these Synomag NFs is included in the inset, where the multi–core structure of the
nanoparticles can be observed. Here, these nanoparticles, labelled as nanoflowers,
are formed by ∼ 10 cores (petals) of around 10 nm each one.
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Figure 7.2: XRD patterns, together with the Rietveld refinements, a)–d), and size distribution
histograms, e)–h), corresponding to Synomag NFs, undoped, Gd[100:100] and Tb[10:100] –
doped bacteria, respectively. Insets show representative TEM images of the NFs (in a) and e))
and the BMs arranged in chains (b)–d)) and extracted from the bacteria (f)–h)).
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On the other hand, the XRD pattern, together with the Rietveld refinements
performed on the undoped bacteria magnetosomes (intracellular) are shown
in Fig. 7.2b. The results are consistent with a single phase of cubic Fd-3m
structure, with a = 8.3985(2) Å, which corresponds to magnetite [307, 308], and
agrees well with the ones reported for BMs [309]. No extra peaks apart from those
corresponding to magnetite show up, which showcases the good crystallinity and
the high chemical purity of the magnetosomes. The organic material surrounding
the magnetite–composed magnetosomes give a contribution to the scattering in-
tensity in the form of a background rise, which is specially noticeable at 2„ < 50◦.
A mean nano–crystallite size of 〈D〉Fe3O4 = 45.1(3) nm is obtained accord-
ing to the Rietveld refinements. Here again, an even lower microstrain value of
” = 0:38(1)% is found, which again, underlines the high crystallinity of the BMs.
The low Bragg factor was, in this case, RB = 4.5%, which again supports our in-
terpretations. The inset allows us to see an image of the magnetosomes arranged
in chains within the bacteria. Each chain consists of ∼ 20 magnetosomes, which
is the usual number of magnetosomes for Magnetospirillum gryphiswaldense [32].

Going now to the doped BMs, Figs. 7.2c and d include the XRD charac-
terisation for the Gd3+ and Tb3+ doped BMs, respectively. First of all, the (hkl)
reflections corresponding to Fd-3m Fe3O4 appear clearly in both patterns. This
confirms the presence of well–formed crystalline magnetite magnetosomes in
both samples. According to the Rietveld refinements, the Fe3O4–content present
on each sample is around 25% and 12 % for Gd and Tb–doped, respectively. In
addition to the presence of magnetite, both XRD patterns show the presence of
(hkl) reflections corresponding to NaCl (66% for Gd and 69% for Tb) and KCl (just
for the Tb–doped, in 9%) phases. The Gd–doped also show a contribution coming
from the GdCl3 salts (in a proportion of 9%). These contributions come from the
PBS medium employed for washing the harvested bacteria (NaCl and KCl), and
from the GdCl3 salts that remain, even after repeated washings, attached to the
bacteria body, as it can be seen in the inset of Fig. 7.2c. The obtained lattice
parameters corresponding to the magnetite Fe3O4 phase are a = 8.360(3) Å for
the Gd, and a = 8.382(3) Å for the Tb–doped BMs. These values are slightly
reduced (∼ 0.4%) with respect to the one typically reported for bulk Fe3O4 (a =
8.397 Å) [308] and to the one (see above) of the undoped BMs. In principle, this
slight contraction of the unit cell parameter could seem somehow contradictory, as
one may expect it to increase owing to the larger ionic radius of Gd3+ (rio = 1.08
Å) and Tb3+ (rio = 1.06 Å [310]), in comparison to Fe3+ (rio = 0.63–0.78 Å) or
Fe2+ (rio = 0.92 Å [311]) [312, 313]. However, similar reductions in the lattice
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parameter have been reported in other R–doped Fe3O4, argued in terms of strain
[314] and/or the surface stress [309]. Rietveld refinements also give quantitative
information on the mean crystallite size and microstrain, as we have already said.
In this case, the obtained values of the mean diameter 〈D〉 are found to be
34.8(2) nm for the Gd and 32.7(3) nm for Tb doped BMs, together with
microstrain values of ” = 1.92(9)% (Gd) and ” = 3.9(1)% (Tb). These low strain
values indicate that the presence of both doping ions barely distorts the crystalline
structure of the BMs, which is congruent with the literature about doped magne-
tosomes [33, 122, 315]. The Bragg factors were again satisfactory low (below 10%
in both cases). Finally, as before, the inset in each figure includes a representative
TEM image of the magnetosomes arranged in chains within the bacteria. Here,
the number of magnetosomes per chain is found to be slightly greater (∼ 27) with
respect to the undoped ones. The reason for this will be given some lines below,
when discussing the TEM results.

All in all, what is clear from the XRD characterisation is that: (i) the presence
of mixed and/or intermediate Fe–phases in our IONPs is discarded, as Syn-
omag NFs are purely ‚–Fe2O3, whereas the BMs (undoped and doped) consist of
a single phase of Fe3O4; and (ii) despite the R3+ incorporation, the crystalline
structure of the doped BMs is barely modified by the presence of Gd and Tb
ions inside the Fe3O4 lattice.

We will now focus on the analyses of the TEM measurements. Figs. 7.2e–h
include the size distribution and representative TEM images of each ensemble of
IONPs (insets). The main purpose of using this technique was to both deter-
mine the mean NP size, obtain information on the morphology and, in the case
of the doped BMs, to also check possible alterations in magnetosome shape, size,
and/or arrangement inside the bacteria due to the presence of R salts in the culture
medium.

Accordingly, the size distribution histogram of the NFs presented in Fig. 7.2e
is fitted to an average diameter 〈D〉NF = 42.3 nm and variance ff = 3.6 nm,
according to a Log–Normal size distribution (orange line). This size is slightly
smaller with respect to the one obtained by means of XRD, as expected [316].
The flower–shape of the MNPs can be inspected in the inset, where the size
and morphology of the NFs is homogeneous. The situation concerning the BMs
deserves more attention. First, the undoped BMs (Fig. 7.2f) display a Gaussian
size distribution, centred at 〈D〉MNP = 42.8 nm with ff = 7.3 nm. By means
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of just visual comparison, the Gd[100:100] doped BMs (Fig. 7.2g) point to a
smaller value of mean diameter, as the size distribution is clearly shifted to lower
values. By fitting the size distribution to a simple gaussian–function, a mean value
of 〈D〉 33 nm with ff= 9 nm is found. The situation concerning Tb [100:100]
(Fig. 7.2h) is, slightly different from the one of Gd[100:100], as two size distri-
butions can be clearly distinguished, the main one centred at 〈D〉 = 42(6) nm,
and the smaller one, at 〈D〉 = 29(2) nm. The presence of two size distributions
is also typical in the case of undoped MTB, and it is related to the smaller size of
the magnetosomes near both ends of the chains [33]. The situation concerning the
[10:100] proportions (not shown) follows the same trend, as the same 〈D〉 values
(∼ 34 and 37, respectively) are found. This reduction in the magnetosome size is
not surprising, as it is well–known that the presence of additional dopant salts in
the medium imposes a stress to the biomineralization process of the magnetotactic
bacteria, leading to modifications in the shape, size, and arrangement of magneto-
somes [34, 35, 122, 317, 318]. The magnetosomes display, for both undoped and
doped situations, the expected cube–octahedral shape, being their size pretty
uniform (see insets), except from those located at the end of the chains, whose
growing process is to be completed [33, 317]. To end up with the comparison,
it is worth recalling at this point the fact that the doped ensembles form longer
chains with respect to the undoped BMs. In this way, since the doped BMs are
smaller with respect to the undoped–ones, a reduction of the chain–net magnetic
moment should follow, given the average diminution of the magnetic moment per
magnetosome. In order to compensate this decrease, larger chains are formed.

Although XRD can give us crystallographic information about the different iron
oxide phases present in our samples, additional information on the electronic
state is obtained by XANES. As we have already commented in Chapter 3,
XANES is a powerful technique that provides accurate data concerning the local
environment and the oxidation state of the absorbing atoms, in our case, Fe [135].
Fig. 7.3 shows the Fe K–edge (E0 = 7112 eV) XANES spectra corresponding to
Fig. 7.3a the NFs and Fig. 7.3b to the BMs, both intracellular (BMs) and ex-
tracellular (OMs), together with reference patterns of ‚–Fe2O3 [319] and Fe3O4,
and the performed Linear Combination Analyses (LCA), according to eq. 3.13.
These LCA allow us to quantify the content of each Fe–phase in the samples, as
it has been shown in previous studies (e.g., [317]).

According to the XANES spectrum plotted in Fig. 7.3a, the edge position of the
NFs, defined as the energy value at which the normalised absorption —(E) reaches
0.5, is located at E0 ≈ 7124 eV, which is the typical value of maghemite, ‚–
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Figure 7.3: Normalised absorption —(E) Fe K–edge XANES spectra corresponding to a)
maghemite NFs and b) magnetite BMs. Reference patterns for ‚–Fe2O3 (orange) and Fe3O4

(dark cyan) have been included for comparison purposes. The residual (gray) lines, that give
account for the difference between the experimental and the calculated Linear Combination Anal-
yses. Inset in b) zooms the pre–edge peak and provides also the experimental data for the OMs,
which stands for the extracellular magnetosomes.

Fe2O3 [319, 320]. LCAs indicate a perfect match between the reference ‚–Fe2O3

pattern and the experimental XAS data corresponding to the NFs. This allow us
to confirm the chemical purity of the NFs that was pointed out by the XRD
characterisation. On the other hand, XANES spectra corresponding to the BMs
(Fig.7.3b) are left–shifted in energy with respect to the NFs (edge position E0 ≈
7122 eV, i.e., ∆E0 ≈ 2 eV). This indicates a lower Fe–oxidation state, which
is expected, as magnetite combines both Fe2+ and Fe3+, whereas for maghemite,
only Fe3+ is present [135, 137]. Here, the LCAs confirm the 100% magnetite–
composition of the magnetosomes, for both intracellular (BMs) and extracellular
(OMs) cases. This allow us to unequivocally conclude that the NFs are fully com-
posed of maghemite, whereas the BMs are fully composed of magnetite. A closer
inspection to the pre–edge region (see inset in this Fig. 7.3b) allows us to detect a
tiny increased —E intensity in the case of the OMs with respect to the BMs.
This indicates a slightly higher oxidation state for the magnetosomes when
they are extra–cellular. The fact of presenting a double membrane–shield (bacte-
ria and magnetosomes’ ones) rather than a single one (magnetosome) obviously
isolates better the magnetite from air. In any case, the differences are minimal,
yielding to a situation in which the magnetite–phase is secured (stable) in both
BMs and OMs forms.
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7.2 Magnetic properties

After determining the structural properties of the IONP ensembles, we have anal-
ysed their magnetic response by means of static MDC(T; —0H) and dynamic χAC
(T, f, t) susceptibility. All the measurements were performed in whole bacteria
(thus, BMs), where the magnetosomes arrange in chains, in order to minimise the
effect of the inter–chain interactions [30, 34, 35].

When dealing with magnetic nanoparticles, it is important to know whether the
sizes of these entities are on the single–domain or multi–domain regions. As we
have already mentioned in the theoretical chapter, providing a preliminary set point
of this state is important so as not to miss the interpretation of data, especially,
those concerning MDC(T; —0H). To begin with, the critical size for Fe–oxide
nanoparticles to constitute a mono–domain ensemble can be estimated ac-
cording to [45] as:

rc ≈ 9
(AKu)1=2

—0M2
s

(7.1)

which results in a value of rc ∼ 45 nm for maghemite and rc ∼ 64 nm for
magnetite, in good agreement with the reported ones [321, 322]. Therefore,
both the NFs and the BMs are expected to be single–domain nano–
ensembles.

The point would now consist on determining the blocking temperature for
both MNPs, as single–domain MNPs can be either magnetically blocked or Su-
perparamagnetic. Each regime displays a different spin dynamics, which results in
contrasting features. Values for the blocking temperature of each IONP ensemble
can be estimated according to7:

TB ≈
KV

25kB
(7.2)

This results in a value of TB ≈ 277 (NFs) and 393 K (BMs) for the case of our
ensembles. According to the latter values, the NFs might be, in principle, SPM
at T = 300 K (RT), whereas the BMs would be magnetically blocked in the
whole measuring range.

7suitable only for DC magnetisation, where the measuring time is taken as 100 s.
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Figure 7.4: Static MDC(T ) ZFC–FC curves, measured under —0H =5 mT applied field of a)
Synomag ‚–Fe2O3 NFs (blue circles) and undoped Fe3O4, (red squares) and c) Gd[100:100]
(dark cyan) and Tb[100:100] (dark yellow) BMs. b) evolution of the IA parameter vs. the
magnetic applied field —0H for Synomag NFs and undoped BMs. Inset in c displays the ZFC–FC
signal of GdCl3 and TbCl3 salts, measured under —0H100 mT where the typical fingerprint of
PM is shown. The derivative of the ZFC branch for the BMs is shown in d), as it eases the
definition of the TV , marked with gray dotted arrows.
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Beginning with the static MDC characterisation, we have measured, first of
all, the ZFC–FC M(—0H) curves at several applied fields to inspect the field–
dependence of the magnetic transitions present in every IONPs. As an example,
we are providing in Fig. 7.4 these ZFC–FC curves measured at —0H = 5 mT. We
will start by comparing the magnetic response of the maghemite NFs and the mag-
netite undoped BMs, which can be inspected in Fig. 7.4a. There, it can be seen
that already at T = 300 K, the NFs display magnetic irreversibility, as the ZFC
and FC branches are separated in the whole temperature range. This is congruent
with a Superparamagnetic state [60, 183], which is non–surprising for these NFs,
according to our previous estimations (see above) and, especially, with [28], where
the magnetic measurements at T >300 K were measured as well. On the other
hand, the situation concerning the BMs (red circles) is slightly different, despite
the fact that the ZFC–FC branches appear again split in the whole temperature
range. These BMs ensembles are magnetically blocked , instead of constitute a
SPM state. The same situation holds for the doped BMs (Fig. 7.4c). After-
wards, the M(—0H) measurements will confirm these different behaviours (SPM
and blocking), as coercitivity and remanence hysteresis magnitudes will only be
retrieved for the BMs. The difference between a SPM or a blocked ensemble of
single–domain MNPs lies on their anisotropy energy barrier (Ebarrier ∝ K · V ).
Accordingly, the magnetisation state of a SPM nanoparticle is protected
by a weak energy barrier, which implies that the thermal energy perturbs eas-
ily this state (by flipping coherently the spins within the nanoparticles). On the
other hand, the magnetisation corresponding to a blocked state is robust,
meaning that it is protected by a large energy barrier that prevents the ther-
mal agitation to destroy the collective spin up/down. As a result, the BMs are
revealing to constitute an ensemble displaying greater anisotropy with respect
to the NFs, given their similar V . Moreover, the value of the magnetisation
measured at T = 300 K in the BMs (M ≈ 4.2 Am2/kg) is almost half the value
corresponding to the NFs (M ≈ 9.8 Am2/kg), which reinforces again the higher
K for the former. Finally, in order to attain more information concerning the ro-
bustness of the magnetic interactions among the moments (which are intimately
connected to the effective anisotropy of the MNPs, Kef f ), we have studied the
dependence of the Irreversibility Area parameter (IA) with respect to the external
applied field —0H in the static regime. This Kef f is of fundamental interest to the
biomedical applications, as the Kef f plays a key role in the heating efficiency of
MNPs for magnetic hyperthermia purposes [323, 324]. As it can be seen in Fig.
7.4b, while BMs attain their maximum IA = 174 at —0H = 12.5 mT, NFs display
a maximum IA = 127 at only —0H = 4 mT, ie., one third of the field required
to overcome the BMs’ Ebarr ier . This result confirms the greater Keff for the
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BMs in comparison to NFs.

As we have already said, the ZFC–FC protocols allow us to gain information
on the magnetic transitions. By inspecting in closer detail the ZFC branch of the
NFs, a low–temperature hump, located at Tk ∼ 50 K, can be seen (marked by
an arrow). This hump, even if it is weak, shows a field dependence, as it is not
detectable for —0H ≥ 12.5 mT. Very few could be added at this point to discuss
about this feature, except from the fact that the Tk (—0H) displacement failed to
scale to a de Almeida–line (eq. 2.11) either with m = 2=3 (Ising–like SG) and
m = 2 (Heisenberg–like SG). Later on, the dynamic ffl AC susceptibility will bring
more light to this matter. On the other hand, the BMs evidence the expected
Verwey transition, characteristic of Fe3O4, which is marked by a sudden drop of
the magnetisation with decreasing T. The TV value is found at TV = 106, 95 and
99 K for the undoped, Gd[100:100], and Tb[100:100] BMs, respectively.
These values can be seen in more detail by plotting the derivatives of the ZFC,
displayed in Fig. 7.4d. The value corresponding to the undoped BMs agrees well
with those previously reported for magnetosomes [137, 325] and it is below the
TV ∼ 120 K corresponding to bulk magnetite8[41]. The fact that the TV transition,
that depends very strongly on the crystallinity and stoichiometry [33, 327, 328],
appears so clear for the doped ensembles is relevant, and it reveals that
the R3+ incorporation to the magnetosomes is not distorting strongly the
magnetite structure [41]. Otherwise, this transition would be smeared or, even,
almost wiped out, as it is the case of the Co–doped BMs [34].

A second transition is also observed for the BMs in the low–temperature
range as a broad hump. That feature is more noticeable in the ZFC branch, and
takes place in the temperature range 25 . Tf . 40 K, yet it is more subtle than
the one of the NFs. This additional transition is only visible for the undoped sam-
ple, due to the fact that a strong paramagnetic contribution appears T . 25 K in
the doped ensembles (see Fig. 7.4c). This PM signal is related to the presence
of the bacterioferritin and the Gd and Tb salts attached to the bacterial body, as
can be seen in the ZFC–FC curves measured for these salts (see inset). Again, this
transition, which has been generally attributed to the ordering of electron spins
in magnetite [329, 330, 331], might deserve more attention. Again, the dynamic
fflAC characterisation will seed more light to this issue.

8needless to say, this Verwey transition is not present in the NFs, as expected for a pure
maghemite system [28, 326].
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We will now scrutinise the magnetic behaviour of the IONP ensembles by
fixing the T at a constant value and varying the applied magnetic field. Figs.
7.5a–c include the M vs. —0H loops measured at T = 300 K (RT) corresponding
to: maghemite NFs (blue color) and magnetite undoped (red color) (Fig. 7.5a),
Gd[100:100] (Fig. 7.5b), and Tb[100:100] (Fig. 7.5c) BMs. Beginning with Fig.
7.5a, the SPM(blocked) state of the NFs(BMs) appears clear. While a co-
ercive field HC = 20 mT and remanent magnetisation Mr=Ms ∼ 0.45 are measured
for the BMs, no trace for these hysteresis parameters can be observed for the NFs.
This should, in principle, back up the SPM nature of these maghemite IONPs.
Nevertheless, the data fitting to a Langevin function9 of the SPM–presumed NFs
fails. Given the proximity of both measuring and blocking temperatures, it is very
possible that some of the Nanoflowers could be blocked, with other ones are in
the SPM regime. Furthermore, the fflAC(T; f ) characterisation (see below) will
reveal the presence of three hierarchical magnetic orders, being the transition
temperature of the second located at T ∼280 K. This results in a wide range of
time scales, which have already evidenced to be problematic in the definition of
SPM systems macroscopically via the closed Langevin–type magnetisation curve
[59]. The fact that the thermal equilibrium is often not achievable gives account
for this happening.

In which concerns the doped BMs, Figs. 7.5b and c display the M vs. —0H
loops corresponding to Gd[100:100] and to Tb[100:100], respectively, together
with the simulated M(—0H) loops. These simulations are based on the Stoner–
Wohlfarth model [332] with the modifications addressed in [32, 35]. Very briefly,
this model considers each magnetosome chain as a collection of independent sin-
gle domain nanoparticles, that are thermally stable. Inter–particle dipolar interac-
tions occurring between the nearest magnetosome neighbours impose additional
anisotropy contribution, whereas the chain–chain interactions are neglected. The
equilibrium orientation of each magnetic dipole is calculated by minimising the sin-
gle dipole energy density, which is formed by the sum of a magnetocrystalline term,
a uniaxial one and a latter Zeeman term. Further details on the Stoner–Wohlfarth
model are included in Append B. The good agreement between the calculated and
the experimental profiles is clearly observed. These hysteresis loops evidence again
the magnetically blocked state of the single–domain BMs, as non–negligible val-
ues for HC = and Mr are found. Particularly, HC = 18.3(1) and 15.8(1) mT, and
Mr=Ms = 0.39 and 0.44 for the Gd and Tb–doped, respectively. Those values
evidence slight deviations from the ones obtained for the undoped BMs, as it was

9M=Msat = L(a), being a = —B=kBT .
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Figure 7.5: Static MDC(—0H hysteresis loops measured at T = 300 K for a) Synomag ‚–Fe2O3

NFs (blue) and Fe3O4 BMs (red), b) Gd[100:100], and c) Tb[100:100]. Inset in a) zooms the
central region, where coercitivity is only retrieved for the BM ensembles. b) and c) include the
simulated profiles with KC = 11 and -12, and Ku = 12 and 10 kJ/m3, respectively.

the case of the Mn or Co–doped BMs [34, 35]. The situation becomes much more
interesting when the temperature is decreased, where the R–doping effectively
changes the anisotropy of the magnetosomes and clear changes in the HC
and Mr trends are recovered. To inspect this in closer detail, Figs. 7.6a and b
depict the evolution of these magnitudes with the temperature. Figs. 7.6c and d
show the resulting KC and Ku obtained thanks to the simulation of the measured
hysteresis parameters.

Figs. 7.6a and b compare the evolution of the ∆HC and the ∆Mr=Ms vs. T,
respectively. The ∆ symbol represents the difference between the measurements
performed after a cooling process under an applied field of 1 T (FC) and without
applied magnetic field (ZFC). Despite the fact that the 3 ensembles (undoped,
Gd[100:100] and Tb[100:100]) behave in a similar way at RT, the trend with
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decreasing T is clearly altered. In this way, especially for T . TV , the FC
and ZFC loops of the doped/undoped BMs no longer overlap. In this way,
the undoped BMs show three clearly–differentiated regions: (i) above TV , (ii)
between TV and Tf , and (iii) below Tf . The finding of these three differentiated
regions indicate an evolution in the anisotropy of the magnetosomes: First, at
TV , the structure undergoes a transformation from the cubic system, with the
chain easy axis pointing along the [111] direction, to a monoclinic arrangement,
being the chain axis pointing now along the [100] direction [325]. Then, at Tf ,
the anisotropy changes again, probably as a consequence of a structural change
from monoclinic structure to a lower symmetry arrangement (triclinic structure)
[27, 333]. The transformation of the structural arrangement alters the
magnetocrystalline anisotropy term (thus, the anisotropy barriers), and could
also lead to the outburst of frustrating interactions that may develop the SG–like
behaviour. It is also worth noting that the evolution of the doped BMs in the re-
gion between Tf and TV gets much smoother in comparison, being even the hump
observed in the undoped BMs almost wiped out, a fact that agrees well with the
smoothed Verwey transition shown in the M(T ) characterisation. Besides, the val-
ues of HC and Mr for the doped BMs are slightly smaller with respect to the ones
of the undoped BMs at this low–temperature side. This reveals a reduction
of the anisotropy in the low–temperature region concerning the doped
samples.

These results agree very well with the ones recently published for Mn–doped
BMs [35]. More precisely, they are very alike to the behaviour of the Mn[480:100]
sample. Both Gd and Tb–doped behave in a very similar fashion, as it can be
seen in the ∆HC and/or ∆Mr=Ms evolution (see Fig. 7.6a and b). The situation
concerning the NFs is much less interesting. The inset in each Fig. 7.6a and b
depicts the evolution of the —0HC and Mr with the temperature after a cooling
process with no applied field. Both magnitudes increase linearly, according to the
progressive increase of the blocked entities. The slope of this trend gets more
acute in the low–temperature region (Tk . 50 K), a fact that can be understood
in terms of the incipient nanopetal–nanoflower correlations that are going to be
revealed thanks to the dynamic fflAC measurements.

At this point, it is clear that carrying out magnetic simulations of the M(—0H)
loops measured at different T values would be helpful to disclose the specific
changes that are taking place in the intrinsic magnetic properties of Gd[100:100]
and Tb[100:100] samples. As it has already been explained above, we have em-
ployed a modified Stoner–Wohlfarth approach, as it is common practice [32, 35].
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Figs. 7.6c and d display the thermal evolution of each anisotropy term for the
undoped (red), Gd[100:100] (dark cyan) and Tb[100:100] (dark yellow) BMs, ob-
tained from the simulation of the M(H) loops displayed in Fig. 7.5.

Beginning with the KC term, Fig. 7.6c showcases that the three BM en-
sembles showcase a very similar value at RT, -11.0 kJ/m3 for the undoped
and Gd–doped, and -12.0 kJ/m3 for the Tb–doped. These values are very close to
the one corresponding to bulk magnetite, -10.8 kJ/m3 [1, 32, 35]. Nevertheless,
as the temperature is lowered, the absolute value of this term slightly increases
for the undoped and Gd [100:100] samples, whereas the Tb [100:100]–one slightly
decreases. Nevertheless, these modifications are really tiny, remaining this term
KC ∼ (-11)–(-12) kJ/m3.

Notwithstanding, the dramatic drop in the |KC| value retrieved in the
undoped sample is displaced towards lower T in the doped ones. This way,
whereas it got null already from T ∼ 110 K for the undoped BMs, this happened
from T ∼ 90 (Gd) and 100 (Tb). Given that the disappearance of the KC contri-
bution is triggered by the loss of the magnetocrystalline anisotropy driven by the
structural change below TV [34, 35, 41], the left–shift found in the doped BMs
may be indicating that the incorporation of R3+ ions into the magnetite
structure modifies the crystalline structure, altering the Verwey transition.
The particular differences between Gd and Tb–doped BMs could be associated to
a different incorporation of the Gd3+ and Tb3+ to the magnetosome structure.

Now we turn to the Ku term. Fig. 7.6d reflects very well the situation that
has been explained for the Mr=Ms vs. T evolution. It turns out that Ku remains
at an almost constant value of ∼ 12 (undoped), 11.5 (Gd) and 10 (Tb) kJ/m3,
down to TV . As long as this term is mainly connected to the shape anisotropy
and dipolar interactions, the differences between the Ku values (especially for the
case of Tb) could be due to the divergences between size distribution and/or
morphology of the BMs (see TEM results). Below TV , a dramatic increase,
up to 37 kJ/m3, is retrieved for the undoped BMs. Nevertheless, the Ku for the
doped BMs rises at a slower pace, being the onset no so well–defined as for the
case of the undoped ones. This is more noticeable below 50 K. At T = 10 K; the
doped BMs only achieve a maximum Ku = 23 and 26 kJ/m3, respectively. These
values are very similar to the ones of Mn[480:100] [35].

All these findings point undoubtedly to an actual modification of both mag-
netocrystalline and unixial anisotropy terms in the R–doped BMs. Changes
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above TV may be triggered by the modifications of size and/or shape of the doped
BMs compared to the pure ones. The situation concerning T < TV points to a
scenario where the substitution of Fe3+–ions by Gd3+ and Tb3+–ones does effec-
tively modify the monoclinic crystalline arrangement, which outcomes in a
modification of the features associated with the TV . This modification for mag-
netite doped with Gd and Tb appears as a relevant result that should lead to a
more intense attention by the scientific community.

7.2.a Dynamic Magnetic Susceptibility

The main aim of the dynamic fflAC(T; f ; t) measurements was to access more infor-
mation on the spin dynamics of the low–temperature hump that was observed
in the MDC(T ) ZFC–FC curves. This feature becomes more noticeable if a very
low–field is applied, as it is the case of fflAC(T ) (see Fig. 7.7). The existence of dis-
sipation connected to peaks in the in–phase component indicates the presence of
magnetically–disordered phases, as it has been already shown along this work
in the previous chapters. Accordingly, the inspection of the out–of–phase compo-
nent of Synomag NFs in that Fig. 7.7 (left–side) shows a clear peak located
at T ≈ 40 K. This fingerprint of a disorder state has been a matter of debate in
the last decades for both ensembles (magnetite and maghemite) [334, 335, 336],
yet no unambiguous conclusions have been established. All the literature agrees
with the occurrence of a broadening located in the range between 30 . T . 60
K, but, whereas some studies claim for a Spin Glass dynamics, others point to a
less–interacting disorder transition. In our case, provided the temperature range,
this transition could be studied at the Synomag NFs, but on the magnetite–side,
only the undoped bacteria could meet the criteria, as at the doped–ones, the signal
coming from the PM R–salts got too intense at this low–temperature side, mask-
ing the signal stemming from the magnetosomes themselves.

Fig. 7.7 shows the in–phase ffl′(T; f ) (top) and out–of–phase ffl′′(T; f ) (bot-
tom) components for Synomag ‚–Fe2O3 NFs (Figs. 7.7a and b) and undoped
Fe3O4 BMs (Figs. 7.7c and d). The Verwey transition, TV , marked by a sudden
drop of the magnetisation with decreasing T, can be clearly seen in the BMs, whilst
this transition is not present in the NFs, as expected for a pure maghemite system
[28, 326]. The temperature for this TV is determined to be TV ≈ 106 K (agreeing
the MDC), a value that agrees well with the reported for magnetosomes [137, 325],
below TV ∼ 120 K for bulk magnetite [41]. The small drop in the ffl′(T; f ) observed
at T ≥ T k in Fig. 7.7c has already been argued in terms of particles below their
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Figure 7.7: a) ffl′(T ) and ffl′′(T ) components, measured at f = 1 Hz in the range T between
5 and 300 K, for Synomag NFs. The inset shows the extra high–temperature peak observed in
the ffl′(T ), that holds for every measured frequency f (we have just included three of them for
clarity purposes). b) and c) showcase the in–phase ffl′(T ) and out–of–phase ffl′′(T ) components,
respectively, measured in the low–temperature range (T <80 K) at oscillating field h = 0.313
mT , for these ‚–Fe2O3 MNPs. d) and e) display both ffl′(T ) and ffl′′(T ) components for the
Fe3O4 BM (within the bacteria), measured with h = 0.1 mT within the temperature range 5–
300 K. The inset in e) zooms the low–temperature region (T < 60 K), where there is an extra
dissipation. The occurrence, for both NFs and BMs, of dissipation in the low temperature region
reveals the existence of magnetically–disordered phases.
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critical Superparamagnetic (SPM) size [33]. Going now to the low–temperature
side, the occurrence of a hump for the in–phase component can be detected
for both IONP ensembles. This feature takes place at Tk ≈ 60 K for the NFs
and Tf ≈ 35 K for the BMs.

Although the occurrence of a hump is already observed in the ffl′(T; f ), this
kink gets more noticeable in the out–of–phase component ffl′′(T; f ). There are
reports in the literature giving account for this fingerprint, e.g., in 20 nm Fe–
‚–Fe2O3 20 nm NPs [334], or in magnetite, both bulk [337, 338, 339] and NP
ensembles [335, 340]. Nevertheless, the spin dynamics behind this transition has
been argued differently for both IONP ensembles. The most common scenario
for magnetite relates this hump to a Super Spin Glass (SSG) freezing dynamics,
caused by either the freezing of conduction electrons, or the rearrangement of
electrons within domain walls [27, 41, 333], the situation concerning maghemite
gets even more cumbersome, and it has only been reported to occur at the meso-
scopic scale. Whilst the occurrence of a low–temperature hump is unambiguous,
indicating the existence of distinct temperature–activated behaviours depending
on the NP size and geometry [341, 342], the ultimate reason for this to happen
is unclear and, even at some points, contradictory. In this sense, a research work
claimed a SG–like phase for this transition [343], a recent investigation point to a
non–interacting disorder–like transition for NF–shape maghemite [336].

In order to shed more light to this complex issue, we have undergone a complete
analyses of the spin dynamics in both ensembles of IONPs. First, we have plot
the Cole–Cole ffl′′ vs. ffl′ dependence at several temperatures close to the hump
in Figs. 7.8a and b. As it has already been mentioned in the previous chapter,
these representations are a powerful tool to obtain information about the NP size
distribution and anisotropy [266, 267]. In a further step, we have fitted the Tk(Tf )
vs. f dependency by using different scaling models. The ones that fit the best
were a non–interacting Néel–Arrhenius relaxation (eq. 2.1) and a critical power–
law scaling (eq. 2.9), respectively. These fittings are represented in Figs. 7.8c and
d. Additionally, we have obtained the ‹–shift parameter. All the obtained values
for these fits are inserted in Table 7.1. To end up with, we have performed ageing
and memory effect measurements to follow whether the interactions among the
magnetic moments are large enough to settle a collective frustrated disorder state.

Before moving forward to the subtleties concerning the low–temperature region,
it is very worth mentioning the occurrence of a high–temperature bump in the in–
phase component of the NFs (see left panel in Fig. 7.7). This hump, zoomed in
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Figure 7.8: Cole–Cole diagrams for Synomag maghemite NFs (a) and magnetite BMs (b) at
several temperatures nearby the low temperature hump, Tk and Tf . c) Néel–Brown (Arrhenius
law) and d) critical slowing–down scaling for the NFs and the BMs, respectively, from which
the SPM(CSG) behaviours can be inferred. e) and f) depict the memory effect and ageing
measurements, respectively, performed in the Synomag NFs. No trace for any of these effects
can be observed.
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the inset, is located at Th ≈ 280 K, and brings in more information about the
structure of the NFs. Accordingly, given that this peak also carries dissipation, an
extra magnetic disorder–like transition is taking place. At first, one may
think of a two–step blocking mechanism to be beneath this double feature, one
taking place at Tk , and the second, at this Th, just in the same sense as it has al-
ready been reported in other magnetically–disordered NPs10 [37, 202, 334]. There,
the freezing process for the magnetic moments located at the surface (lower T )
and at the core (higher T ) where decoupled, leading thus to two blocking/freez-
ing processes. Nonetheless, the situation concerning our NFs is different, as the
separation between both Tk and Th is too great. Furthermore, the structure of the
NFs, where several crystalline entities coexist, may be the shed of a hierarchical
magnetic structure [29], where three different correlation lengths coexist.
These are:

i. the correlation length that builds up the ferrimagnetic order within each
nanocrystallite (‘ . 10 nm).

ii. the correlation length that correlates the nanocrystallites (〈D〉 ∼ 10 nm, see
TEM) to trigger the superferromagnetic coupling of petals (cores), forming
nanoflowers (‘ ∼ 20–40 nm).

iii. the correlation length that correlates the different nanoflowers to give rise
to a supraferromagnetic arrangement (‘ > 50 nm).

Consequently, the hump observed at 280 K can be mainly related the sec-
ond level, ie., the one where the individual nano–petals get correlated, building
up the Nanoflower. The presence of strong interactions among the neighbouring
nanocrystals within the NFs observed thanks to SANS [28] agrees with this sce-
nario. It is also worth mentioning the fact that the out–of–phase component gets
non–zero values all over the measured range, indicating a broad distribution of
relaxation times.

Once the ffl′(T; f ) and ffl′′(T; f ) curves have been discussed, we will focus now
on the different analyses performed in the vicinity of the low Tk (Tf ) transitions.
We will begin with the Cole–Cole diagrams. Figs. 7.8a and b depict the ffl′′ vs. ffl′

dependence measured at different temperatures for the NFs and the BMs, respec-
tively. The occurrence of a maximum is clear for both ensembles, which shows a
positive frequency shift with the temperature. Nevertheless, the right–shift for the
NFs is ∼1.9 ×10−4 emu/g·Oe·K, whereas the one for the BMs is more drastic, ∼

10as it was the case of the GdCu2 SSG MNPs shown in Chapter 4.
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72 ×10−4 emu/g·Oe·K, ie., almost 40–times greater. This indicates that the BMs
display a narrower distribution of relaxation times with respect to the NFs
[50]. Given the fact that the BMs display a broader size–distribution than the one
for the NFs (see TEM measurements), this fact should be necessarily connected to
the magnetic state itself. This way, whereas the SPM–like state of the NFs results
in different entities that get blocked almost independently, the BMs would consti-
tute a much more interacting ensemble, where the different entities are correlated
and get frozen as a whole.

Second, regarding the shape of the Cole–Cole plots, we can see a striking
difference between the NFs and the BMs. While the former display a relatively
symmetric peak–shape, the curves for the latter are flattened and asymmetric. The
latter feature is indicative of a polydisperse particle size distribution [60], which has
been evidenced thanks to TEM measurements. Nonetheless, the peak shape of the
NFs is much more congruent with the expected one for a monodisperse ensemble
of SPM NPs, where a perfect semi–circle is retrieved [60]. This statement could
be verified by applying intermediate frequencies between 1–3 and 3–10 Hz, as the
number of points close to the maximum are just a few. Finally, the relative breadth
of the peak can be obtained as ffrel = FWHM/ffl′′max . A value of ffrel ∼ 1:7 is
found for the NFs, whereas a greater one of ffrel ∼ 2:1 corresponds to the BMs.
If we compare these values with the literature, the one achieved for the NFs is
very similar to the one reported in [343] for maghemite NPs of several sizes. In
which concerns the BMs, they display a larger value than the one of ffrel ∼ 0:05
corresponding to an archetypal canonical spin glass of Au96Fe4 [268] and/or the
one corresponding to Tb0.1Y0.9Cu2 10 nm–sized MNPs, as indicated in Chapter
6. This finding supports the existence of a broad magnetic size distribution
and clearly indicates a cooperative behaviour stemming from the magnetically–
disordered moments, rather than an individual response.

After having discussed the Cole–Cole plots, we will bring to the fore the char-
acterisation of the spin dynamics performed by means of the critical exponents
and power–law scalings. Given that a frequency–dependence of the tempera-
ture value corresponding to the low–temperature broad peak has been traced in
the ffl′(T; f ) component, several relaxation models have been employed in order to
account for this displacement. The best fittings are the ones shown in Figs. 7.8c
and d, where two different spin dynamics have been found depending upon the
IONP ensemble. In this way, a Néel–Brown model11 is the most suitable to

11already introduced in eq. 2.1, fi = fi0 exp
“
Ea

kBT

”
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reproduce the relaxation of the NFs, whilst for the case of the BMs, it is the
critical power–law scaling12. Therefore, with the analyses at hand, the spin
dynamics of the NFs indicate a relaxation associated with weakly coupled
magnetic entities. This finding is striking, considering that the magnetic entities
should have some kind of interaction, given their proximity. It could be that the
single–domain framework does not perfectly match with the behaviour of the NFs,
where more complex magnetic structures can be playing a main role. On the other
hand, a SG–like state is well–justified for the low–temperature transition
found in the BMs [59]. The obtained values for the fitting parameters (NFs and
BMs) are included in Table 7.1, together with the obtained ‹–parameter for each
IONP ensembles13

Paying attention to the quantitative values of the fitting parameters shown in
this Table 7.1, the results concerning the NFs point to an activation energy Ea
around 387 K. This may be indicative of a large anisotropy barrier, as a thermal
energy above RT should be required to flip the (super)spins. The relaxation time,
fi0, for the NFs is slightly greater than the traditional ones found in non–interacting
SPM MNPs [60], which is an indication that we are dealing with magnetic en-
tities, rather than with individual spins. ‹–shift parameter values lie within
the range of Cluster Glass (0.03–0.06) [182, 183], which underscores the existence
of (weakly)–coupled entities (NFs). On the other hand, the displacement of Tf
corresponding to the BMs was perfectly fitted to a critical slowing down behaviour
(see Fig. 7.8d). The fitting parameters displayed in Tab. 7.1 lie within the range
of Cluster Spin Glass–like state [50, 67, 84, 87]. This can be understood as a
consequence of the strong interactions among these magnetic entities within the
nanoparticles. The obtained ‹ is also congruent with a Cluster Glass regime, which
reinforces the aforementioned CSG spin dynamics.

The last macroscopic acid test to investigate the actual nature of the low tem-
perature hump would be fflAC(t) measurements. This measuring protocol would
be helpful to disclose whether a blocking or freezing mechanism takes place in
the IONP ensembles. Unfortunately, the amount of magnetic mass inside the
BMs, ∼30 —g, gave rise to a signal that was below the detection limit. Thus,
no safe conclusions can be attained. The same scenario held when we tried with,
for example, a larger sample mass of ∼ 450 —g. Hence, no sensible results are

12see eq. 2.9, fi = fi0

“
Tf−Tf ;0
Tf ;0

”−z�
13see eq. 2.10, ‹ = ln(Tf )

log10(2ıf ) + k
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Table 7.1: Activation energy Ea/freezing transition temperature Tf , relaxation time fi0

of individual particles for f → 0, critical exponent z� and ‹–shift parameter values
obtained for Synomag maghemite NFs and magnetite BMs.

Ea/Tf ;0 (K) fi0 (s) z� ‹

NFs 386(8) 9.4(7)·10−7 – 0.045(4)
BMs 30.2(2) 7.4(2) 10−8 0.040(2)

conceivable at the present stage. On the other hand, the signal given by the NFs
was more than enough to detect ageing and memory effect phenomena. Very
interestingly, we could not observe any of these effects, even if we tried several
temperatures between 5–70 K. As an example, we are including in Figs. 6.5e
and f the memory effect protocol and the ageing measurements at T = 10 and
20 K. No trace of time–dependent phenomena are probed, which may indicate a
non–interacting disorder–like phase taking place at this low temperature side. This
would highlight the existence of a blocking, not a freezing, mechanism beneath
this low–temperature disorder transition.

Given the subtleties associated to the low temperature relaxation mechanism
of the NFs, it would be necessary to address this issue using powerful microscopic
techniques, as high resolution TEM to really disclose the exact arrangement within
the petals, and SANS, to determine the magnetic correlations among the petals
forming the NF.

7.3 Magnetic Fluid Hyperthermia:
NFs vs. Magnetosomes

To end this chapter, we will present a brief summary of the Magnetic Fluid Hyper-
thermia (MFH) measurements performed at the NF and BMs ensembles. These
measurements were acquired with the help of PhD. Irati Rodrigo, at the Univer-
sity of the Basque Country (UPV/EHU). We refer the reader to [344], where the
complete performed study is presented. But at this point, we will just give a small
flavour of this MFH, as this Dissertation aims to deep on the fundamental mag-
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netic phenomena, rather than on their potential applications.

Accordingly, the heating efficiency of the NFs and the undoped OMs (ie.,
magnetosomes extracted from the bacteria) has been evaluated by means of
AC magnetometry measurements. This technique allows to directly measure
the AC hysteresis loops described by the magnetic moments of the nanoparticles
in order to calculate their heating efficiency or SAR from the associated hystere-
sis losses. For this purpose, we have employed a novel home–made setup for AC
magnetometry measurements14, which has allowed us to measure the SAR of the
MNPs at 3 different frequencies, applying AC fields up to 88 mT. Thanks to this
instrument, it has been possible to attain different heating ranges, getting a reli-
able landscape of the fields and frequencies that maximise the heating efficiency
of these IONP ensembles under certain safety limits. One of the main advan-
tages of this procedure is connected to the fact that the obtained SAR values
are not affected by thermal parameters or conditions, which is more the case of
AC–calorimetry [284]. Moreover, AC Calorimetry measurements require particular
data analysis to remove artefacts from different error sources [346, 347]. The AC
magnetometry method is, therefore, an excellent route to quantify magnetic losses
when MNPs are inside biological matrices, like cells or tissues [348], and also avoids
the struggles connected to the non–adiabatic conditions inherent to the measuring
process.

The literature evaluating the heating efficiency of both ∼ 45 nm–sized IONPs
(NFs and undoped BMs) is really scarce. For instance, in the very recent publica-
tion (2021) [349], the heating curves of maghemite Nanoflowers with sizes ranging
from 〈D〉 ∼ 44 to 162 nm is provided. On the other hand, in [350], the heat-
ing curves of magnetosomes within the bacteria are provided. These two works
demonstrate the heating efficiency of these MNP ensembles by measuring the T
vs. T curves. Nonetheless, there are no examples, to our knowledge, using the
AC–magnetometry to determine the SAR. Considering all this, we decided to focus
on this method to both determine this SAR, and to better understand the differ-
ences in the magnetic response of both systems.

Figs. 7.9a and b display the AC hysteresis loops measured for both NFs and
OMs, respectively, dispersed in water (concentrations of ∼ 3.1 mg/ml and ∼ 1.5
mg/ml respectively). The AC loops were measured at three different frequencies,
f = 130, 300, and 530 kHz, with AC field amplitudes up to —0HAC = 88, 62, and

14we address the reader to Irati Rodrigo’s PhD Thesis, ref. [345], to know more about this
tool and the development process behind it.
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50 mT, respectively. We have just included in this Fig. 7.9a the ones measured at
f = 300 kHz, as this frequency value was the one corresponding to the maximum
SARl imit . The meaning of this magnitude will be explained when analysing the
SAR parameter (see below). What is clear, according to these Figs. 7.9a and
b, is that the shape of the AC loops changes when increasing the —0HAC, given
that both samples exhibit narrow and elongated AC loops at low field amplitudes,
ie., the typical lancet shape [351]. This gives rise to low hysteresis losses and low
heating efficiencies. However, as the field amplitude increases, the AC loops be-
come bigger and more squared until they reach a certain saturation at high enough
fields, where the differences between the saturated loops are small. In addition, we
can observe that the AC loops tend to become slightly wider and more squared at
high enough field amplitudes. If we compare both IONP ensembles, quantitative
differences can be already seen, especially at high field amplitudes: the coercive
field value, —0HC−AC, is up to ∼ 85 % greater for OMs than for NFs, so does
the Msat−AC, which is ∼ 26 % enhanced. These results anticipate that the
heating efficiency of OMs may be better than NFs–one, especially in the
high field region.

Powerful information related concerning the effective anisotropy, Kef f , can be
gained by means of the coercive field, —0HC−AC. In this way, following the approach
described in [351], a good estimation on the Kef f for both IONP ensembles can
be obtained. According to their model:

—0HC = 0:96 · —0H»(1− »0:8) (7.3)

where H» = 2Kef f =—0Msat is the anisotropy field, being » a parameter given
by:

» =
kBT

Kef f V
ln

„
kBT

4—0HmaxMsatV f fi0

«
(7.4)

where fi0 = 10−10 s, which lies within the typical ones in the literature [201,
351], —0Hmax is the maximum applied field, and V is the MNP volume.

The obtained values of this Kef f corresponding to each ensemble have been
inserted in Table 7.2. According to the values inserted in that Table 7.2, the OMs
evidence greater effective anisotropy values (more than twice for all the f ),
which results in wider AC loops, leading thus to larger hysteresis losses. This
assessment is valid as long as the applied fields are strong enough: —0HAC >>
—0Hc−hyp, being —0Hc−hyp the field amplitude reached at the inflection point of
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Figure 7.9: a) AC hysteresis loops measured up to —0HAC = 62 mT for the NFs and the OMs
at f = 300 kHz. In b), the calculated SAR vs. —0HAC values for the NFs (blue squares) and
the OMs (red circles) have been displayed. In all of the cases, the SAR corresponding to the
OMs is more than twice the one of the NFs at high fields.

the SAR vs field curve [352, 353]. Finally, the Kef f values for the OMs agree well
with the ones typically reported for other highly crystalline magnetite nanoparticles
of similar size [354, 355].

We have included in Fig. 7.9b a depiction of the SAR vs. —0H corresponding
to the loops measured under f = 300 kHz. These SAR values, in W/g, were
directly calculated from the area, Area, of the AC hysteresis loops, according to
the following equation:

SAR =
f

c
· Area =

f

c
·
I
—0MtdHt (7.5)

where Mt is the instantaneous magnetisation at time t, Ht the sinusoidal
magnetic field of frequency f at time t, and c is the magnetic material weight
concentration in the dispersing medium.

As it can be seen in this Fig. 7.9b, both the Nfs and the OMs evidence nearly
negligible SAR values at field amplitudes below 5 mT. Once the field amplitude
is raised, the SAR starts increasing very fast until a saturation is reached above a
certain field, —0Hsat . According to the values inserted in Table 7.2, the maximum
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SAR values corresponding to the OMs are, at least, more than twice the
ones obtained for NFs for all the measured frequencies. Both the magnetic
moment and the effective anisotropy of each IONP ensemble is at the basis of this
finding.

Table 7.2: Values corresponding to the effective anisotropy Kef f , maximum SARmax
and maximum SAR under chemical safety limits, SARl imit , obtained for the NFs and
OMs measured at f = 130, 300 and 530 kHz. Errors for the values are below 5%.

NFs OMs

f (kHz) 130 300 530 130 300 530
Kef f (kJ/m3) 4.0 4.6 5.1 9.8 11.0 12.1
SARmax (W/g) 370 930 1820 880 2120 4120
SARl imit (W/g) 335 455 350 805 1125 570

Finally, for clinical applications it is important to consider certain safety lim-
its in the value of the field amplitude and frequency in order to avoid producing
non–specific heating in the body that can harm the patient. There can be found
different proposed safety limits, as it is the case of the Atkinson–Brezovich or Hergt
criterion. According to the former, H · f should be lower than 4.85·108 A m−1s−1

[356, 357], while the second one extends this limit to ∼ 5 ·109 A m−1s−1 [358].
Even if this later Hergt criterion does not take into account the exposed volume
to the magnetic field, it is, nowadays, the most accepted estimation. Of course,
either the volume of exposed tissue or the heating time should be watched–out to
avoid the possible inductance of damaging eddy currents connected to the use of
high field amplitudes and/or frequencies. We have decided to follow this Hergt
criterion to calculate the maximum achievable SAR of our samples. As indicated
in Table 7.2, both samples achieve their maximum SARl imit at f = 300 kHz (as
it was already mentioned), with a maximum —0Hl imit = 20.7 mT. Under this con-
sideration, the SARl imit = 455 and 1125 W/g for the NFs and OMs, respectively.
This means, the OMs are almost three–times more efficient than the NFs
at the limit value. This again supports the use of magnetite–based NPs for max-
imising the heating efficiency in magnetic hyperthermia under clinical conditions.

So, at this point, one may wonder about what are the limitations to perform
MHT with magnetite, rather than maghemite–based MNPs. As it has already
been stated, it is important to recall that the sticking point was related to the
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chemical stability of the Fe3O4 phase (oxidation towards maghemite), not to
the MHT performance itself. This is why maghemite–based IONPs, and, especially
the case of the Synomag NFs, have been so extensively used. The fact that there
are some degree of spin disorder and exchange coupling in their nanometric scale
(already discussed above) promotes these NFs to display more than acceptable
heating efficiency values [28]. Hence, a good chemical stability, together with a
relatively good hyperthermia performance, large–scale production processes and
high reproducibility, have finished to bias the interest of the scientific community
towards maghemite–based IONPs. It is clear, however, that the OMs constitute
a new player on the board, showing much better hyperthermia performance and
avoiding the oxidation–issues thanks to their organic membrane. Indeed, the con-
ditions of reproducibility and large–scale production of such biological MNPs are to
be better defined, whereas Synomag NFs constitute already a high–available tech-
nological advanced product. Notwithstanding, it is our belief that these OMs are
a very promising IONP ensemble for being used in magnetic hyperthermia
therapies [344].

To sum up, the Magnetic Fluid Hyperthermia analyses discussed here set a
perfect match of both fundamental and application worlds. This way, the MFH
results have evidenced experimentally the consequence of the larger mag-
netic moment and effective anisotropy corresponding to the magnetite
bacteria magnetosomes, with respect to the maghemite Nanoflowers.
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Conclusions

“¿Qué más, pues?”

J. Balvin feat. Maŕıa Becerra

The evolution of the magnetic properties with respect to the size re-
duction and the microstrain has been analysed in ensembles of RCu2 nanopar-
ticles. In addition, we have studied the magnetic properties of commercial
Synomag maghemite (‚–Fe2O3) Nanoflowers, and magnetite (Fe3O4) bacte-
rial magnetosome, both undoped and Gd and Tb–doped bacteria.

Among the most relevant results, we would like to indicate:

→ The bulk AF state in GdCu2 evolves towards a Superantiferromag-
netic arrangement, where the core keeps the AF order and the magnetic
surface moments give rise to a Spin Glass disorder phase. The interac-
tions among the SG disordered moments are maximised at a mean
nanoparticle size of 〈D〉 ≈ 25 nm. When the nanoparticle size is below
10 nm, the AF order state does not hold anymore, and a Super Spin Glass
state, involving all the magnetic moments in the nanoparticle, participate
in this disordered state, whose spin dynamics follows a critical slowing
down relaxation.

→ The ensembles of NdCu2 nanoparticles have evidenced the maintenance
of the bulk AF commensurate structure at 〈D〉 ∼ 13 nm. The bulk
commensurate–incommensurate transition (TR = 4.5 K) is lost in the nanopar-
ticle regime, where the surface moments arrange into an interacting Spin
Glass phase. The bulk crystalline electric field level schemes, plus the
magnon collective excitations, are well–maintained, not only in the
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nanoparticles themselves, but also at the nanoparticle surface. A shift
of the magnon excitations towards larger energy values is found, re-
vealing the increasing anisotropy and a possibly stiffening in the magnon
modes at the nanoparticle surface.

→ Three different TbxR1-xCu2 alloys have been produced to explore the dif-
ferent degrees of magnetic disorder. Tb0.5Gd0.5Cu2 alloy keeps the AF
state at the bulk stage, yet the magnetic order is lost in the nanoparti-
cle regime, where a Super Spin Glass state is settled. The dilution with
non–magnetic La3+ in the Tb0.5La0.5Cu2 alloy allows to preserve the bulk
AF within the nanoparticle regime, for which a Superantiferromagnetic
state takes place. On the other hand, the (magnetic) percolation limit is
overcome for Tb0.1Y0.9Cu2 alloy already in the bulk state, where a Cluster
Spin Glass state is settled. The size reduction to the nanoscale shows
a progressive loss of magnetic (disorder) interactions, ending up in a
Superparamagnetic picture. All in all, three different spin (moment)
dynamics are found for each of the compositions.

→ The commercial Synomag Nanoflowers are purely formed by maghemite,
being in a Superparamagnetic state already at T = 300 K (RT). The
purely magnetite bacterial magnetosome are, on the other hand, mag-
netically blocked at RT. The latter ensembles have evidenced a larger
magnetic anisotropy, which leads to their improved Magnetic Hyperther-
mia performance with respect to the Synomag Nanoflowers.

→ The low temperature transitions found in both the Nanoflowers and the
(undoped) bacterial magnetosome display a very different spin dynamics,
which needs to be further studied from a microscopic point of view.

→ We pioneering successfully the doping of bacterial magnetosome
with Rare Earth ions Gd3+ and Tb3+. These ions are incorporated within
the magnetosome structure, mainly, in the octahedral B–type Fe3+ positions.
The magnetic properties of the doped bacteria are very alike to the ones cor-
responding to the undoped BMs, with some minor modifications on the
anisotropy due to the distortion of the magnetosome crystalline structure.

Bearing all these points in mind, it is clear that this work has deepen into
the fundamentals of the Magnetism in ensembles of nanoparticles con-
taining Rare Earths. The conclusions pave the way for further investigations,
mainly concerning the analyses of single–ion and collective excitations in ensem-
bles of 4f nanoparticles and to the determination of the correlations among the
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magnetically–disordered moments. The latter could be very well studied by means
of Small–Angle Neutron scattering.

On the other hand, Fe–oxide compounds have been shown as excellent can-
didates for Magnetic Hyperthermia therapies, that are mainly connected to
cancer treatments. The high biocompatibility of bacteria magnetosomes, together
with their tunability , make them excellent and promising candidates to be used
as nanobiots. This not only could be used in magnetic hyperthermia treatments,
but also they can be used as double agents, combining more than one potential-
ity. For instance, Gd3+ is already used as a contrast agent in magnetic resonance
imaging, while Tb3+ is used with luminescence purposes. By combining both the
potentialities of the bacterial magnetosomes, together with the ones coming from
these R3+ would open the possibility to have, in a single biocompatible nanobiot,
an amazing amount of applications. A natural future step will be to deepen into
the details related to the magnetic correlations of magnetosomes. For this aim, it
is clear that the SANS technique is the one that paves the way.
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Conclusiones

La evolución de las propiedades magnética en función de la reducción
de tamaño y de la micro–tensión (microstrain) ha sido analizada en alea-
ciones de la forma RCu2, tanto en material masivo (bulk) como en nanopart́ıculas.
Asimismo, se han estudiado las propiedas magnéticas de nanopart́ıculas de
comerciales Synomag, compuestas por ‚–Fe2O3 y con forma de Nanoflor, aśı
como para magnetosomas de magnetita (Fe3O4) sintetizados por bacterias
magnetotácticas. Las propiedades magnéticas para estos magnetosomas se han
estudiado tanto para bacterias sin dopar, como en bacteria dopada con Gd
y Tb.

Entre los resultados más relevantes, conviene destacar los siguientes:

→ El estado antiferromagnético (AF) de la aleación masiva (bulk) de
GdCu2 evoluciona hacia un estado Superantiferromagnético, dentro
del cual, los momentos magnéticos situados en el interior de la nanopart́ıcula
(core) mantienen el ordenamiento AF, mientras que los situados en la super-
ficie dan lugar a un estado magnético desordenado tipo vidrio de esṕın (Spin
Glass, SG ). Las interacciones entre los momentos SG se encuentran
maximizadas en las nanopart́ıculas de 〈D〉 ≈ 25 nm. El ordenamiento
AF está destruido para tamaños de nanopart́ıcula por debajo de 10 nm,
estableciéndose entonces un estado conocido como Super Spin Glass, del
cual participan todos los momentos magnéticos de la nanopart́ıcula. La
dinámica de esṕın de este estado magnético desordenado obedece
una relajación acorde a un ralentizamiento cŕıtico (critical slowing
down relaxation).

→ Las nanopart́ıculas de NdCu2 evidencian el mantenimiento de la estructura
AF conmensurada del estado masivo en nanopart́ıculas de 13 nm. La tran-
sición conmensurada–inconmensurada encontrada en TR = 4.5 K para el es-
tado masivo se pierde en las nanopart́ıculas, donde los momentos magnéticos
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de la superficie se encuentran de nuevo formando un estado interactuante
tipo SG. El esquema de niveles correspondiente al campo cristalino,
junto con las excitaciones magnónicas colectivas, se mantienen, no
sólo en la propia nanopart́ıcula, sino también en su superficie, donde
se ha observado un
desplazamiento del pico magnónico hacia mayores enerǵıas. Este de-
splazamiento revela una mayor anisotroṕıa en la superficie de las nanopart́ıculas,
pudiendo ser igualmente indicativo de un endurecimiento (stiffening) de los
modos magnónicos en dicha superficie.

→ Se han producido tres aleaciones diferentes de la forma TbxR1-xCu2 con el
fin de explorar los diferentes grados de desorden magnético. La aleación de
Tb0.5Gd0.5Cu2 conserva el estado AF en su forma masiva, si bien, este or-
den magnético se pierde en el régimen de nanopart́ıcula, donde se establece
un estado Super Spin Glass. La dilución con el ion no magnético La3+

en la aleación Tb0.5La0.5Cu2 sin embargo śı mantiene el orden AF en las
nanopart́ıculas, estableciéndose un estado Superantiferromagnético. Por
último, aleacioón de composición Tb0.1Y0.9Cu2 ofrece una situación en la
que el ĺımite de percolación magnético es ya sobrepasado en el propio estado
masivo, estableciéndose los momentos magnéticos en un estado tipo Cluster
Glass. La reducción de tamaño en la nanoescala evidencia la pérdida progre-
siva de las interacciones magnéticas (desordenadas), dando lugar a un estado
Superparamagnético para las nanopart́ıculas de menor tamaño. De
esta manera, se han evidenciado tres dinámicas de esṕın diferentes,
en función de la composición de cada aleación.

→ Las Nanoflores comerciales Synomag están formadas puramente por
maghemita, evidenciando un estado Superparamagnético a T = 300 K
(RT). Los magnetosomas sintetizados por bacteria están compuestos
puramente por magnetita, por el contrario, y se encuentran magnéticamente
bloqueados a RT. Estos magnetosomas han evidenciado una mayor anisotroṕıa
magnética, lo que implica una mejor respuesta en hipertermia magnética
respecto de la evidenciada por las Nanoflores comerciales Synomag.

→ Las transiciones de baja temperatura halladas en las Nanoflores y en las
bacterias sin dopar presentan dos dinámicas de esṕın claramente distin-
tas. El uso de técnicas experimentales que permitan la caracterización de
propiedades microscópicas permitirá el estudio de dichas sendas transiciones
en mayor grado de detalle.
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→ Hemos conseguido de manera pionera el dopado de magnetosomas con
los iones de tierra rara Gd3+ y Tb3+. Estos iones se incorporan a la
estructura del magnetosoma, principalmente en las posiciones B octaédricas
de los Fe3+. Las propiedades magnéticas de las bacterias dopadas son muy
similares a las correspondientes a las bacterias sin dopar, evidenciando leves
modificaciones de la anisotroṕıa debidas a la distorsión de la estructura
cristalina del magnetosoma.

Teniendo en cuenta todo lo anterior, podemos concluir que este trabajo
presenta un estudio profundo del Magnetismo a nivel fundamental en
nanopart́ıculas cuya composición presenta iones de Tierra Rara. Las con-
clusiones obtenidas abren camino para futuras investigaciones, principalmente rela-
cionadas con el análisis de excitaciones, tanto de iones individuales como colectivas,
en conjuntos de nanopart́ıculas 4f, aśı como aquellas relacionadas con la determi-
nación de correlaciones entre momentos magnéticos desordenados. Estas últimas
pueden estudiarse en detalle mediante la dispersión de neutrones de bajo ángulo
(SANS).

Por otro lado, se ha observado la idoneidad de las nanopart́ıculas de óxidos de
hierro para su uso terapéutico mediante tratamientos de hipertermia magnética,
principalmente relacionados con el cáncer. La alta biocompatibilidad de los mag-
netosomas de bacteria, junto con su ajustabilidad , los convierten en excelentes
y prometedores candidatos para su uso como nano–robots (nanobiots). De esta
manera, no sólo pueden ser empleados en tratamientos de hipertermia magnética,
sino que también pueden ser usados como agentes dobles, combinando en un
único sistema dos o más potencialidades. Por ejemplo, el ion Gd3+ es empleado
de manera extensa en resonancia magnética como agente de contraste, o el uso
del ion de Tb3+ como biomarcador luminiscente. De esta manera, la combinación
de las potencialidades tanto de los magnetosomas como de aquellas correspondi-
entes a los iones R3+ permitiŕıan atesorar, en un único nanobiot biocompatible, un
conjunto inestimable de aplicaciones. Parece natural considerar que el siguiente
paso a dar estaŕıa relacionado con la investigación de las correlaciones magnéticas
de los magnetosomas, para lo cual, la idoneidad de la técnica de SANS resulta
evidente.
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Appendix A

XRD diffraction

The use of X–Ray Diffraction has been extensive along this Dissertation. Fun-
damentals on the Rietveld refinement and how to connect the experimental hints
with the actual crystal structure and nanoparticle size and/or strain have been
provided in Chapter 3. This appendix will show and complete the XRD results
concerning the GdCu2 and NdCu2 alloys. As it has already been mentioned, all
the XRD patterns were collected at room temperature in a Bruker D8 Advance
diffractometer working on Brag–Bentano geometry, equipped with a high count
rate Lynxeye detector. We used exclusively Cu–K¸ radiation, with – = 1.5418 Å.

Beginning with the GdCu2 alloy, the XRD characterisation and analyses of these
GdCu2 ensembles are included on the left hands side of Fig. A.1. Beginning with
Fig. A.1a, a depiction of the XRD patterns corresponding to the bulk alloy (t =
0 h) and the milled GdCu2 powders (t = 0.5, 1, 1.5, 1.75, 2 and 5 h) is provided.
All the peaks correspond to the orthorhombic Imma structure. A progressive peak
broadening with the milling time is clearly observed, as expected, owing to the size
reduction and the appearance of microstrain ” [111, 114, 359]. Based on prece-
dent works [39, 156], by keeping the milling time below 5h, the amorphisation of
the alloys is well precluded.

We have decided to include the XRD pattern of the 2h milled alloy, as an ex-
ample. In this way, Fig. A.1b includes the experimental XRD data of these MNPs
(red points), together with the calculated Rietveld refinements (black line). The
blue line at the bottom accounts for the difference between the experimental and
calculated profiles, which is indicative of the fitting reliability. The Bragg posi-
tions for the (hkl) peaks corresponding to the Imma symmetry are displayed in
green colour. Additionally to the results corresponding to the 2h–milled MNPs,
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Appendix A. XRD diffraction

the main structural parameter for all the milled alloys have been inserted in Table
A.1. There, a general trend to a positive unit cell expansion is retrieved when the
alloys are nanoscaled, yet the expansion is kept low (∆V are below 1 %). This
guarantees that the bulk orthorhombic CeCu2–type crystal structure is well pre-
served in the nanoparticle state. Needless to say, the lattice parameters a, b and
c agree well with the ones corresponding to bulk GdCu2 [93]. The Bragg factors
are kept below RB < 10%, which ensures the reliability of the fittings.

Table A.1: Orthorhombic mean lattice parameters (a,b and c); relative change in the
unit size volume cell with respect to the unit cell in bulk alloy (∆V ), size 〈D〉, microstrain
” and Bragg factor RB of nanoparticles at different milling times (t). Bragg factors (RB)
close to 10% ensure the reliability of our refinements.

t(h) a (Å) b (Å) c (Å) ∆V (%) 〈D〉 (nm) η(%) RB (%)

0.5 4.329(4) 6.886(1) 7.342(1) 0.6 40(5) 0.14(5) 10.2
1 4.332(1) 6.903(2) 7.349(1) 0.3 32(5) 0.13(5) 11.5

1.5 4.326(1) 6.895(1) 7.340(2) 0.9 25(5) 0.17(5) 12.9
1.75 4.328(2) 6.903(2) 7.343(3) 0.1 18(3) 0.23(5) 6.7

2 4.314(3) 6.878(1) 7.304(2) 1.1 10(1) 0.47(9) 3.2
5 4.314(4) 6.887(1) 7.317(3) 0.8 7(1) 0.95(2) 2.0

Furthermore, we have considered that the size and microstrain evolution with
the milling time could be better inspected not only by just including the values in
Table A.1, but it would also be helpful to visually compare it with the one corre-
sponding to TbCu2 [39], which has been included in the inset in Fig. A.1b. As
a matter of fact, the size (”) reduces (increases) as the milling time does. It is
striking that, already for a grinding time as short as half an hour, nanoparticles
around 〈D〉 ∼ 40 nm are already achieved. This contrasts with the long milling
times t ≥ 20 h usually employed in GdX2 nano alloys (where X is a 3d metal)
[360]. The size evolution is very alike to the one of TbCu2, as it can be seen in
the inset in Fig. A.1b. Nevertheless, the MNP size decreases faster, for the low
milling times, in GdCu2 than in TbCu2. On the high milling time side, t ≥ 2h, the
rise of ” is more intense in the GdCu2 ensembles. Given that both MNP ensembles
are very close in size at this high milling time region, the greater ” for GdCu2 NPs
would indicate an increased presence of defects in the particle core and surface
with respect to the TbCu2 case.
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On the other hand, the right hands side of Fig. A.1 include the XRD patterns,
together with the Rietveld refinements, corresponding to the NdCu2 MNP alloys
(2h in Fig. A.1c and 5h–milled in Fig. A.1d). Once again, both patterns are
consistent with a single crystallographic phase of the orthorhombic CeCu2–type
crystal structure, Imma space group (see inset in Fig. A.1c), as it was also the
case of the bulk alloy [93, 99, 213]. The volume unit cells are V = 229.65(4)
Å3 and V = 229.77(1) Å3, respectively, values that are quite close to the bulk
V = 229.90(5) Å3. This ensures, once again, a minimal distortion of the lattice
cell, yielding to a good degree of crystallinity of the MNPs despite the grinding.
Rietveld refinements (RB < 2%) point to 〈D〉 = 18:3(1:0) nm and ” = 0:62(7)%
(2h), and 〈D〉 = 13:0(5) nm and ” = 0:59(1)% (5h). These values are slightly
greater with respect to the ones obtained for the GdCu2 and/or TbxR1-xCu2 en-
sembles, employing the same grinding times.

Finally, Fig. A.2 includes the XRD patterns with the performed Rietveld refine-
ments corresponding to the three series of the TbxR1-xCu2 produced alloys. Once
again, all the patterns are consistent with a single crystallographic phase of the
orthorhombic CeCu2–type crystal structure (Imma space group), as it is found in
the parent bulk RCu2 alloys (R = Tb, Gd or Y). The R3+ ions occupy the 4e-sites
(0, 0.25, z), whereas Cu atoms are located at the 8h position (0, x, y). Values for
x , y , and z are found to lie near x ≈ 0.006, y ≈ 0.163, and z ≈ 0.547. However,
LaCu2 is an exception for this orthorhombic Imma structure, as it crystallises in
a hexagonal P6=mmm AlB2-type one [254]. Although the crystalline structure
of the Tb0.5La0.5Cu2 alloy could consist of a mixture of both orthorhombic and
hexagonal phases, the Rietveld refinements included in Figs. A.2b, e and h reveal
unambiguously that only a single phase of the orthorhombic Imma structure is
present. This fact is in agreement with the lower energy-cost of an orthorhombic
structure with respect to the hexagonal AB2-type [93].

The main structural parameters for the bulk and NP alloys are summarised in
Table A.2. First of all, the Bragg error factors RB are kept below 10%, which is a
sign of a reliable refinement. The lattice parameters of the bulk diluted alloys are
slightly decreased with respect to the ones of the bulk parent TbCu2 and GdCu2

[93], leading to a small reduction of the unit cell volume. This general trend is in
good agreement with the one previously observed in a GdxY1-xCu2 bulk alloy [160].
Nevertheless, an exception for this trend is found in Tb0.5La0.5Cu2, where the unit
cell is expanded with respect to the TbCu2 bulk alloy. The greater ionic radii of
La3+ ions (r = 1.032 Å[263]) in comparison to to Tb3+ (r = 0.923 Å[263]) could
be beneath this fact.
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Figs. A.2d–i display the XRD patterns for the nanoscaled alloys (t = 2h and
t = 5h, respectively). According to the Rietveld refinements, the orthorhombic
Imma crystalline structure is maintained. As it can be observed from the values
included in Table A.2, the unit cell tends to expand when the bulk powders are
milled for the La3+ and Y3+ alloys, whereas the dilution with Gd3+ provokes a
unit cell contraction. This effect can be attributed to the different metallurgical
behaviour of the alloys [114, 359].

In which concerns the mean NP size, according to Table A.2, both Tb0.5Gd0.5Cu2

and Tb0.1Y0.9Cu2 reach a mean diameter size 〈D〉 ∼ 10 nm after milling for t =
2h, and 〈D〉 ∼ 7 nm after t = 5h. Nevertheless, Tb0.5La0.5Cu2 NPs display greater
sizes and smaller microstrain values. This may suggest that including La3+ ions
could favour a harder metallurgical resistance to the grinding. All of the produced
alloys display microstrain values below ∼ 1%, which ensures their good crystallinity.

Finally, a TEM image for Tb0.5Gd0.5Cu2-2h milled NPs is shown in the inset of
Fig. A.2d. This technique has been employed to check the crystalline microscopic
structure of the Tb0.5Gd0.5Cu2 NPs, as no ND measurements could be performed
for this dilution due to the high neutron absorption rate of Gd [181]. The clearly
depicted crystallographic planes confirm the crystallinity of the NPs. Furthermore,
the size-distribution (inset) reveals the usually found LogNormal distribution for
mean NP sizes, with a mean size diameter of DTEM = 10.5(2) nm. This result is in
good agreement with the 〈D〉 = 9.0(8) nm obtained from the Rietveld refinements
of the XRD patterns.
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Appendix B

Simulation of the M(H) loops in
bacteria

Magnetic simulations of the M(H) loops measured in the bacteria (doped and un-
doped) at different temperatures have been carried employing a modified Stoner-
Wohlfarth approach [361, 362]. Briefly, the equilibrium configuration of the mag-
netic moment of each magnetosome is calculated as the sum of three contribu-
tions: (i) the magnetocrystalline anisotropy energy, EC; (ii) the effective uniaxial
anisotropy energy, Euni , that arises from the competition between the magneto-
some shape anisotropy and the dipolar interactions between magnetosomes within
the chain; and (iii) the Zeeman energy term, EZ [32, 35]. In spherical coordinates,
considering the 〈100〉 crystallographic directions of magnetite as the reference sys-
tem, the total energy density is given by:

E(„; ffi) = EC(„; ffi) + Euni(„; ffi) + EZ(„; ffi) (B.1)

being

EC(„; ffi) = KC

h
sin4„sin2ffi+ sin22„

4

i
Euni(„; ffi) = Kuni [1− (ûmûuni)

2]
EZ(„; ffi) = −—0MH(ûm · ûH)

(B.2)

in the above–mentioned expressions, „ and ffi give account for the polar and
azimuthal angles of the magnetic moment corresponding to each magnetosome,
respectively. KC and Kuni stand for the magneticrystalline and uniaxial anisotropy
constants, respectively. The ûi represents the unitary vector along the magnetic
moment (ûm), the uniaxial anisotropy vector (ûuni) and the external magnetic field
(ûH) directions, respectively. As it has been probed by means of SANS and Elec-
tron cryotomography imaging, mainly, the ûm forms an angle of ∼ 20◦ with the
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chain axis direction, 〈111〉 [32, 363]. Therefore, the magnetic simulations of the
ZFC M(H) loops at different temperatures have been simulated, employing the
dynamical approach described in [32, 364]. A program developed by PhD. Iñaki
Orue (SgIker) has been employed to calculate the results. This program runs on
standard PC.
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Appendix C

Surface contribution to the INS
patterns: The choice of the N
ratio

In order to verify that the prevalence of both CEF and collective magnon excitations
in the MNPs, we have tried several values of the ratio N = Ncore=NMNP in eq.
5.3. The resulting Ssurf ace(q; ~!) are shown in Fig. C.1. The situation concerning
both the PM region (T = 10 K, Figs. C.1a, c and e) and the magnetic region
(T = 1.5 K, Figs. C.1b, d and f) clearly showcases the presence of both single
and collective excitations, as the peaks associated with both the CEF and the
magnons do remain in all of the patterns, no matter the N value. In order to
ease the tracking of peaks throughout the different N, the orange arrow marks the
position for the most intense CEF peak (P2). It is beyond all doubts that this
peak, located at ~! = 4.6 meV, is perfectly–defined for all the N values. We have
also marked the position of the transverse spin wave mode peak (M) that emerges
within the AF region (T = 1.5 K). Also for this case, the peak, located at ~! =
1.6 meV, is clearly observable for all the N considered. Bearing this in mind, in
order to determine the mos reliable N ratio, we have estimated the geometrical
core–to–volume ratio corresponding to a MNP size of 〈D〉 = 13 nm according to:

N =
Vcore
VMNP

=

„
Dcore
DMNP

«3

=

„
9

13

«3

≈ 0:33 (C.1)

where the MNPs have been assumed to be spherical and a shell thickness of 2
nm is considered [43, 55, 56]. A sketch of the MNP core and surface dimensions
is included in the inset of Fig. C.1a.
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Appendix C. Surface contribution to the INS patterns: The choice of the N ratio
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Figure C.1: Ssurface(q; ~!) obtained following eq. 5.3 at the PM region (T = 10 K) [a), c) and
e)] and the AF–region (T = 1.5 K) (b), d) and f)) for the 5h–milled NdCu2 MNPs as a function
of energy transfer for a wave vector of q = 1.75 ± 0.5 Å-1. The CEF and magnon collective
excitations do remain in all the patterns, no matter the different N values. Orange and brown
arrows point the position of the CEF 2〉 multiplet (labelled as P2), and the one corresponding
to the magnon modes (M). These are found at ~! = 4.6 and 1.6 meV, respectively. Inset in a)
includes a schematic representation of the 〈D〉 ≈ 13 nm NdCu2 MNPs, where the core 〈D〉 ≈ 9
nm.
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Magnetocaloric effect: From materials research to refrigeration devices.
Progress in Materials Science, 93:112–232, 2018.

[4] Karin Everschor-Sitte, Jan Masell, Robert M Reeve, and Mathias Kläui.
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[89] J Dolinšek, J Slanovec, Z Jagličić, M Heggen, S Balanetskyy, M Feuerbacher,
and K Urban. Broken ergodicity, memory effect, and rejuvenation in taylor-
phase and decagonal al 3 (mn, pd, fe) complex intermetallics. Physical
Review B, 77(6):064430, 2008.
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gene cluster encoding several magnetosome proteins is conserved in different
species of magnetotactic bacteria. Applied and environmental microbiology,
67(10):4573–4582, 2001.

[120] Sarah Staniland, WYN Williams, Neil Telling, Gerrit Van Der Laan, Andrew
Harrison, and Bruce Ward. Controlled cobalt doping of magnetosomes in
vivo. Nature nanotechnology, 3(3):158–162, 2008.

[121] Tanya Prozorov, Teresa Perez-Gonzalez, Carmen Valverde-Tercedor, Con-
cepcion Jimenez-Lopez, Africa Yebra-Rodŕıguez, André Körnig, Damien
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and Thomas Brückel. Coexistence of magnetic order and spin-glass-like
phase in the pyrochlore antiferromagnet Na3Co(CO3)2Cl. Phys. Rev. B,
87(21):214406, 2013.

[201] Claes Djurberg, Peter Svedlindh, Per Nordblad, Mikkel Fougt Hansen, Franz
Bødker, and Steen Mørup. Dynamics of an interacting particle system:
evidence of critical slowing down. Physical review letters, 79(25):5154, 1997.

219



Bibliography Bibliography

[202] Z Nemati, H Khurshid, J Alonso, MH Phan, P Mukherjee, and H Srikanth.
From core/shell to hollow Fe/‚–Fe2O3 nanoparticles: evolution of the mag-
netic behavior. Nanotechnology, 26(40):405705, 2015.

[203] K Binder and AP Young. Logarithmic dynamic scaling in spin-glasses. Phys-
ical Review B, 29(5):2864, 1984.

[204] R Mathieu, P Jönsson, DNH Nam, and P Nordblad. Memory and superpo-
sition in a spin glass. Physical Review B, 63(9):092401, 2001.

[205] S Sahoo, O Petracic, W Kleemann, P Nordblad, S Cardoso, and PP Freitas.
Aging and memory in a superspin glass. Physical Review B, 67(21):214422,
2003.
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Rull, and Roque Hidalgo-Álvarez. Synthesis and characterization of single-
domain monocrystalline magnetite particles by oxidative aging of Fe(OH)2.
The Journal of Physical Chemistry C, 112(15):5843–5849, 2008.

[305] Wonbaek Kim, Chang-Yul Suh, Sung-Wook Cho, Ki-Min Roh, Hanjung
Kwon, Kyungsun Song, and In-Jin Shon. A new method for the identifica-
tion and quantification of magnetite–maghemite mixture using conventional
X-ray diffraction technique. Talanta, 94:348–352, 2012.

[306] CJ Serna, F Bødker, kS Mørup, MP Morales, F Sandiumenge, and
S Veintemillas-Verdaguer. Spin frustration in maghemite nanoparticles. Solid
state communications, 118(9):437–440, 2001.

[307] Jiro Yoshida and Shuichi Iida. X–ray study of the phase transition in mag-
netite. Journal of the Physical Society of Japan, 47(5):1627–1633, 1979.

[308] ME Fleet. The structure of magnetite. Acta Crystallographica Section B:
Structural Crystallography and Crystal Chemistry, 37(4):917–920, 1981.

[309] Anna Fischer, Manuel Schmitz, Barbara Aichmayer, Peter Fratzl, and
Damien Faivre. Structural purity of magnetite nanoparticles in magneto-
tactic bacteria. Journal of The Royal Society Interface, 8(60):1011–1018,
2011.

230



Bibliography Bibliography

[310] YQ Jia. Crystal radii and effective ionic radii of the rare earth ions. Journal
of Solid State Chemistry, 95(1):184–187, 1991.

[311] RD T Shannon and C Tfc Prewitt. Effective ionic radii in oxides and fluorides.
Acta Crystallographica Section B: Structural Crystallography and Crystal
Chemistry, 25(5):925–946, 1969.

[312] Honghu Zhang, Vikash Malik, Surya Mallapragada, and Mufit Akinc. Syn-
thesis and characterization of Gd-doped magnetite nanoparticles. Journal of
Magnetism and Magnetic Materials, 423:386–394, 2017.

[313] Aleksandra Rekorajska, Grzegorz Cichowicz, Micha l K Cyranski, Marek
Peka la, and Pawel Krysinski. Synthesis and characterization of Gd3+– and
Tb3+–doped iron oxide nanoparticles for possible endoradiotherapy and hy-
perthermia. Journal of Magnetism and Magnetic Materials, 479:50–58,
2019.

[314] Suvra S Laha, Ehab Abdelhamid, Maheshika P Arachchige, Ajay Kumar,
and Ambesh Dixit. Ferroic ordering and charge-spin-lattice order coupling
in Gd–doped Fe3O4 nanoparticles relaxor multiferroic system. Journal of the
American Ceramic Society, 100(4):1534–1541, 2017.

[315] Jinhua Li, Nicolas Menguy, Marie-Anne Arrio, Philippe Sainctavit, Amélie
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[339] Javier Blasco, Joaqúın Garćıa, and Gloria Sub́ıas. Structural transfor-
mation in magnetite below the Verwey transition. Physical Review B,
83(10):104105, 2011.
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