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Resumen

En las últimas décadas, el cambio climático es un tema recurrente al que
se están dedicando grandes esfuerzos para entender sus causas y conse-
cuencias. Estos interrogantes pueden ser respondidos simulando el clima
pasado y futuro mediante modelos, consistentes en un conjunto de ecua-
ciones matemáticas con las que se representan diferentes procesos f́ısicos.
Para aplicar estas ecuaciones, el espacio se divide en celdas, representando
la llamada resolución del modelo. Con la mejora de los recursos com-
putacionales, el tamaño de las celdas se ha reducido considerablemente,
aumentando la resolución. A su vez, la posibilidad de simular con más
detalle el clima de una región ha llevado al uso generalizado de Modelos
Climáticos Regionales.

A pesar del creciente interés en la modelización climática regional a
muy alta resolución, aún permanecen sin explicar múltiples incertidum-
bres, entendidas como las discrepancias que surgen entre los diferentes
resultados de los modelos a la hora de simular un proceso o variable f́ısica.
Estas fuentes de incertidumbre, relacionadas con la propia configuración
del modelo, el dominio o producidas por las propias condiciones iniciales,
entre otras, son cruciales a la hora de interpretar los resultados.

Una fuente de incertidumbre destacada en un Modelo Climático Re-
gional es la variabilidad interna. Esta incertidumbre puede ser definida
como las diferentes soluciones producidas por el modelo al usar las mis-
mas condiciones de contorno pero con una perturbación en las condiciones
iniciales, la cual debido a la naturaleza caótica y no lineal del sistema
climático da lugar a diferentes trayectorias en el espacio.

Durante años, y aún actualmente, diferentes iniciativas internacionales
han abordado esta y otras fuentes de incertidumbre mediante la coordi-
nación de ensembles multi-modelo. En este sentido, la iniciativa ”CO-
ordinated Regional Downscaling EXperiment” (CORDEX) adquiere un
papel central en esta tesis, y en particular, los estudios piloto derivados de
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ella ”Extreme precipitation events in Southeastern South America” (FPS-
SESA) y ”Convective phenomena at high resolution over Europe and the
Mediterranean” (FPS-Convection). Estos marcos de trabajo coordinaron
varios experimentos con simulaciones a muy alta resolución en los que la
parametrización de convección está desactivada (convection-permitting),
poniendo el foco en áreas de ocurrencia de convección profunda.

El principal objetivo de esta tesis es contribuir a los diferentes
planteamientos de la iniciativa CORDEX, desde la generación de simu-
laciones a muy alta resolución hasta la cooperación con los distintos gru-
pos participantes, y aśı de esta manera evaluar y cuantificar el papel de
diferentes fuentes de incertidumbre. Los objetivos espećıficos pueden ser
resumidos en:

• Simular el clima regional de áreas de ocurrencia de eventos de precip-
itación extrema a muy alta resolución mediante el uso de convection-
permitting en Modelos Climáticos Regionales.

• Cuantificar el papel de diferentes fuentes de incertidumbre, princi-
palmente la resolución horizontal, la incertidumbre en el dominio, la
variabilidad interna y las incertidumbre multi-modelo y multi-f́ısica.

• Explorar la incertidumbre asociada a la inicialización de variables
lentas, aśı como su impacto en simulaciones computacionalmente
costosas y que han sido partidas en varias tramos de tiempo.

• Mejorar el entendimiento de los mecanismos sinópticos que llevan a
la generación de eventos de precipitación extrema.

Gran parte del trabajo se ha llevado a cabo bajo el paraguas de FPS-
Convection y FPS-SESA con simulaciones convection-permitting a muy
alta resolución cubriendo Europa y América del Sur, respectivamente, con
un foco en los Alpes y el sureste de América del Sur. Estos dominios ofre-
cen diferentes condiciones climáticas y mecanismos sinópticos. Además,
los diseños experimentales de estos estudios piloto permiten cubrir la
mayoŕıa de fuentes de incertidumbre que pretendemos explorar. Las sim-
ulaciones del clima regional a muy alta resolución se han llevado a cabo
mediante el modelo Weather Research and Forecasting (WRF). Debido a
los altos costes computacionales de simular el clima regional a una escala
espacial de pocos km y un periodo temporal de años, se vio la necesidad
de partir las simulaciones en tramos de tiempo, los cuales se solapan en



IX

periodos de al menos un año para cubrir un tiempo de spin-up mı́nimo.
Aunque los solapamiento son descartados en el postproceso final, en este
trabajo son empleados para estudiar el comportamiento del spin-up.

El tema global de esta tesis es la cuantificación de incertidumbres en la
modelización del clima regional, con un especial hincapié en la variabilidad
interna como contexto para evaluar el tamaño relativo de otras fuentes
de incertidumbre. En este trabajo, la variabilidad interna es calculada
mediante ensembles multi-condiciones-iniciales en los que cada miembro
del ensemble es inicializado con un d́ıa de diferencia respecto al anterior
(un d́ıa antes, dos d́ıas antes y aśı sucesivamente), manteniendo en todos
la misma configuración f́ısica. De esta forma, el ensemble es un conjunto
de simulaciones con condiciones iniciales ligeramente perturbadas.

Otras fuentes de incertidumbre estudiadas son la relativa a la res-
olución horizontal, con un rango de resoluciones de ∼50 km a ∼3 km,
y la incertidumbre en el dominio, con dominios sobre Europa y América
del Sur. La incertidumbre multi-f́ısica es cuantificada a la luz de la vari-
abilidad interna para evaluar la respuesta de una selección de eventos de
precipitación extrema a las parametrizaciones f́ısicas. De manera similar
se explora la incertidumbre multi-modelo.

Además de estas incertidumbres, se estudian diferentes inicializaciones
y periodos de spin-up. Por un lado, se explora la habilidad de los modelos
de representar eventos de precipitación extrema con dos inicializaciones:
unos d́ıas antes de cada evento (”weather-like”) y en ”climate mode”,
inicializando uno o más meses antes. Por otro lado, el análisis se extiende
a peridos de spin-up más largos pero haciendo uso de simulaciones que
han sido partidas en tramos de tiempo.

Por último, se evalúa la habilidad de las simulaciones convection-
permitting a la hora de representar eventos de precipitación extrema en
Europa y América del Sur. En esta última región se exploran los mecan-
ismos sinópticos que llevan a la generación de estos eventos, identificando
un precursor de los mismos.

Con respecto al primer objetivo espećıfico de esta tesis, se ha con-
tribuido con simulaciones propias en todos los experimentos de evalu-
ación de FPS-Convection y FPS-SESA, siguiendo los protocolos estable-
cidos. Las resultados de estos experimentos muestran que los mecanismos
sinópticos que favorecen la convección profunda están bien representados
en los dominios de alta resolución. Sin embargo, algunas discrepancias
surgen en cuanto a su localización, las cuales dan lugar a discrepancias en
la reproducción de los eventos en los dominios convection-permitting. Este
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comportamiento es observado en ambos modos de simulación (”weather-
like” y ”climate mode”) en el dominio de América del Sur, pero no en el
de Europa donde solo se presenta en ”climate mode”.

La cuantificación de diferentes fuentes de incertidumbre ha revelado la
importancia que tiene la variabilidad interna en variables atmosféricas, en
las que la incertidumbre multi-f́ısica puede ser de igual magnitud que la
variabilidad interna. En estos casos, la incertidumbre que surge de las per-
turbaciones de la f́ısica del modelo son vistas como perturbaciones en las
condiciones iniciales. En cambio, para variables en superficie esta incer-
tidumbre es menos relevante. De acuerdo a otros estudios de variabilidad
interna en Modelos Climáticos Regionales, esta incertidumbre presenta
valores más altos (bajos) en verano (invierno) y un patrón espacial con
valores más bajos según nos acercamos a los bordes del dominio. Los re-
sultados tienen una clara dependencia con el dominio, ya que el destacado
papel de la variabilidad interna en el dominio sobre Europa no parece
repetirse en el dominio sobre América del Sur. Además, se ha observado
que la variabilidad interna no es sensible a la resolućıon horizontal y a su
vez, que la resolución horizontal no parece jugar ningún papel destacado
en el spin-up del modelo ni en las inhomogeneidades de simulaciones que
han sido partidas en tramos.

Por otro lado, los resultados confirman que partir las simulaciones
en tramos de tiempo es un método válido para mejorar la eficiencia de
simulaciones computacionalmente costosas. No obstante, al analizar cli-
matoloǵıas regionales se encontró un potencial efecto de usar este pro-
cedimiento en variables relacionadas con el suelo, aunque atribuidas a la
variabilidad interna. El análisis mostró que estas variables, que tienen un
tiempo largo de adaptación ante un cambio, presentan las mayores discon-
tinuidades meteorológicas en las uniones entre los diferentes tramos. El
momento óptimo para unir entre dos tramos de tiempo, y con ello reducir
las discontinuidades, depende de la estación y las condiciones atmosféricas
de la región. Además, los resultados muestran que la variabilidad inter-
anual es también un factor importante ya que el spin-up puede depender
de las condiciones atmosféricas dadas en el año de inicialización.

Finalmente, con respecto al último objetivo, los diseños experimen-
tales de tanto FPS-Convection como de FPS-SESA permitieron estudiar
cómo los modelos reproducen eventos de precipitación extrema bajo difer-
entes condiciones sinópticas. Los mecanismos que llevan a estos eventos
extremos fueron analizados en el sureste de América del Sur, donde se en-
contró que los valores más altos de convergencia del flujo de humedad verti-
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calmente integrado se correspond́ıan con máximos de precipitación 6 horas
más tarde. Esto llevó a identificar la convergencia del flujo de humedad
verticalmente integrado como un importante precursor de la convección
profunda en la región. No obstante, este precursor viene determinado por
las condiciones climáticas del sureste de América del Sur por lo que la
generalización a otros dominios debe ser tomada con cautela.
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Chapter 1

Introduction

Despite the continuous advances in climate modeling, many uncertainties
and sensitivities are still unclear and they need to be identified for a correct
interpretation of the results. The spectrum of processes and mechanisms
involved in a model is very wide, which requires a certain understanding.
In the following sections, the different variables, mechanisms and processes
involved in a simulation are briefly explained, from the components of the
climate system on Earth to the initiatives that try to explain the biases
and uncertainties in the models. After this context, the main objectives
of the thesis are formulated, along with the structure of the rest of the
document.

1.1 Climatic system and its changes

Two variables, decisive for the life on Earth, define the climate: precipita-
tion and temperature. They determine the existence of plants and animals
and their distribution across the world. But other variables are also im-
portant, such as humidity as generator of clouds affecting the amount of
solar radiation reaching the surface, or wind as generator of turbulence in
the surface boundary layer. They are examples of variables and processes
composing the Climate system. Their interactions define the distribution
of energy and water near the surface (Hartmann, 1994).

The Climate system is usually divided into several components: hydro-
sphere, cryosphere, biosphere, lithosphere and atmosphere. Hydrosphere
refers to the liquid water available on the Earth, composed by all the water
bodies including seas, lakes, rivers, subterranean waters, etc. Cryosphere
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2 CHAPTER 1. INTRODUCTION

is the part including the solid water in the shape of glaciers, snow cover,
ice and permafrost. Living beings and their interactions with the climate
system (e.g. evapotranspiration) are included in the biosphere. Litho-
sphere is the most external layer of the Earth and it acts regulating many
processes in the air-surface interface. Lastly, the atmosphere is a gaseous
layer over the surface of the Earth, where the main energy interactions oc-
curs (Peixoto and Oort, 1992). Each component has very different times
to recover from a perturbation (response time). For example, glaciers
behave very slowly in its evolution and against any change, leading the
cryosphere to have the longest response time. In this work we mainly fo-
cus on the atmosphere, paying also attention to the lithosphere due to its
strong interaction with the atmosphere.

The temperature of the Earth is mainly determined by the energy bal-
ance between the energy coming from the Sun and that returned by Earth’s
radiative emission. The absorption of solar radiation is mostly produced
at the surface, especially near the equator, whereas the emission is mainly
generated by the atmosphere. In general terms, the atmosphere absorbs
and emits infrared radiation so that the surface is warmer than it would
be in absence of the Atmosphere (Figure 1.1). This is called ”Greenhouse
effect”, whose direct consequence is to warm the surface of the Earth. To
explain the effect, we can consider a model where the Earth behaves as a
blackbody. Here, the atmosphere is relatively transparent to solar radia-
tion but at the same time absorbs and emits the terrestrial radiation, that
is, surface is warmed because solar radiation goes entirely through the at-
mosphere and the atmosphere heats the surface via downward radiation.
Therefore, the strength of the Greenhouse effect is determined by the bal-
ance between the amount of solar energy entering the atmosphere and the
terrestrial radiation going through the atmosphere (outgoing long-wave
radiation) (Hartmann, 1994). The blackbody model is a simplification as
the energy interactions between atmosphere and surface is more complex.

First of all, energy can be transported through three mechanisms:

1) Radiation: Electromagnetic waves transporting light and heat with
no mass in between. For example, solar energy reaches the Earth and
enters the atmosphere where only specific wavelengths are absorbed. Most
short-wave radiation reaches the surface.

2) Conduction: Heat is transmitted from warmer to cooler bodies. The
diverse elements in the climate system have different thermal conductivi-
ties, so that conduction is negligible in the atmosphere but very important
in the ground.
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Figure 1.1: Estimations of the Earth’s annual and global mean energy
balance. Source: Kiehl and Trenberth (1997).

3) Convection: It is the only energy-transfer mechanism where mass
is exchanged, due to the motion of heated parts in fluids or materials.

On the other hand, heat is transferred in two ways: As latent heat and
sensible heat. The former is an energy transfer which involves the change
of the state of a substance with no temperature change (giving rise to
cloud formation, e.g.). The opposite is given in the sensible heat.

Energy coming from the Sun is transmitted as radiation, whose flux
is associated with particles of solar wind, although their energy is too
small to be considered in the energy balance of the Earth. In this sense,
we only need to take into account the exchange of radiative fluxes. The
incoming solar radiation reaches the Earth as short-wave radiation (vis-
ible, near-ultraviolet and near-infrared spectra). Then, the radiation is
mostly reflected by the atmosphere, clouds and the surface, whereas the
remaining is absorbed by the surface and the atmosphere as heat. The
surface absorbs half of the radiation available at the top of the atmo-
sphere, emitting it outward. Part of this energy is absorbed by clouds and
atmospheric constituents such as ozone or carbon dioxide. The remaining
radiative energy travels through the atmosphere via the so-called ”atmo-
spheric window”, a range of wavelengths that are relatively little absorbed.
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This radiation, together with that emitted outward by the atmosphere and
clouds, is transmitted as outgoing long-wave radiation (thermal infrared
spectra).

Clouds are a very important factor in the energy budget of the earth.
They constitute a temporary thermal reservoir of the energy that reaches
them and at the same time, they are an important barrier for the incoming
solar radiation. However, clouds retain long-wave radiation from surface
that would escape outwards in their absence. They widely vary in shape
and size, but all of them develop through moist convection. Over land, a
parcel of hot air rises from an instability, expanding and cooling along its
rise. As the parcel ascends, it mixes with the cooler and drier environment
up to reaching the saturation point and as a consequence, condensation.
Over a water body, when a cool air flow moves above a relatively warmer
water, an instability is induced as the lower layer of air becomes warm and
moist. In turn, convection takes place and clouds are generated (Ahrens,
2009).

There are two types of cloud convection: shallow convection, vertical
convective process occurring over a small part of the troposphere, and
deep moist convection, spanning a much larger portion. The latter initi-
ates from a warm surface temperature anomaly. In association with an
instability, strong updrafts release latent heat vertically, generating di-
vergence at deep upper levels. In parallel, the environment is altered by
these processes. Gravity waves produced by convection warm the envi-
ronment because of subsidence while the generated precipitation dries the
environment by extracting water vapor. This type of convection has an
important role at local and large scale. At local scale, deep convection
is key because it can result in heavy precipitation events. At large scale,
atmospheric vertical circulations are determined by large horizontal gra-
dients of latent heating generated by deep convection. For example, large
gradients near the tropics produce the Hadley cell, a global scale circula-
tion moving poleward at deep upper heights, descending in the subtropics
and then flowing equatorward. Likewise, phenomena like El Niño South-
ern Oscillation (ENSO) are influenced by deep convection occurring in the
tropical eastern Pacific. Shallow convection mainly affects the processes
in the near surface and it is assumed to be a non-precipitating convection
(Stensrud, 2007).

The effect of the solar radiation depends on latitude, which determines
daylight duration and the angle of incidence of the rays of sun. Nonethe-
less, the heat stored by the surface strongly depends on the albedo, that
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is, how much solar radiation is reflected via outgoing radiation. Overall,
the albedo determines the energy balance at the top of the atmosphere.
Measurements show that lowest values can be found in tropical oceans
with sparse clouds, while highest values are in polar regions, deserts and
tropical regions with thick clouds (Hartmann, 1994).

The atmosphere interacts with the surface by transferring solar and
infrared radiation as heat, generating fluxes of energy related with fluid
motions. On the one hand, air is a very poor conductor. On the other
hand, land and sea regulate the heat stored in the climate system but
with different specific heat capacities. Water stores the heat easier than
land, as the latter quickly emits it back to the atmosphere. The processes
occurring in the sea are less efficient. However, effective heat transport is
larger because of fluid motions that do not occur in land. As an example,
the first two meters of soil are affected by seasonal variations (Hartmann,
1994). Heat is transmitted in land by conduction, as a function of its
porosity and the moisture content so that when the latter is increased by
filling the soil pores, conductivity rises. In the sea, heat is distributed
to considerable depths by the turbulent mixing of water masses. Overall,
due to its very high specific heat capacity, the sea behaves as a world heat
reservoir (Barry and Chorley, 2003).

At the air-surface interface, turbulence is a process generated by quick
chaotic fluctuations in wind velocity. When these turbulent fluctuations
take place together with vertical gradients in temperature or humidity,
changes of scalar properties may appear, giving rise to sensible or latent
heat fluxes. Likewise, turbulence can generate vertical fluxes of mass,
momentum and energy when properties of air parcels moving upward are
different from those moving downward. These processes define the Plan-
etary Boundary Layer (PBL), that is the part of the troposphere directly
influenced by the surface. In turn, the PBL is usually divided into three
levels: viscous sublayer, surface layer and transition layer (Pielke, 2002).
On the other hand, soil, vegetation and the atmosphere interact among
them, generating soil moisture or biophysical and thermodynamic pro-
cesses such as evaporation and plant transpiration (evapotranspiration).

The balance between the incoming solar radiation and the outgoing
long-wave radiation can be modified by processes such as fluctuations of
solar cycle (van Geel et al, 1999) or aerosols (Torseth et al, 2012). It is
an example of spatial and temporal variations due to external natural or
anthropogenic forcings. But the climate system can be also modified by
internal natural changes. Thus, both natural internal or external changes
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define the climate variability.

In this context, changes in the energy-radiative balance are associ-
ated with ”radiative forcing”. Following Houghton et al (2001), radiative
forcing is defined as the change in net (down minus up) irradiance (solar
and long-wave radiation) at the tropopause after allowing stratospheric
temperatures to readjust to radiative equilibrium, but with surface and
tropospheric temperatures and state fixed. These radiative forcings pro-
duce important changes in the climate system. It should be noted that,
according to the World Meteorological Organization (WMO), any climate
change is a statistically significant variation in the mean state of the cli-
mate or in its variability, persisting for decades or longer. Some of the
forcings have a natural origin, but we must highlight the one produced
by human activities emitting greenhouse gases (GHG, Tans, 2009), which
gives rise to the anthropogenic climate change.

The potential effects of future anthropogenic forcings cannot be known
in advance. Therefore, different hypothesis are summarized as future emis-
sion or GHG concentration scenarios. Future greenhouse gas concentra-
tions are calculated in terms of socio-economic, demographic and environ-
mental activities. As a result, different scenarios describing different GHG
emissions are produced. The scenarios are used to provide forcing data
for climate models, which will generate future climate projections, that is,
possible future states of the climate.

1.2 Modeling climate

Considering that humans can induce changes on the climate system, a
common question in the research community is how climate will evolve in
the future. To understand how climate behaves, we may use dynamical
simulations of the atmosphere, in the manner of the weather predictions.

Weather forecasts are based on Numerical weather prediction (NWP)
models, which are a computer software to solve mathematical relation-
ships describing the motion of fluids. From the current state of the atmo-
sphere, the model integrates the equations in order to simulate a future
state. These are continuous partial differential equations that cannot be
analytically solved. Therefore, numerical techniques convert them into al-
gebraic ones (Durran, 1999). Different techniques are used, depending on
the strategies to represent the equations and to compute the derivatives
(Haltiner and Williams, 1980; Durran, 1999; Kalnay, 2002). The surface is
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divided into grid cells (Figure 1.2), which defines the horizontal resolution
and the points in which the model mathematical equations are applied.
The first step in running the model is to provide the initial conditions at
every grid point, as well as for several vertical layers. The way the ini-
tial conditions influence the simulation is determined by the lead time of
the simulations: Weather forecasts are mainly based on the initial condi-
tions, since their objective is to determine the state of the atmosphere at
a given time. In climate modelling, the objective is to simulate the future
behaviour of the atmosphere so that initial conditions are less decisive.

An accurate dataset of initial conditions is key to initiate the simula-
tion. To determine the initial conditions, the available observations are
spatially interpolated to grid points using different interpolation meth-
ods. The main problem is that the available observations are not enough
to start a model, due to their irregular distribution in space and time.
Some regions have more dense observational networks than others, so ad-
ditional information is needed. Thus, to prepare the initial conditions,
data assimilation systems employ short-range forecasts to complete the
analysis (Kalnay, 2002), the most accurate representation of the state of
the atmosphere at a given time. In turn, these procedure is used to gen-
erate ”climate reanalysis”. The reanalysis produces a comprehensive and
consistent description of the observed atmospheric circulation by taking
observations from different sources, whose accuracy is dealt with data as-
similation. This technique consists in reprocessing available, historical
observations across the entire world through a forecasting model where
the equations of motion and physical processes are used to generate a
gridded dataset. At the end, reanalysis produces a multidecadal set of
atmospheric, sea-state, and land surface parameters, as well as variables
that are not observed in-situ (Dee et al, 2014).

Depending on the purpose, models have different features or approxi-
mations. Most of the models employ the hydrostatic approximation, which
consider that the pressure gradient is in balance with gravity. This is the
case of the hydrostatic general circulation models (GCMs), widely used
by the research community to study climate, or the hydrostatic mesoscale
models, focused on mesoscale (phenomena smaller than synoptic scale and
larger than microscale). Other models are non-hydrostatic, as those used
to investigate specific phenomena, such as thunderstorms. Furthermore,
all the three-dimensional complexities involved in the climate system (dy-
namic and thermodynamic processes as well as the mass and radiative ex-
changes) are modeled with GCMs, producing outputs covering the whole
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world. The oldest GCMs included a dynamic ocean that was coupled to
the atmospheric model (Atmosphere-Ocean General Circulation Models,
AOGCMs) (Barry and Chorley, 2003). However, the most recent models
already integrate the interactions of the atmosphere, ocean, land, bio-
sphere and ice (Earth System models, ESMs).

Reaching this point took a long development. The first models were
simple sets of numerical equations over a small region (Charney et al, 1950;
Shuman and Hovermale, 1968), until major advancements arrived in the
late 1980’s and they were able to simulate the whole globe (Sela, 1980).
Over the years, research institutions and universities started to produce
their own models, increasing numerical and model complexity thanks to
the availability of faster and larger computers (Stensrud, 2007).

The increasing interest to study climate change effects at regional
scales led to develop a framework for a model nested into a GCM, called
”Regional climate model” (RCM) (Dickinson et al, 1989; Giorgi and Bates,
1989; Giorgi et al, 1989). Due to the complexity of the climate system,
composed by a wealth of interactions at multiple spatial scales, a good
representation of these interactions is key in climate modeling. Computa-
tional resources limit the horizontal resolution to which GCMs can be run.
It is needed to ”downscale” the results, that is, to take large-scale informa-
tion to produce local-scale predictions. The coarse resolution of GCMs,
despite their effectivity to represent large-scale circulations (Dickinson,
1986) and their ability to respond to large-scale forcings (e.g. greenhouse
gas concentrations) (McAvaney et al, 2001), are unable to solve local forc-
ings and fine-scale processes associated with complex orography, large wa-
ter bodies or complex vegetation. Regional climate modeling is a form of
”dynamical downscaling”, where global climate simulations outputs drive
a high resolution model over a specific area. Initial and lateral meteo-
rological boundary conditions as well as surface boundary conditions are
provided by the GCM (Giorgi and Mearns, 1999). In this way, the RCM
lets the GCM reach higher resolutions. These driving fields can be sup-
plied by AOGCMs or reanalysis.

The underlying idea of driving a RCM with GCM outputs is to provide
the response of the general circulation to large-scale forcings. The role of
the RCM is to add regional details to large-scale forcings from a GCM. As
a consequence, any error transmitted by the GCM (e.g. errors in storm
tracks) is assimilated into the RCM. In this problem, so-called ”garbage
in - garbage out” rule, the quality of the results produced by the RCM
is conditioned by the quality of the initial and boundary conditions (van
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Ulden and van Oldenborgh, 2006). Therefore, prior to run the model, it is
important to evaluate the large-scale fields that are provided by the GCM
(Giorgi, 2006). To optimize and test RCMs, many experiments include
the so-called ”evaluation” simulations. Here, forcing fields are based on
reanalysis, so that the driving fields are expected to be the best available
and the data compare well with observations.

Nested regional modeling was not a new approach as this technique had
been widely used in NWP. However, simulations were carried out for short
periods as it was considered that longer simulations could propagate the
error generated by the lateral boundary conditions. The underlying idea
was that processes (e.g. radiative forcings or interactive soil moisture) that
are irrelevant at short timescales but critical at longer timescales, could
not be included. Therefore, the original proposals to run a RCM was only
applied for short runs, creating a regional climatology from statistics of
short-run ensembles. Several questions, such as the error propagation, the
realism of the results or the accuracy of fine-scale forcings, were addressed
next. Giorgi and Bates (1989) and Giorgi (1990a) carried out simula-
tions over a complex topography in western United States showing that
error did not propagate after 1-2 days of simulation and that fine-scale
processes were well captured by the RCM. On the other hand, Dickinson
et al (1989) and Giorgi (1990b) successfully simulated wintertime storms
in month-long simulations. The storms presented realistic features and
the results were close to those observed. Over the same region, Giorgi
(1990a) analyzed the large-scale January climate with a GCM driving a
RCM at 60 km horizontal resolution. As compared with both large-scale
and high resolution observations, variables as geopotential height, wind,
temperature, precipitation or storm frequencies were realistically simu-
lated. Longer simulations were considered in order to account for the
atmospheric and surface spin-up times. The model needs to reach the
dynamical equilibrium between the lateral boundary forcing and the in-
ternal model physics. Also, it needs to balance the surface fields, which
typically include variables evolving very slowly (e.g snow or soil moisture).
Thus, long simulations were more consistent with the model physics and
the model climatology. Giorgi et al (1993) and Giorgi et al (1994) run the
first multi-year climate change experiment over the continental United
States at the beginning of the 1990’s. This approach was followed up,
for example, by McGregor et al (1999), who simulated a transient climate
change run of 140 years. In parallel, grid spacing has been increasing
step-by-step from the initial 60 km up to below 3 kilometers (e.g. Coppola
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et al, 2020).

1.3 Representation of fine-scale processes

Many important processes and interactions cannot be directly solved by
the models, not only due to limitations imposed by the resolution, but also
because some interactions are not dealt with the dynamical atmospheric
equations. These equations do not include averaged effects of unresolved
nonlinear terms, such as those related to advective terms. In this case,
parameterizations (or parameterization schemes) provide the information
(e.g. the effect of cumulus clouds) that the model lacks. In this regard,
parameterizations compose the so-called model physics, which must be
differentiated from the dynamical core, constituted by all the dynamical
atmospheric equations (e.g. Navier-Stokes equations) and the ways to
solve them (e.g. Lagrangian or Eulerian specifications).

Parameterizations are simplified and idealized representations of phys-
ical processes to account for their effects on the variables resolved by the
model dynamics (McFarlane, 2011). These processes can be parameterized
with different alternative schemes, representing different approaches and
methodologies. Some of these schemes are called by the model at every in-
tegration timestep, whereas others are called less frequently, mainly those
computationally more expensive. Usually, parameterization provides vari-
able tendencies, which are added in the equations of motion as well as into
the calculation of other parameterizations. The tendency given by the pa-
rameterization scheme keeps constant until it is called again by the model.
This is key for the simulation as this time tendency defines how often the
variables interact with others. In this sense, the relationships between the
subgrid processes and the model variables are defined with the so-called
scheme closure. Parameterizations usually focus on the processes within
the vertical column of each model grid cell, that is the most important
direction when it comes to considering energy.

When a scheme represents the effects of a process on the grid variables,
the paramaterization is called ”implicit”. However, when resolution is high
enough, it is possible to solve the evolution of a subgrid process. Here,
the process would be solved ”explicitly”.

Multiple interactions and processes are parameterized: some examples
are latent and sensible heat transfer at the air-surface interface or the soil
moisture that is generated because of rain. Also a cumulus cloud, gener-
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Figure 1.2: Model grid with examples of solved processes. Source: The
COMET program. The University Corporation for Atmospheric Research.

ally smaller than the grid box. The effect that a cloud produces, as well
as its evolution, occur at microscopic scale. In this regard, cloud micro-
physics focuses on the processes involved in the formation of clouds and
precipitation, as well as their evolution. Microphysical variables play an
important role in modeling as these processes affect multiple scales (e.g.
release of latent heat due to phase changes of water or cloud-radiation in-
teractions). Therefore, cloud microphysics parameterizations are decisive
to adequately simulate formation, growth and dissipation of cloud water
particles.

The effects of the vertical subgrid fluxes near the surface are usu-
ally dealt with by the surface layer and/or the PBL parameterization
schemes, which are directly related. Although turbulent fluxes could be
directly solved by the equations of motion, the model would require ex-
tremely high resolutions (50 m or less) and even so, some turbulent pro-
cesses would still remain unresolved. The interactions are highly complex,
therefore, the PBL parameterization scheme represents the evolution of
the mean boundary layer state as well as the effects of the turbulence
on the atmosphere (Stensrud, 2007). The surface layer parameterization
focuses on calculating vertical sub-grid fluxes near the ground, such as
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latent and sensible heat fluxes (Pielke, 2002). In turn, soil, vegetation
and atmosphere interact in different ways between them, involving com-
plex physiological mechanisms that need to be parameterized in the land
surface parameterization schemes.

Another important component in the surface energy budget is radia-
tion, whose mechanisms need to be parameterized due to their small scale.
Indeed, the transfer of radiation through the atmosphere takes place at
molecular scale, which is never resolved by the models. Radiation schemes
provide a fast method of calculating the total radiative flux at the surface
and the vertical radiative flux divergence, that is used to determine the
radiative cooling and heating rates of the atmosphere. Usually, radiation
parameterizations consider the short-wave and long-wave radiative fluxes
separately.

In this thesis, deep convection takes a preeminent place so we high-
light the mechanisms involved in its formation, as well as the role of the
convective parameterizations. Besides, deep convection comprises a good
example of process that is either explicitly or implicitly resolved. Deep
convection takes place as very localized updrafts, whose order of magni-
tude spans between 25 m to 1 km (Stensrud, 2007), so that these processes
are unrealistic in models with larger grid spacing (including typical GCMs
and RCMs). Thus, the thermodynamic effects of these updrafts on the
temperature and moisture profiles need to be parameterized, along with
the precipitation produced in the process. In this case, when a convec-
tive process is implicitly parameterized (also called cumulus parameteriza-
tion), the cumulative effects of clouds on other variables are represented on
the model grid. But parameterizing convection is challenging due to the
wealth of processes acting at different scales, the multiple interactions with
other schemes (cloud microphysics, radiation, PBL) and the mechanisms,
such as the triggering of updrafts, that remain unclear (Prein et al, 2015).
Therefore, some uncertainties are inherent to cumulus parameterizations,
giving rise to inaccuracies. For example, by using this parameterization,
the diurnal cycle of convective precipitation is misrepresented (Brockhaus
et al, 2008) and the hourly precipitation intensities are underestimated
(Ban et al, 2014). Biases from the GCMs are generally carried over to the
RCMs, but in parameterized convection domains, low-precipitation event
frequency can be overestimated and dry days can be underestimated (Berg
et al, 2013).

Although parameterization schemes have improved these common er-
rors (e.g. Donner et al, 2011), this issues may be managed by solv-
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ing convection explicitly. This kind of simulations are called with mul-
tiple names: ”convection-permitting”, ”cloud-resolving”, ”convection-
resolving”... Here, we use ”convection-permitting” (CP) simulations, as
the terminologies ”cloud-resolving” and ”convection-resolving” refer to
processes at the smallest scales in clouds, which is not the focus in this
thesis.

In CP simulations, the resolution is able to better reproduce the mech-
anisms involved in convection (e.g. more realistic convective updrafts).
Here, microphysics scheme solves cloud processes so that they are repre-
sented directly on the grid (Arakawa, 2004). Besides, as far as it is in-
cluded in the microphysics scheme, hydro-meteors that remain unresolved
at coarser resolutions, can be generated now. The upper limit resolution
to consider CP is generally established in 4km since Weisman et al (1997)
found that horizontal resolutions equal or coarser than 4 km are unable
to represent non-hydrostatic dynamics if it is explicitly parameterized. In
this regard, Fosser et al (2015) showed that CP simulations at resolutions
less than 4 km improved the representation of intensity distribution and
diurnal cycle of precipitation. When a model reaches such high resolu-
tions, one or more domain nesting are usually needed, depending on the
grid spacing of the driving fields. Besides, CP simulations demand some
other requirements. A non-hydrostatic formulation must be considered as
the hydrostatic approximation is not valid above 10 km. Nevertheless, the
finer horizontal resolution and its subsequent more detailed representa-
tion of orography, require higher stability in the numerical discretization
by solving steeper slopes in orography (Prein et al, 2015). Resolutions be-
tween 4 km and 10 km are within the so-called ”grey zone”, which should
be avoided as simulations in this range violate some assumptions in the
cumulus parameterization and convection might not be correctly solved
explicitly. Despite their expensive computational cost, reaching CP reso-
lutions allows for getting rid of the inherent uncertainties in the cumulus
parameterization, which are a remarkable source of uncertainty in RCMs.

1.4 Sources of uncertainty in Regional Climate
Models

We define ”uncertainty” from a quantitative perspective, as the spread
in the results between ensemble members, that is, discrepancies found
between different perturbed simulations. There are multiple sources of
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Figure 1.3: Uncertainty sources in regional climate downscaling (RCD).
Adapted from Giorgi et al (2009).

uncertainty defined in previous studies (Giorgi, 2005; Giorgi et al, 2009;
Giorgi and Gutowski, 2015), but we focus on a selection of them (green
coloured in Figure 1.3), such as those related to the domain, initial con-
ditions or the physical parameterizations.

First of all, an important source of uncertainty arises as regards the
model domain. Both domain size and location are a very noticeable source
of uncertainty as they are directly related to the influence of the lateral
boundary conditions within the domain. In this sense, small-scale pro-
cesses need space and time to develop and therefore, domains must be
large enough to allow their development. Leduc et al (2011) observed that
for comparable domains, this development is determined by the strength
of the lateral boundary conditions, exhibiting a seasonal cycle for simula-
tions in eastern Canada. At midlatitudes in the northern Hemisphere, the
westerly flow in summer is weak and variable, but it becomes stronger in
winter. As compared with a domain at midlatitudes, Rinke and Dethloff
(2000) found a smaller predictability for the same size domain in the Arctic
due to a weaker constraint of the boundaries. The observed precipitation is
better captured when the domain size is smaller, although the simulation
of sensitivity of precipitation to initial soil moisture can be more realistic
for larger domains (Seth and Giorgi, 1998). The same study highlighted
that the domain must be carefully selected, especially for sensitivity stud-
ies of physical processes internal to the domain. In fact, the selection
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of the domain is an important factor that determines another source of
uncertainty: the internal variability.

Internal variability is one important contribution to the uncertainty in
RCMs. This variability may be defined as the different solutions produced
by the model by using the same set of lateral boundary conditions (von
Storch, 2006). The chaotic and non-linear behaviour of the climate sys-
tem gives rise to a dependence of the simulation on the initial state. Thus,
small perturbations in the initial conditions of a given state can lead to
different trajectories in the state space (Palmer, 2005). The magnitude of
internal variability is mainly modulated and controlled by the strength of
the lateral boundary forcing. In this sense, different circulation types give
rise to different degrees of internal variability, depending on the strength
of the flow of information through the boundary. For example, at mid-
latitudes, a positive phase of North Atlantic Oscillation (NAO) is related
to low internal variability, which is explained by a stronger westerly flow
(Sieck, 2013). Many meteorological fields and their statistics are very sen-
sitive to the distance of the lateral boundaries from the region of interest
(Leduc and Laprise, 2009). Thus, small domain size induces a decreasing
internal variability as the distance to the lateral boundaries is shorter and
therefore, the control of the boundary forcing data within the domain is
stronger (Alexandru et al, 2007).

RCMs are also sensitive to the horizontal resolution (e.g. Mass et al,
2002). This source of uncertainty is decisive in many mechanisms and
variables. For example, in complex orography, when horizontal resolution
is increased, a general improvement of spatial correlation between simu-
lated and observed precipitation can be found (Güttler et al, 2015). Over
the Arctic, higher resolutions affect large-scale circulations, as well as the
surface temperature and precipitation, leading to a strong cooling of the
eastern Arctic and increased synoptic activity (Girard and Bekcic, 2005).
In the same study, implications were also found in aerosol concentrations
over the areas where large-scale circulation and precipitation are affected,
indicating that the impact of the resolution reaches any parameter and
process. The degree of this impact depends on the variable. For example,
the effects of increased horizontal resolution in precipitation vary with the
model and the evaluated feature (Zikova et al, 2013). In a future climate
context, higher resolution may impose regional improvements in the large-
scale patterns of changes in mean temperature and precipitation (Jacob
et al, 2014). Nevertheless, it should be noted that some of these stud-
ies consider a single model, which in itself constitutes another source of



16 CHAPTER 1. INTRODUCTION

uncertainty that need to be considered.

The analysis of modelling uncertainty is commonly addressed with
multi-model ensembles, which provide greater consistency and reliability
as compared with a single-model approach (Hagedorn et al, 2005). In
addition to the multi-model uncertainty, the model physics provides a re-
markable uncertainty attributed to the different parameterizations that
are employed. In certain models, the availability of alternative parameter-
ization schemes for a same process allows to use a multi-physics approach,
with the advantage to perturb a single physical parameterization (micro-
physics, convection, radiation, etc.) and to evaluate the contribution of
a specific component to total uncertainty. Two different approaches are
used to explore this uncertainty (Garćıa-Dı́ez et al, 2013). One approach
consists in studying the validity of the assumptions taken in the param-
eterization schemes and their accuracy to represent the reality (e.g. Shin
and Hong, 2011). Here, the main goal is to detect misrepresentations and
inaccuracies of the parameterizations that serve to improve them. On the
other hand, other studies aim to select the most adequate scheme or combi-
nation of them, focusing on several variables. For the latter, the analysis of
this uncertainty is commonly carried out by using multi-physics ensembles.
The literature offers a wealth of studies dealing with multi-physics ensem-
bles. For example, over the Iberian Peninsula, Fernández et al (2007)
analyzed the sensitivity to different physical parameterizations of a set
of high-resolution simulations. Although they obtained different impacts
depending on the parameterization scheme, the multi-physics uncertainty
was comparable to the observational uncertainty. Over the same region,
Jerez et al (2013a) showed that the spread from a multi-physics ensem-
ble can be of comparable magnitude to that from a multi-model ensemble.
They focused on present-day climate, but multi-physics ensemble approach
is also applied for climate change projections (Jerez et al, 2013b, among
others). Although it focused only on the PBL scheme, Garćıa-Dı́ez et al
(2013) found that the best-performing scheme has a seasonal dependence
in a set of multi-physics ensemble simulated with the Weather Research
and Forecasting (WRF) model (Skamarock et al, 2008). In this sense, the
WRF model is a common choice in evaluation studies of multi-physics un-
certainty. Unlike other models, whose setup is fixed, WRF offers multiple
physical parameterization options.

Multiple initiatives have explored these uncertainties under interna-
tional frameworks with promising results. In 2001, The Third Assessment
Report of the Intergovernmental Panel on Climate Change (IPCC) recom-
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mended to coordinate RCM ensembles to explore multi-model and projec-
tion uncertainties (Giorgi et al, 2001). At that time, assessments of climate
change impacts were based on coarse-resolution GCMs. Therefore, in Eu-
rope, during the period 2001-2004, the project Prediction of Regional sce-
narios and Uncertainties for Defining EuropeaN Climate change risks and
Effects (PRUDENCE) represented the first comprehensive, continental-
scale intercomparison of high resolution climate models and their applica-
tions (Christensen and Christensen, 2007). High resolution climate change
scenarios for Europe at the end of the twenty-first century were run in or-
der to assess projections of future climate change at regional scales, as
well as to explain their uncertainties. From 2004 to 2009, the project EN-
SEMBLES developed an ensemble prediction system for climate change,
based on the state-of-the-art of the regional climate modeling in Europe.
The initiative produced objective probabilistic estimates of uncertainty
in future climate at the seasonal to decadal and longer timescales. Be-
sides, ENSEMBLES gave special importance to relate the output of the
ensemble prediction system with a wealth of risk assessment applications
(Doblas-Reyes et al, 2009; Weisheimer et al, 2009). These projects focused
on Europe, but similar initiatives emerged for other regions, as the North
American Regional Climate Change Assessment Program (NARCAPP),
which intended to investigate uncertainties in regional scale projections of
future climate over North America. These initiatives paved the way for a
worldwide coordination of downscaling activities.

1.5 CORDEX initiative

By the end of ENSEMBLES, climate change information used by the end-
user and policy-making communities was based on AOGCMs (Busalacchi
and Asrar, 2009). In spite of the increasing popularity of the RCMs, their
use in climate change impact assessments was relatively limited (Giorgi
et al, 2009). Besides, most of the experiments followed specific targeted
interests, such as the study region, which in turn, led to a fragmentation
of the results. This issue was overcome in 2009 with the ”Coordinated
Regional Downscaling Experiment” (CORDEX), the first initiative to co-
ordinate all the worldwide efforts involving downscaling. This initiative,
under the auspices of WCRP, represented an attempt to build a common
experimental framework (Giorgi and Gutowski, 2015) with the following
goals:
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1. Understanding different phenomena occurring at regional- and local-
scale.

2. Evaluating the performance of regional climate models, as well as
downscaling techniques (both dynamical and statistical downscal-
ing).

3. Producing a complete set of experiments of downscaled climate pro-
jections.

4. Fostering communication and exchange of knowledge with the RCM
users.

Within the CORDEX initiative, it is worth mentioning EURO-CORDEX,
the European branch of CORDEX. This voluntary effort aims to gener-
ate a multi-model ensemble of regional climate change projections over
Europe, considering different future GHG concentrations scenarios and
increasing resolutions. In this sense, the project makes use of the Euro-
pean domain already designed in the previous experiments PRUDENCE
and ENSEMBLES. In parallel, although CORDEX is an unfunded ini-
tiative, several projects in Europe support its objectives. IMPACT2C
(2011-2015) was one of the first multi-disciplinary international project
contributing with their activities to CORDEX. Afterwards, the ongoing
European Climate Prediction (EUCP) system and PRINCIPLES gave
support. The former aims at developing a climate prediction system using
high-resolution RCMs to be used in climate adaptation and mitigation
measures (Hewitt and Lowe, 2018), while PRINCIPLES expects to gener-
ate a large ensemble of EURO-CORDEX simulations.

During the first phase of CORDEX, the downscaling activities were
based on the GCMs participating in CMIP5 (Coupled Model Intercom-
parison Project 5; Taylor et al, 2012). These activities, along with the use
of dynamical and statistical techniques, provided valuable climate infor-
mation. The techniques, applications and the user community were very
varied, which showed the need to properly understand the uncertainties
and results as well as to assess the limitations and strengths of the differ-
ent techniques. To address these goals, a two-fold protocol was designed
for a set of 14 domains covering the most areas of the world at 50 km hori-
zontal resolution. On the one hand, an evaluation experiment was run for
the period 1989-2014 with simulations driven by ERA-Interim reanalysis
(Dee et al, 2011). On the other hand, a second experiment was launched
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for the period 1950-2100 under different GHG scenarios with simulations
driven by CMIP5 models.

After the first phase of CORDEX, several issues needed attention.
First, added value of the downscaling techniques did not always result
in more valuable information for Vulnerability and Impact Assessment
(VIA), which was important to justify the resource expenditure of running
very expensive high-resolution models. Also, simulation of key variables
and phenomena for VIA studies, such as precipitation and strong local-
wind systems, needed a more accurate representation (Gutowski et al,
2016). These issues, among others, were addressed in the second phase of
CORDEX.

The end of the first phase cleared the path for new challenges, open-
ing key scientific questions as the increase of the horizontal resolution to
convection-permitting scales. Therefore, the CORDEX initiative consid-
ered new Flagship Pilot Studies (FPS), that is, more targeted experimen-
tal setups in which each FPS is focused on a particular sub-continental
region and scientific problem. Thus, a FPS is selected in terms of im-
portance of fine-scale processes and availability of observations. They
investigate different processes, feedbacks, forcings or the role of model
configuration. The research was planned to run RCMs at scales down
to convection-permitting, based on targeted specific experiments and fo-
cusing on regional-scale forcings, such as aerosols or land-use changes.
Analysis and evaluation are carried out by using comprehensive observa-
tional datasets in combination with dynamical and statistical techniques.
To date, 9 FPSs have been endorsed, two of which are a central part
in this thesis: the FPS ”Extreme precipitation events in Southeastern
South America: a proposal for a better understanding and modeling”
(FPS-SESA) and the FPS ”Convective phenomena at high resolution over
Europe and the Mediterranean” (FPS-Convection).

The improvement of the computational resources, the availabil-
ity of observations covering extreme events and the increasing studies
with convection-permitting models allowed the submission of the FPS-
Convection in 2016. The FPS was based on the fact that convective pro-
cesses play an important role as regards hydrological impacts, being a
noticeable damaging phenomena (Coppola et al, 2020). Thus, knowing
how these events respond under climate change conditions, key for VIA
studies, is one of the challenges in the study. On the other hand, ex-
plicit representation of these processes at the convection-permitting scales
presents an opportunity to assess whether these models lead to a clear
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added value. Both scientific aims, along with hybrid approaches consider-
ing statistical downscaling, compose the main open-ended questions to be
answered. Thus, the protocol set up three general aims:

1) To investigate convective-scale events, their processes and their
changes over Europe and the Mediterranean.

2) To provide an assessment of the modeling capacity at convection-
permitting scale.

3) To set a coherent assessment of the impact of the climate change in
convective-processes at local- and regional-scale.

The consortium, composed by 27 research groups using 9 different
RCMs, built a first-of-its-kind multi-model convection-permitting ensem-
ble. The targeted area was defined over the Alps, due to the availability of
observations and the relative high frequency of heavy precipitation events.

Considering also Europe, the FPS ”Impact of land use changes on cli-
mate in Europe across spatial and temporal scales” (FPS-LUCAS) (Davin
et al, 2020) attempts to evaluate robust biophysical impacts of land use
changes in Europe. Due to the highly heterogeneous changes of land use
distribution, FPS-LUCAS requires to solve future fine-scale processes and
their interactions with the terrestrial biosphere and hydrosphere.

Following the approach from FPS-Convection, FPS-SESA aims at study-
ing multi-scale processes and interactions resulting in heavy precipitation
events in Southeastern South America (Bettolli et al, 2021). The region
emerges as one of the most active regions concerning deep convection.
The interaction between different large-scale features, such as the South
America Low-level Jet, leads to a high occurrence of extreme precipita-
tion events. Recent studies highlight the increase of the frequency and
intensity of these events during the late 20th century. However, under-
standing the different interactions, mechanisms and factors involved in
these processes is still challenging. FPS-SESA addresses these questions
by using both dynamical and statistical techniques to explore the added
value of regional climate downscaling as well as to strengthen the coop-
eration between dynamical and statistical approaches. In this context,
FPS-SESA tries to foster inter-institutional cooperation, also including
research communities from out of South America, especially those partic-
ipating in FPS-Convection (e.g. Universidad de Cantabria). Similarly to
FPS-Convection, the first phase consisted in evaluating the capability of
convection-permitting models to simulate deep convection. Three heavy
precipitation events occurred in 2009 were selected and simulated in two
modes (a short- and a long-term run), at 20 km and 4 km horizontal res-
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olutions. The main goals are to identify the processes leading to these
events and their sensitivity to different model configurations, as well as to
develop actionable climate information for the impact community.

Understanding convective processes and their impacts on the future
climate are also the central question in the FPS ”High resolution climate
modelling with a focus on convection and associated precipitation over
the Third Pole region” (FPS-CPTP). The Tibetan Plateau (so-called the
Third Pole) contains the third largest volume of ice in the world, rea-
son by which the research evaluates the relation between convection and
cryosphere over Central and East Asia. As FPS-Convection and FPS-
SESA, the study investigates the impact of the convective processes by
means of CP RCMs.

Although the first CORDEX framework established a multi-domain
approach, the proposal paid special attention to Africa due to its high
vulnerability (Giorgi et al, 2009). Recently, three FPSs were endorsed
corresponding to three African subregions: the Southeast Africa, the Lake
Victoria Basin and the Western-Southern Africa. The former, domi-
nated by the intertropical convergence zone, the tropical monsoon and
the ENSO, is strongly affected by changes in rainfall. In this sense, the
FPS ”Modelling the Southeast African regional Climate” proposes to eval-
uate how precipitation over this region will evolve in the future. The
Lake Victoria Basin is used to analyze the future intensity and occurrence
of extreme events under the FPS ”Climate Extremes in the Lake Vic-
toria Basin” (FPS-ELVIC). The study aims at providing robust climate
information as regards to climate extremes such as droughts, heavy pre-
cipitation or heat waves. These medium- to local-scale climate extreme
events are expected to be better represented in CP RCMs. Thus, simi-
larly to FPS-SESA, the main objective is to explore the added value of
the convection-permitting RCMs against those with parameterized con-
vection. Finally, interactions between land, atmosphere and ocean are
dealt within the FPS ”Coupled regional modelling of land-atmosphere-
ocean interactions over western-southern Africa under climate change”.
The region is affected by biomass-burning aerosols, which are transported
via stratocumulus cloud deck, influencing the climate over the Atlantic.
Hence, the research gives especial importance to the role of the aerosols.
This scientific aspect is shared with the FPS ”Role of the natural and an-
thropogenic aerosols in the Mediterranean region: past climate variability
and future climate sensitivity” (FPS-Aerosol). Aerosols play an important
role in the Mediterranean, strongly affecting the atmospheric circulation,



22 CHAPTER 1. INTRODUCTION

radiation and cloud cover. The study uses high-resolution RCMs to ana-
lyze the role of Mediterranean aerosols on the regional climate variability,
as well as its influence on extreme events. Over the same region, the FPS
”Role of the air-sea coupling and small scale ocean processes on regional
climate” investigates the mechanisms through which air-sea coupling can
modify the regional climate. Here, the Mediterranean is selected due to its
high complexity, containing a wealth of processes and interactions between
air and sea.

In parallel to the FPSs, other activities arose. The fragmentation of
high resolution downscaling research, with most of the efforts mainly cen-
tered over specific regions, led to the need of worldwide high resolution
information about regional climate change and its impacts. In this sense,
CORDEX designed the framework ”CORDEX-COmmon Regional Exper-
iment” (CORDEX-CORE Gutowski et al, 2016). This framework ad-
dresses the needs for a more homogeneous multi-model ensemble informa-
tion, constituting a complementary framework of the original CORDEX
experiment. The experiment is intended to provide an ensemble of high
resolution simulations spanning major inhabited regions of the world to
assess future extreme events and climate change impacts. The protocol
establishes finer horizontal resolutions (about 25 km) than the original
CORDEX standard resolution (about 50 km). Simulations include an
evaluation run together with historical and future scenarios runs.

1.6 Thesis objectives

The main aim of this thesis is to contribute to the different dimensions
of the CORDEX evaluation framework, from the production of state-of-
the-art RCM simulations, to the international cooperation with different
research groups, in order to assess and quantify the relative role of differ-
ent uncertainty sources in regional climate downscaling. We pay special
attention to heavy precipitation events, as represented by new-generation
convection-permitting RCMs. A natural framework to carry out this study
are the CORDEX Flagship Pilot Studies that coordinate the research ac-
tivity on convective precipitation. The specific objectives can be formu-
lated as follows:

• Simulate the regional climate of heavy precipitation areas at very
high, convection-permitting resolution using a state-of-the-art RCM.
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• Quantify the role of different uncertainty sources. Namely, horizon-
tal resolution, domain uncertainty, internal variability, multi-physics
and multi-model uncertainties.

• Explore the uncertainty associated to the initialization of variables
with long response time, and their impact on the time slicing of
costly RCM simulations.

• Improve the understanding of the mechanisms leading to heavy pre-
cipitation events.

For this purpose, the thesis has been carried out within the framework of
the CORDEX FPS-Convection and FPS-SESA initiatives, which focus on
the Alpine and southeastern South America regions, respectively. Their
target domains provide different climate conditions and forcing mecha-
nisms for heavy precipitation events. Also, their experimental design con-
siders most of the uncertainties we aim to assess. This experimental design
has been extended in this thesis to accommodate the assessment of internal
variability and domain uncertainties.

1.7 Structure of the thesis

The thesis is structured to address the main objectives across different
chapters. Chapter 2 summarizes the model simulation data sets gener-
ated as a result of the thesis work, along with other observational and
model output data sets used. Chapters 3 to 5 present the main results of
the thesis and roughly correspond to the studies Lavin-Gullon et al (2020),
Lavin-Gullon et al (2021b) and Lavin-Gullon et al (2021a), respectively.
Each of these chapters has its own ‘Data & Methods’ section with a se-
lection of the data generated and used for that particular study, along
with the particular analysis methodology. Different ‘Conclusions’ sections
summarize the main outcomes at the end of each of these chapters. Fi-
nally, general conclusions are provided in Chapter 6, recollecting the main
objectives.

For the simulation of the regional climate at very high resolution, we
selected the WRF modelling system (Chapter 2). With this state-of-the-
art RCM, we engaged with the FPS-Convection (Coppola et al, 2020)
and FPS-SESA (Bettolli et al, 2021) initiatives, producing our simula-
tions following internationally coordinated protocols. We contributed to
all model evaluation experiments within these initiatives (Section 2.2.4),
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extending our contribution to additionally explore RCM internal variabil-
ity. The computationally-demanding task of performing multi-year, km-
scale regional climate simulations led us to consider split simulations, by
overlapping different time slice simulations (Chapter 4).

The overarching theme of the thesis is the quantification of regional
climate modelling uncertainties, with an emphasis on internal variability
as a background to assess the relative size of other sources of uncertainty.
Internal variability is introduced in Chapter 3, along with the methodology
used to measure it. In this Chapter, we also extend the internal variabil-
ity metric to quantify multi-physics uncertainty. Internal variability plays
also a leading role in Chapter 4, limiting the perfect match between over-
lapping time slice simulations. In Chapter 5, internal variability is also
compared to multi-model uncertainty, and used to assess the robustness
of the simulation of individual precipitation events.

Other sources of uncertainty are also considered. The sensitivity of the
results to the horizontal resolution is assessed in Chapters 4 and 5. Hori-
zontal grid spacings range from ∼50 km to ∼3 km. Domain uncertainty,
i.e. the dependence of the results on the region of the globe, is considered
by simulating over regions with different climatic conditions. Chapter 3
focuses on Europe, Chapter 5 on South America, and Chapter 4 considers
both Europe and South America and discusses regional differences. Multi-
physics uncertainty is quantifyied in Chapter 3, to assess the response of
specific heavy precipitation events to the physical parameterizations in the
light of the existing internal variability. Multi-model uncertainty is also
considered in Chapter 5, which includes results from the RegCM4 model
along with two configurations of the WRF model.

In addition to these uncertainties, the initialization and spin-up tran-
sient of the model is also studied. The ability of the model to represent
heavy precipitation events with a ‘weather like’ initialization (few days be-
fore the event) or in ‘climate mode’ (one or several months in advance) was
considered in Lavin-Gullon et al (2018) and in Chapters 3 and 5. Much
longer spin-up periods are considered in Chapter 4, where the length of the
initial transient of the model simulations is studied for different variables,
resolutions, regions and seasons. The impact of this initial transient on the
simulated climate is also evaluated in this Chapter, to consider the use of
overlapping time slice simulations as a mean to perform costly long-term
RCM simulations.

Finally, we evaluated the high-resolution, convection-permitting simu-
lations produced in terms of their ability to represent heavy precipitation
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over Europe (Ban et al, 2021) and southeastern South America (Lavin-
Gullon et al, 2021a). Part of the latter study is included as Chapter 5,
where we evaluate the multi-model ensemble of FPS-SESA in two differ-
ent simulation modes and considering 20 and 4 km grid spacings. Apart
from evaluating heavy precipitation events in the region against several
observational databases, we explore the synoptic mechanisms leading to
these events, identifying a key precursor.
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Chapter 2

Data

This chapter presents a description of all the model simulations and
datasets which have been generated and postprocessed accomplishing the
first objective established in this thesis (Section 1.6). The Chapter also
describes the reanalysis and observational datasets used, as well as other
datasets in the standard CORDEX resolution that are part of this thesis.
In addition, the chapter includes model simulations that while they are
not part of the following content, they were generated during the develop-
ment of this thesis. Nevertheless, it should be noted that all the datasets
are detailed in the corresponding Data section of every chapter.

2.1 Observational data

Initial and lateral boundary conditions for the simulations used in this
thesis were taken from the European Center for Medium Range Weather
Forecasts (ECMWF) ERA-Interim reanalysis. The uncertainty in the re-
analysis was taken into account by considering also the National Centers
for Environmental Prediction reanalysis (Reanalysis-1) and the Japanese
55-year reanalysis (JRA55).

In this thesis, reanalysis was considered as a reference. Observa-
tional datasets are not relevant since we are mainly focus on quantifying
the uncertainty, without exploring the error with respect an observation.
Nevertheless, four different precipitation datasets were used. The high-
resolution gridded E-OBS dataset (Haylock et al, 2008) was employed as
observational reference in Europe. Observational uncertainty in South
America was taken from the NOAA Climate Prediction Center morphing

27



28 CHAPTER 2. DATA

method (CMORPH), the Precipitation Estimation from Remotely Sensed
Information using Artificial Neural Networks (PERSIANN) and the Multi-
Source Weighted-Ensemble Precipitation (MSWEP) datasets. A more de-
tailed description of these datasets are found in Section 5.2.1.

2.2 Model simulations

2.2.1 Weather Research and forecasting model

The Weather Research and Forecasting (WRF) model (Skamarock et al,
2008) is a mesoscale numerical weather prediction model designed for both
atmospheric research and operational forecasting applications. This is a
nonhydrostatic model, whose main advantage is its modularity, that is,
the possibility to combine its components and in turn, to design different
model configuration setups. WRF offers two dynamical cores: the Ad-
vanced Research WRF (ARW-WRF) core mantained by the National Cen-
ter for Atmospheric Research (NCAR) and the Nonhydrostatic Mesoscale
Model (NMM) core, mantained by the National Centers for Environmen-
tal Prediction (NCEP). It also includes a software architecture supporting
parallel computation. The model also supports two nesting strategies. On
the one hand, one-way nesting, where there is no communication between
each domain and its corresponding parent domain. On the other hand,
two-way nesting, where domains simultaneously communicate with each
other. Nevertheless, the most important feature refers to the wealth of pa-
rameterization schemes that can be chosen for different subgrid processes.
Alternative parameterization schemes can be selected for microphysics, cu-
mulus parameterization, both short-wave and long-wave radiation, PBL,
land surface model, surface layer or shallow convection, among others.
In addition, WRF allows to manage many other options not related to
parameterizations, such as advection and diffusion parameters.

In this thesis, WRF is preeminent since most of the simulations have
been generated with this model. In this regards, all the simulations were
carried out by using the ARW-WRF core with one-way nesting strategy.

2.2.2 Ensemble generation methods

Besides the multi-model ensembles coordinated under the frameworks of
FPS-Convection and FPS-SESA, an additional coordination was given
in the FPS-Convection, where the institutions participating and using
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WRF generated a multi-physics ensemble (MPE) by setting different phys-
ical configurations so that at least one option differs among them (Table
2.1). The MPE considered different options varying the parameterization
schemes for cloud micro-physics processes, surface and land processes,
planetary boundary layer, and radiative processes. The other model con-
figuration and experimental setup were fixed, including the model version
(ARW-WRF v3.8.1). Also, a MPE was built in Experiment CCPS (see
Table 2.1) by activating or not the shallow cumulus parameterization.

The role of internal variability is assessed by building a multi-initial
conditions ensemble (MICE). The set of perturbed initial conditions was
generated using the lagged method (see for example, Laux et al (2017)),
that is, by starting the simulations the day before, 2 days before, and so
on (r0, r1, r2... in Table 2.1). This is a simple way of perturbing the initial
conditions while maintaining the physical consistency among variables.

2.2.3 Simulation modes

The protocols in FPS-Convection and FPS-SESA established a test to
assess the ability of the models to simulate convection. The experiment
consisted in simulating several extreme precipitation events in two modes:
the so-called “weather-like” and “Climate-mode”. The former was a short-
range simulation initialized one or a few days before the onset of each
event, aiming at simulating the event as closely as possible to the reality,
aided by the predictability provided by the initial conditions. Climate-
mode simulations were started one or several months before the event
following somehow the approach of climatic simulations. Thus, initial
conditions were not a source of predictability and the models were mainly
driven by the lateral boundary conditions, which is typical in regional
climate modelling.

2.2.4 List of simulations produced in this thesis

In this section, we explain the framework of all the simulations generated
in this thesis, whose details can be found in Table 2.1.

Experiment A consisted of a test to evaluate the capability of a multi-
model ensemble to simulate three selected heavy precipitation events in
“weather-like” and “climate mode”. The experiment was carried out in
two different regions: southeastern South America and the Alps, as es-
tablished in FPS-SESA and FPS-Convection, respectively. A particular
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coordination was given in FPS-Convection, where all institutions using
WRF coordinated a MPE by setting different physical configurations so
that at least one option differs among them.

Experiment B consists of RCM evaluation simulations covering a 15-
year period. All the WRF simulations started using the same initial con-
ditions, with soil states generated by a 1-year spin-up run. It should be
noted that the physical parameterizations for this experiment were slightly
adjusted with respect to those used in experiment A of FPS-Convection,
in order to consider more complex physics schemes and to avoid uncertain-
ties from the interaction between distinct PBL and surface layer schemes.
In this experiment, the highly computationally demanding 15-year simu-
lation required to split the run into time slices (S1, S2, S3... in Table 2.1).
This procedure gave the advantage of running in parallel and in turn,
reducing computing time and computational resources.

Experiment CCPS is based on a previous work from Vergara-Temprado
et al (2020), which showed that solving convection explicitly for resolu-
tions finer than 25 km in a Consortium for Small-scale Modeling (COSMO)
model ensemble can be beneficial. Thus, an ongoing experiment is planned
to extend this study to a multi-model approach. The participating groups
run an RCM ensemble to investigate biases when either using parame-
terizations of deep and shallow convection or deactivating them. We run
the same physical configuration as Experiment B for the coarser domain
(EUR-15), with cumulus parameterization deactivated. The initial soil
states were generated previously by a 1-year of spin-up. An additional
full-transient simulation, that is, without any split, was run with the same
physical configuration as Experiment B, only for the coarser domain. In
this experiment, libraries used by WRF were compiled with newer versions
than those used in the Experiment B, aiming to run the simulation more
efficiently.

2.2.5 Other simulations

MPEs generated under FPS-Convection were built with simulations from
the participating groups using WRF. Similarly, multi-model ensembles
in experiments under FPS-SESA were built with runs from the different
participating models.

We used also simulations in the coarse EURO-CORDEX standard
(EUR-44; Vautard et al, 2013) and South America CORDEX (SAM-44;
Solman and Blázquez, 2019) domains were produced in the Santander
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Framework Exp Domain Mode Realization Period

FPS-Conv.

A
EUR-11
(ALP-3)

WL-Case 1 r0 2012-10-23 - 2012-10-28

WL-Case 2 r0 2009-06-20 - 2009-06-27

WL-Case 3 r0 2014-11-02 - 2014-11-07

CM-Case 1 r0 2012-10 01 - 2012-11-01

CM-Case 2 r0 2009-06-01 - 2009-07-01

CM-Case 3

r0 2014-10-01 - 2014-11-07

r1 2014-09-30 - 2014-11-07

r2 2014-09-29 - 2014-11-07

r3 2014-09-28 - 2014-11-07

r4 2014-09-27 - 2014-11-07

r5 2014-09-26 - 2014-11-07

B
EUR-15
(ALP-3)

- S1/r0 1999-01-01 - 2005-02-28

- S2 2003-09-01 - 2006-05-31

- S3 2005-06-01 - 2008-02-28

- S4 2007-03-01 - 2009-12-31

- r1 1998-12-31 - 1999-12-31

- r2 1998-12-30 - 1999-12-31

- r3 1998-12-29 - 1999-12-31

- r4 1998-12-28 - 1999-12-31

- r5 1998-12-27 - 1999-12-31

CCPS
EUR-15* - Full-trans. 1999-01-01 - 2009-12-31

EUR-15 - Full-trans. 1999-01-01 - 2009-12-31

FPS-SESA A
CSAM-20
(SESA-4)

WL-Case 1 r0 2010-02-18 - 2010-02-22

WL-Case 2 r0 2010-01-17 - 2010-01-20

WL-Case 3 r0 2009-11-20 - 2009-11-23

CM

r0 2009-10-01 - 2010-04-01

r1 2009-09-30 - 2010-04-01

r2 2009-09-29 - 2010-04-01

Table 2.1: List of simulations generated in this thesis. For each simu-
lation, the table shows the experiment, FPS framework, domain, mode,
realization and period of simulation. Realizations identified with “r” refer
to runs generated for MICE, while realizations identified with “S” refer to
time slices in split simulations. For the domain denoted with an asterisk
(*), the cumulus parameterization was deactivated.
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Meteorology Group. The former was driven by the ERA-Interim reanaly-
sis, whereas the latter was driven by the Canadian Earth System Model
(CanESM2), carried out for the historical run and for the future scenarios
RCP 4.5 and RCP 8.5.



Chapter 3

Internal variability vs
multi-physics uncertainty in
a regional climate model

3.1 Introduction

The increasing resolution of Regional Climate Models (RCMs) has reached
the so-called convection-permitting scale (Prein et al, 2015), by approach-
ing resolutions of a few kilometers, typically used in Numerical Weather
Prediction (NWP). A recent study by Coppola et al (2020) presented the
largest multi-model ensemble of convection permitting RCMs to date, with
an initial experiment exploring the ability of RCMs setup as NWP mod-
els and as regional climate modelling tools. Strong discrepancies between
models were found in simulating three heavy precipitation events over the
Alps. The explanation of these discrepancies was left open, and they spec-
ulated on three potential explanations: (1) the proximity of the event to
the boundaries of the domain, (2) a failure in some RCMs to capture the
response to the drivers of the event and (3) internal variability being re-
sponsible for the differences across models. This study is a follow up of
Coppola et al (2020), where we investigate the role of internal variability
in a selected event and we also further extend our analysis to a full annual
cycle.

Internal, unforced climate variability is one of the main sources of un-
certainty in global climate simulations (Hawkins and Sutton, 2009). Due
to the non-linear and chaotic nature of the climate system, small perturba-
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tions to a given state of the system grow and develop different trajectories
in the state space (Palmer, 2005). In a relatively short period of time,
two slightly perturbed simulations in which initial conditions are modified
can differ as much as two randomly chosen states of the climate system
(Kalnay, 2002). When considering coupled systems that exhibit modes
of low-frequency variability, even mean states over long periods of time
can differ considerably. This internal or natural variability of the system
is commonly explored using ensembles of simulations started from per-
turbed initial conditions (Haughton et al, 2014). The uncertainty arising
from internal variability is not negligible compared to other sources of un-
certainty, such as GCM modelling or GHG-scenario uncertainty (Hawkins
and Sutton, 2009; Deser et al, 2012; van Pelt et al, 2015; Kumar and
Ganguly, 2018).

In contrast, internal variability emerging in regional climate mod-
els (RCMs) is usually smaller than that in GCMs (Caya and Biner,
2004). This uncertainty is also commonly assessed by using a multi-initial-
conditions ensemble (MICE) in order to separate RCM internal variability
from the signal of forced variability (Giorgi and Bi, 2000; Christensen et al,
2007; Caya and Biner, 2004; Lucas-Picher et al, 2008b; Giorgi, 2019; Bas-
sett et al, 2020). Several studies concluded that at least 5-6 members
should be considered to obtain robust estimates of internal variability
(Lucas-Picher et al, 2008b; Laux et al, 2017). Recent studies (Bassett
et al, 2020) point to the need of even larger ensembles. The amplifica-
tion of perturbations in the initial conditions is damped somewhat by the
continuous flow of information through the boundaries of the limited area
domain. Lucas-Picher et al (2008a) quantified the relation between the
RCM internal variability and the lateral boundary forcing over the do-
main. In mid-latitudes, internal variability has a seasonal behaviour with
higher (lower) values in summer (winter), when the boundary forcing (e.g.
storm track intensity) is weaker (stronger) and the model is more (less)
free to develop its own circulation (Caya and Biner, 2004; Lucas-Picher
et al, 2008b).

According to the general atmospheric circulation, prevalent winds (e.g.
westerlies in mid-latitudes) force a flow of information through the bound-
ary. As a result, this forcing imposes a typical pattern that exhibits in-
creasing internal variability as one travels downwind across the domain.
Flow perturbations develop and grow as they travel through the RCM do-
main, reaching a maximum near the downwind boundary where they are
forced back to the flow of the GCM in the relaxation zone (Lucas-Picher
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et al, 2008b).

Despite its relevance, few studies have addressed other RCM uncertain-
ties in the light of internal variability. Regarding multi-model uncertainty,
Sanchez-Gomez et al (2009) explored the impact of internal variability
for four different weather regimes, which showed different sensitivity de-
pending on the lateral boundary conditions. The fraction of multi-model
uncertainty in RCMs that can be explained by internal variability can be
relatively large. For example, Gu et al (2018) suggest that it could be
up to 70% of the total uncertainty for the precipitation in Asia. Also,
Fathalli et al (2019) reported that internal variability was comparable to
the inter-model precipitation spread in Tunisia during summertime, when
the lateral forcing constraint is reduced. As for GCMs, the magnitude
of RCM internal variability depends on the synoptic circulation, model
configuration, region and season (Giorgi and Bi, 2000; Alexandru et al,
2007).

The relevance of RCM internal variability is also recognized by the Co-
ordinated Regional climate Downscaling Experiment (CORDEX; Giorgi
and Gutowski, 2015), an international ongoing initiative endorsed by the
World Climate Research Program which coordinates the regional climate
downscaling community. Under this framework, multiple institutions are
producing and analysing the largest regional multi-model ensemble in his-
tory, covering all populated areas in the world with a standard set of
continental-scale domains.

Multi-RCM ensembles sample the dynamical downscaling methodolog-
ical uncertainty. As such, it is challenging to discern the contributions
to uncertainty from other sources (e.g. physical process parameteriza-
tions, internal variability). This is because RCMs developed by different
groups differ in so many aspects that the results from different models and
members cannot be used to understand the processes responsible for the
spread. There have been different attempts to decompose multi-model
uncertainty into other sources of uncertainty that can be more system-
atically explored. Perturbed-Physics Ensembles (PPE; Yang and Arritt,
2002; Bellprat et al, 2012) consider a given RCM and explore the uncer-
tainty associated to selected parameters, by sweeping a range of acceptable
parameter values. This approach allows to link the resulting uncertainty
to a specific parameter. Multi-physics ensembles (MPE; see e.g. Garćıa-
Dı́ez et al, 2015) provide a way to link modelling uncertainties to specific
processes. These ensembles are generated using a single RCM by switch-
ing between different alternative physical parameterizations, which are the
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model components representing sub-grid-scale processes such as cloud mi-
crophysics, radiation, turbulence, etc. Physical parameterization are one
of the key differences between different RCMs and, therefore, MPEs mimic
multi-model ensembles with the advantage of a fixed dynamical core and
the rest of non-sampled physics schemes. Of course, these fixed com-
ponents also limit model diversity and, therefore, MPEs cannot replace
multi-model ensembles. Quite a few analyses tested the ability of differ-
ent MPEs to encompass the regional climate in different areas (Fernández
et al, 2007; Evans et al, 2012; Solman and Pessacg, 2012; Jerez et al, 2013b;
Garćıa-Dı́ez et al, 2015; Katragkou et al, 2015; Stegehuis et al, 2015; De-
vanand et al, 2018). Some of these analyses mentioned internal variability
as potential source of background noise that impacts the sensitivity to the
physical parameterization schemes (Tourpali and Zanis, 2013; Stegehuis
et al, 2015), though internal variability was not formally investigated.

Few studies consider both physics sensitivity and internal variability.
For instance, Laux et al (2017) explicitly aim to separate the effects of
internal variability from those of changes in land-use, suggesting that in-
ternal variability has a significant impact on precipitation. Crétat and
Pohl (2012) also studied the effect of physical parameterizations on inter-
nal variability and questioned the robustness of previous physics sensitivity
studies which did not take into account internal variability.

The Flagship Pilot Study on Convective phenomena at high resolu-
tion over Europe and the Mediterranean (FPS-Convection) is an ongoing
initiative endorsed by CORDEX. This initiative aims at studying convec-
tive processes with CPM over the Alpine region (Coppola et al, 2020) by
producing both multi-model and multi-physics ensembles of RCM simu-
lations. The initial results showed large discrepancies between individual
ensemble members in their representation of selected heavy precipitation
events. In this work, we take advantage of the ensembles produced in the
FPS-Convection to follow up the study of Coppola et al (2020), in which
the origin of these discrepancies was determined out of the scope. Since
causation is difficult to address in a multi-model approach, we focus on
the multi-physics ensemble within the FPS-Convection RCMs that serve
to drive the CPM. We quantitatively compare the signal arising from the
use of different model components (physical parameterizations) against
that associated to the background noise referred to internal variability at
different time scales. The objective is twofold: (1) to assess whether mod-
elling discrepancies in Coppola et al (2020) fall within the range of internal
variability and (2) to quantify how much uncertainty in a multi-physics
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ensemble can be explained by internal variability.

The paper is structured as follows: The methodology and data used in
this work are detailed in Section 3.2. Section 3.3 presents and discusses the
results. First, applied to a case study presented in Coppola et al. (2020)
and, second, we extend the study to consider the role and relative magni-
tude of internal variability with respect to multi-physics uncertainty over
an annual cycle. Finally, the conclusions are summarized in Section 3.4.

3.2 Data & methods

3.2.1 Multi-physics ensemble

In this work, we explore the uncertainty associated to physical parame-
terizations by using multi-physics ensembles (MPE, hereafter) generated
in the context of the FPS-Convection. This initiative considers multiple
RCMs, but here we will focus only on the sub-ensemble of simulations
using the Weather Research and Forecasting (WRF) model (Skamarock
et al, 2008). This modelling system provides the ability to switch among
different physical parameterization schemes for a given sub-grid-scale pro-
cess. Additionally, WRF allows for online telescopic nesting, running sev-
eral nested domains simultaneously and exchanging information across
domains at each time step. This approach gives rise to much smaller
artifacts close to the borders of the inner domains, as compared to the
standard procedure of running the model offline, nested into the output
of a coarser resolution domain.

All institutions participating in FPS-Convection and using WRF have
coordinated a MPE by setting different physical configurations so that
at least one option differs among them (Table 3.1). The MPE considers
different options varying the parameterization schemes for cloud micro-
physics processes, surface and land processes, planetary boundary layer,
and radiative processes. All other model configuration and experimental
setup are fixed, including the model version (ARW-WRF v3.8.1).

All FPS-Convection WRF simulations consider a high-resolution
(∼3km), convection-permitting domain centered over the Alpine region
(ALP-3) nested into a coarser-resolution (∼12 km), and much larger,
pan-European domain. Except for the deep convection parameterization
scheme, that is switched off in ALP-3, physical configuration does not
differ between both domains. All WRF ensemble members used one-way
nesting, so there is no communication from the convection-permitting back
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Exp Id. Institution MP PBL LSM ShC

A

AB Forschungszentrum Jülich
(FZJ-IBG3), Germany

Thomp. YSU NOAH GRIMS

AC National Observatory of
Athens (NOA), Greece

Thomp. MYNN2 NOAH GRIMS

AD University of Hohenheim
(UHOH), Germany

Thomp. MYNN2* NOAH-MP GRIMS

AE Intitute Pierre Simon
Laplace (IPSL), France

Thomp. MYNN2 NOAH-MP UW

AF Bjerknes Centre for Climate
Research (BCCR), Norway

Thomp. YSU NOAH-MP GRIMS

AG Aristotle University of
Thessaloniki (AUTH),
Greece

WDM6 YSU NOAH GRIMS

AH Instituto Dom Luiz (IDL),
Portugal

WDM6 MYNN2 NOAH GRIMS

AI Universidad de Cantabria
(UCAN), Spain

WDM6 MYNN2* NOAH-MP GRIMS

B

BB Forschungszentrum Jülich
(FZJ-IBG3), Germany

Th-AA YSU NOAH GRIMS

BC National Observatory of
Athens (NOA), Greece

Thomp. MYNN2 NOAH GRIMS

BD University of Hohenheim
(UHOH), Germany

Th-AA MYNN2 NOAH-MP GRIMS

BE Intitute Pierre Simon
Laplace (IPSL), France

Th-AA MYNN2 NOAH-MP UW

BF Bjerknes Centre for Climate
Research (BCCR), Norway

Thomp. YSU NOAH-MP GRIMS

BG Aristotle University of
Thessaloniki (AUTH),
Greece

WDM6 YSU NOAH-MP GRIMS

BH Instituto Dom Luiz (IDL),
Portugal

WDM6 MYNN2 NOAH GRIMS

BI Universidad de Cantabria
(UCAN), Spain

WDM6 MYNN2 NOAH-MP GRIMS

Table 3.1: WRF multi-physics configurations considered in this study
(see Section 3.2.1) for experiment A (one-month simulation, EUR-11 do-
main) and experiment B (one-year simulation, EUR-15). For each en-
semble member, the table shows an Id. code, the institution performing
the simulation and the physical parameterizations used. The ensembles
explore the use of different schemes for micro-physics (MP), planetary
boundary layer and surface layer (PBL), land surface (LSM), and shallow
convection (ShC) processes. The PBL schemes denoted with asterisk (*)
used a different surface layer scheme despite sharing the MYNN2 PBL.
See Table 3.2 for details of each parameterization scheme.
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Acronym Physical scheme

Thomp. Thompson et al (2008) scheme with ice, snow and graupel processes suitable
for high-resolution simulations

Th-AA New Thompson aerosol-aware scheme considering water- and ice-friendly
aerosols

WDM6 WRF Double-Moment 6-class microphysics scheme with cloud condensation
nuclei for warm processes

YSU Yonsei University non-local closure PBL scheme with revised MM5 Monin-
Obukhov surface layer

MYNN2 Mellor-Yamada Nakanishi and Niino Level 2.5 (*combined with revised MM5
Monin-Obukhov surface layer)

NOAH Noah LSM with multilayer soil temperature and moisture, snow cover and
frozen soil physics

NOAH-MP Noah LSM-Multi Physics. NOAH with multiple options for land-atmosphere
processes

GRIMS Shallow cumulus scheme from the Global/Regional Integrated Modeling Sys-
tem

UW University of Washington shallow cumulus scheme from the Community Earth
System Model

Table 3.2: Physical schemes used in the multi-physics experiments shown
in Table 3.1.

to the coarser domain. Therefore, the convection-permitting inner domain
did not alter in any way the results for the pan-European domain used in
this work. Our analyses focus only on this pan-European domain, since
we are interested in the uncertainty of the synoptic conditions over Eu-
rope, which drive the needed moisture that leads to unstable conditions
over the Alpine area (see Section 3.3.1). The ALP-3 domain is not large
enough to alter significantly the large-scale synoptic conditions, so, in or-
der to reproduce the case studies of Coppola et al (2020) in the ALP-3
domain, the right sequence of observed events should be preserved first in
the pan-European domain forcing simulations.

We use WRF data from two different FPS-Convection experiments
driven by 6-hourly initial and lateral boundary conditions taken from the
ERA-Interim Reanalysis (Dee et al, 2011):

Experiment A is described in Coppola et al (2020) and consisted of
a preliminary test with all participating models, including WRF. Three
heavy precipitation events in the Alpine region were simulated in two
modes, identified as “weather-like” and “climate mode”. Weather-like
simulations were started one day before the onset of the events, aiming
at simulating the event as closely as possible to the reality, aided by the
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predictability provided by the initial conditions. As the proximity of the
initial conditions constrains the internal variability, we did not consider
weather-like simulations in this study. Climate-mode simulations were
started one month before the event, so that initial conditions were not a
source of predictability in this case and the models were mainly driven
by the lateral boundary conditions, which is typical in regional climate
modeling. We focus on a single event that occurred around the 23rd June,
2009, and was covered by climate-mode simulations running for the pe-
riod from 1st June to 1st July, 2009 (see Section 3.3.1). WRF members
of the ensemble showed the largest differences in terms of predictability
of this particular event. WRF simulations for this experiment used a
pan-European domain at 0.11◦ × 0.11◦ horizontal resolution (EUR-11),
corresponding to the official EURO-CORDEX domain setup.

Experiment B consists of RCM evaluation simulations covering a 15-
year period starting in 1999. All the WRF simulations started using the
same initial conditions, with soil states generated by a 1-year spin-up run
(1998). As in experiment A, the WRF model contributed with a MPE.
However, the physical parameterizations for this experiment were slightly
adjusted with respect to those used in experiment A (see Table 3.1) in
order to consider more complex physics schemes and to avoid uncertainties
from the interaction between distinct PBL and surface layer schemes. It
should be noted that WRF simulations for this experiment used a slightly
coarser ∼15 km horizontal resolution (EUR-15) than those in Experiment
A, covering the same domain. This change was motivated to comply
with the recommended odd nesting ratios for telescopic domains (5:1 in
this case, from EUR-15 to ALP-3), which avoids interpolation between the
staggered Arakawa-C grids used. In this way, fluxes across nested domains
are more accurate and computationally efficient. In this study we used the
first year (1999) of these simulations.

3.2.2 Multi-initial-conditions ensemble

A MICE was run to assess the role of internal variability in explaining the
uncertainty developed by the MPE. We used WRF configurations AI and
BI (see Table 3.1) to match the setup of experiments A and B, respectively,
using a set of 6 different initial conditions. The set of perturbed initial
conditions was generated using the lagged method (see e.g. Laux et al,
2017), i.e. by starting the simulations the day before (AI-r1), 2 days
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before (AI-r2), and so on, up to a 5-day lag (AI-r5). This is a simple
way of perturbing the initial conditions while maintaining the physical
consistency among variables. The extra simulated days are excluded, and
we analyze only the period common to the MPE. The standard, no-lag
runs AI and BI (say, AI-r0 and BI-r0) are part of both the 8-member MPE
and this 6-member MICE.

We ran the 1-year MICE corresponding to experiment B (BI-r1 to BI-
r5) only for the EUR-15 domain, without the inner ALP-3 nesting, so as
to significantly reduce computational demands. Since no feedback from
ALP-3 back to EUR-15 was allowed in the MPE, our EUR-15 MICE is
fully comparable to EUR-15 MPE.

3.2.3 Quantification of uncertainty

In order to quantify the uncertainty (spread) in the two ensembles, we
followed the approach of Lucas-Picher et al (2008b), who used an unbiased
estimator of the inter-member variance:

σ2X(s, t) =
1

M − 1

M∑
m=1

(X(s, t,m)− 〈X〉(s, t))2 (3.1)

where X(s, t,m) is the value of a given variable X at position s (summa-
rizing, in this case, typical bi-dimensional position indices i, j), at time
step t and from ensemble member m. M is the total number of ensemble
members. The term 〈X〉(s, t) is the ensemble mean at a given position s
and time t:

〈X〉(s, t) =
1

M

M∑
m=1

X(s, t,m). (3.2)

To avoid confusion, we keep in this methodological summary the no-
tation of Lucas-Picher et al (2008b) and earlier publications on internal
variability, although the use of Greek letters (σ2) to refer to a sample
variance estimator is uncommon, and usually reserved for the population
parameters to be estimated (Wilks, 2011). Note that even though this
measure was proposed to quantify internal variability, it is just a measure
of spread or uncertainty, that can be applied to any ensemble. This is
typically employed to quantify internal variability on MICE. In this work,
we apply it to both MPE and MICE.
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The uncertainty, as represented by Eq. 3.1, is a spatio-temporal field.
The evolution of uncertainty in time (UT ) is calculated by considering the
spatial average of the inter-member variance σ2X as

UT 2 ≡ σ2X
s
(t) =

1

S

S∑
s=1

σ2X(s, t) (3.3)

where S is the total number of grid cells in the domain. UT 2 represents the
domain average of the inter-member variance. To emphasize the quadratic
nature of this uncertainty measure, we use the symbol UT 2 in Eq. 3.3 but,
in the following, we consider always its square root UT , which has the units
of the variable, and allows for an easier interpretation. In the same way,
a spatial distribution of the uncertainty (US) is obtained by considering
the time average of the inter-member variance σ2X as

US2 ≡ σ2X
t
(s) =

1

T

T∑
t=1

σ2X(s, t) (3.4)

where T is the total number of time steps in the period. This expression
is an estimate of the expected value of the inter-member variance over a
period of interest.

We consider transient eddy variability (TEV ) as a reference for inter-
member variability. Passing weather systems create a natural time vari-
ability in meteorological fields, which sets a limit to the maximum variabil-
ity attainable at a given location. This variability is seasonally dependent,
so Caya and Biner (2004) proposed to use a monthly estimator and com-
pute a spatial average to make it comparable to UT:

TEV 2 ≡ σ̂2X(τ,m) =
1

S

S∑
s=1

(
X(s, t,m)−Xτ

(s,m)
)2τ

(3.5)

where the τ operator computes the monthly average, i.e. the mean for
all time steps t corresponding to a given month τ . Again, the σ-notation
is from previous literature but, in the following, we will simply refer to
this monthly-averaged, transient-eddy variance as TEV. Note that TEV
depends on the model and also suffers from sampling uncertainty, which
will be quantified by computing it from different ensemble members.

Finally, the long-term impact (LTI) of the inter-member uncertainty
on the climatology of a meteorological field is estimated by calculating the
variance of the climate among ensemble members as
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LTI2 ≡ σ2
X

(s) =
1

M−1

M∑
m=1

(
X
t
(s,m)−

〈
X
t
〉

(s)
)2

(3.6)

where X
t
(s,m) is the time average (i.e. the climatology) of each ensemble

member m and
〈
X
t
〉

(s) is the ensemble mean of the climatologies. Note

that LTI measures the ”uncertainty” of climate, while US measures the
”climate” of the uncertainty. The latter is sensitive to the correspondence
of meteorological events (e.g. heavy precipitation convective events) in
time and space, while the former measures systematic deviations among
members that lead to a different mean state (climate).

3.3 Results & discussion

3.3.1 Event reproducibility

As an example, we focus first on a heavy precipitation case study ana-
lyzed by Coppola et al (2020). The event was mostly driven by large-
scale features, which consisted of a cut-off low over the Balkans induc-
ing a persistent northeasterly flow over Austria. This unstable flow was
warm and wet enough to trigger extreme precipitation by orographic lift-
ing upon reaching the Alps. Observations reveal precipitation peaking
on the 23rd June, 2009, over Austria. RCM simulations consistently re-
produced this heavy precipitation event under weather-like initialization
(see Section 3.2.1), but Coppola et al (2020) reported mixed results when
considering the climate-mode initialization. Some members of the multi-
model/multi-physics ensemble completely missed the precipitation event
or represent highly damped versions of it (see Figure 4 of Coppola et al
(2020)). They speculated on a potentially weak background synoptic forc-
ing for this event, which we investigate in this work.

Notably, the WRF MPE alone also exhibited mixed results in repro-
ducing the event. For illustration, Figure 3.1 (left) shows the accumulated
precipitation on 23rd June for 4 WRF configurations. Only WRF configu-
ration AF is able to reproduce the event, with extended precipitation over
Austria. Other WRF configurations (AB, AE, AD) miss the event and
show some precipitation over southern Italy or very scarce precipitation
(configurations AC, AG, AI, not shown in Figure 3.1).

The synoptic situation, as represented by the 850hPa geopotential
height (Figure 3.1, right), shows the cut-off low located as observed (ERA-
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Figure 3.1: Left: Accumulated precipitation (mm) on June, 23rd 2009
according to E-OBS (Haylock et al (2008); top) and as simulated in the
ALP-3 domain by experiment A for WRF MPE members AF, AD, AB
and AE. Right: 850hPa geopotential height (m) according to ERA-Interim
(top) and the corresponding MPE ensemble members in the EUR-11 do-
main in pink. An ERA-Interim 1500m-isoline (the same in all panels) is
represented for reference in black.
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Figure 3.2: As Figure 3.1 (right), but for 4 MICE members: AI-r0 to
AI-r3.

Interim) over the Balkans for the AF configuration. For the rest of the
MPE members, a low-pressure system is simulated in southern Italy, which
alters the circulation so that the warm-moist airflow over the Alps is
strongly reduced and precipitation is eventually not occurring or occurring
over other areas (southern Italy).

Given that MPE members differ only in their physical parameteri-
zation schemes, one might be tempted to assume that configuration AF
outperforms the rest. That would imply e.g. that the use of the YSU
non-local boundary layer scheme somehow helps in developing the cut-off
low at the right location, as opposite to the MYNN2 local mixing scheme.
This is the only difference between configurations AF and AD. Moreover,
YSU alone cannot explain the ability of AF to represent the event, be-
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cause configuration AB also used this PBL scheme. The only difference
between configurations AF and AB is the land surface model (LSM). AF
used Noah-MP, a much extended version (Niu et al, 2011) of the Noah
LSM (used in AB), considering a multi-layer snow model with more real-
istic snow physics, canopy shadows, snow on canopy, an aquifer layer, and
many other improvements. Other configurations used Noah-MP (AD, AE
or AI), though, and the low pressure system and precipitation still did
not occur on the right place. Therefore, either the exact parameterization
combination of configuration AF is the key or there must be a different
explanation for the discrepancies.

Note that WRF was run using one-way, online telescopic nesting and,
therefore, we can also rule out the proximity of the high precipitation
event to the ALP-3 domain boundaries as potential cause for the different
model results in Coppola et al (2020). Boundary artifacts close to the
inner boundaries are greatly reduced in this setup and still some WRF
members reproduced the event while others missed it.

An alternative hypothesis is that the different development of the event
in the different MPE members is just the result of internal variability. To
test this hypothesis, we considered a MICE based on configuration AI,
which did not develop the event under the standard MPE initialization
setup (start date: 00UTC, 1st June, 2009). Configuration AI (AI-r0) de-
veloped a low over southern Italy (Figure 3.2a), as many of the other
configurations (Figure 3.1). Many of the MICE members also developed
a low over this area (see e.g. Figure 3.2), but member AI-r1 (start date:
00UTC, 31st May, 2009) presents a low in the right place, when compared
against ERA-Interim. This was achieved by perturbing the initial condi-
tions, starting the simulation one day earlier, and preserving exactly the
same model configuration. Note that this is not a matter of improved
initial conditions, since there are more than 20 days simulated from the
geopotential height fields shown in Figures 3.1 (right) and 3.2, well beyond
the limit of deterministic predictability of an atmospheric state. This is
the result of internal variability. The slight perturbations in the initial
conditions grew up by the non-linear dynamical model. This process is in
competition with the constraints imposed by the lateral boundary condi-
tions, which bring the flow towards that of ERA-Interim close to border
of the domain. This constraint can be seen in Figures 3.1 (right) and 3.2.

In this particular flow state, there seem to be two preferred weather
regimes over the southern Mediterranean area or, at least, our model sim-
ulations were only able to generate these two weather regimes: one with a
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Figure 3.3: Inter-member variance in time (Equation 3.3) for 850hPa
geopotential height (m) in EUR-11 domain of experiment A (June 2009).
The spread is computed separately for MPE (blue) and MICE (red). The
latter was computed both at 0.11◦ and 0.44◦ horizontal resolution with
similar number of ensemble members.

low evolving over southern Italy and the other with the low positioned over
the Balkans. The observed flow took the Balkan low path even though
the model has difficulties to reproduce this path. Note that these weather
regimes and their probability of occurrence are likely model dependent.
In any case, this is just one particular event. Once we have shown that
internal variability can trigger flow deviations similar to those from dif-
ferent physical parameterizations, we focus on quantifying their relative
uncertainty, i.e. the spread of MPE and MICE ensembles.

The evolution of inter-member variance in time for MPE and MICE
(Figure 3.3) can reach comparable values. MPE member simulations
take exactly the same initial and lateral boundary conditions from ERA-
Interim, hence the uncertainty (essentially the member-to-member vari-
ability) at the start is very small (close to zero during the first day),
indicating that all members produce similar circulation patterns. As the
different physical parameterizations have an effect on the model, each
member simulated a different synoptic situation and the uncertainty in-
creases. Regarding the MICE, since its members were initialized before
the MPE start date shown in Figure 3.3, the spread among members is
larger than in the MPE in the beginning of June. MICE uncertainty (i.e.
internal variability) remains fairly stable along the 1-month time span of
the simulation. After about 10 days, the magnitude of MPE and MICE
inter-member variance are comparable, with internal variability (MICE
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spread) generally larger than MPE spread. This suggests that the different
physical parameterizations used in the MPE introduce smaller differences
among members than those arising from internal variability.

A qualitative look at the UT evolution (Figure 3.3) shows that, even if
uncertainty remains quite stable, there are periods of increased uncertainty
that seem to be synchronous in both ensembles. These must be periods
of either weaker lateral boundary forcing (the only external forcing) or
increased internal variability due to a particular situation of the internal
dynamics. Notably, the period 22-26 June, when the heavy precipitation
event occurred over Austria, is a period of increased uncertainty, where
internal variability surpasses MPE spread. Also, MPE spread seems to
develop a linear trend along the 1-month period. If sustained, this trend
would overcome internal variability in longer periods. Unfortunately, FPS-
Convection experiment A only considered 1-month-long simulations. In
order to explore MPE vs. MICE uncertainty over a longer period, we use
the output from FPS-Convection experiment B in the next section.

Experiment B produced a MPE with slightly different model config-
urations (Table 3.1) and also on a slightly coarser domain (EUR-15). In
order to discard a sensitivity to this coarser resolution, we simulated a
new MICE using AI configuration but on a much coarser 0.44◦ × 0.44◦

horizontal resolution (EUR-44). Its spread (dashed line on Figure 3.3) is
very similar to that of EUR-11, which suggests that a major part of the
uncertainty is due to the large-scale synoptic pattern and not to smaller
scale variability.

3.3.2 Analysis over an annual cycle

We extended the analysis to an one-year period taking advantage of FPS-
Convection experiment B (Section 3.2.1). In particular, we extended Fig-
ure 3.3 to one year using the year 1999 from the WRF MPE of experiment
B and a MICE based on configuration BI. The resulting inter-member vari-
ance in time (Figure 3.4) shows a very similar behaviour of MPE spread
and internal variability (MICE spread) along the whole year. MPE mem-
bers started again from the same initial conditions. Therefore, they show
very low differences on January 1st, which increases after about 10 days.
After this 10-day transient evolution affected by the initial conditions,
both ensembles show comparable inter-member variance, exhibiting an an-
nual cycle with increased uncertainty in summer. Moreover, even weekly
to monthly variability in these UT time series seems to match in both
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Figure 3.4: Inter-member variance in time (UT) for 850hPa geopotential
height (m) in EUR-15 domain of experiment B (year 1999). The uncer-
tainty is computed separately for MPE (blue) and MICE (red). Transient-
eddy variability (Equation 3.5, black line) was computed from BI config-
uration and error bars show its standard deviation for MPE and MICE.

ensembles. Notably in the last months (Oct-Dec), and also in many other
peaks along the year. This suggests that the differences introduced by the
different physics formulations along the time are amplified by the model
in a similar way than the perturbations of the initial conditions. No sys-
tematic effect is noticeable in the circulation. Put in another way, for
this variable at least, multi-physics uncertainty can be fully explained by
internal variability.

As in previous studies (Caya and Biner, 2004; Lucas-Picher et al,
2008b), we used transient-eddy variability (Equation 3.5) as a reference
for uncertainty. This is the natural variability of a meteorological field
associated to weather systems traveling along the storm track. TEV can
be computed from any of the ensemble members. We used simulation BI
(top line in Figure 3.4), which is the only member common to both MPE
and MICE. To evaluate the uncertainty associated to the selection of this
particular member, we computed the monthly TEV from each member,
and its standard deviation for each ensemble and for each month is shown
as error bars in Figure 3.4. TEV spread is very low and any member could
have been used as the reference. As already found in previous studies in
mid-latitudes, TEV is larger in winter than in summer, due to the more
frequent passage of weather systems from the Atlantic. The faster at-
mospheric circulation in winter imposes a strong boundary forcing, which
may explain the lower spread among ensemble members. TEV and the as-
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sociated boundary forcing is lower during summer. As a result, the model
has more freedom to develop its own circulation features, increasing the
spread between the members. During summer, the spread reaches approx-
imately half of the TEV, which would be the maximum attainable. This
maximum is what one would expect from a GCM, which has no lateral
boundary constraints. For such a model, MICE spread (i.e. internal vari-
ability) would increase during 1-2 weeks to reach the TEV line and remain
around this limit along the year. In this sense, RCM internal variability
is negligible compared to GCM internal variability during winter, but it
represents an important fraction (approximately one half, in this example)
during summer.

The similarity between MPE and MICE uncertainty is not restricted to
domain averages. In Figure 3.5, we show the spread in space, by averaging
inter-member variance in time for each model grid point (Equation 3.4).
Both maps show a typical spatial distribution of internal variability in
mid-latitudes, with increasing variability from the southwestern to the
northeastern part of the domain. The patterns are remarkably similar,
with MPE inter-member variance (Figure 3.5a) only slightly larger than
internal variability (Figure 3.5b). Both reach about 35 m over the Baltic
Sea and a steeper gradient towards the outflow (eastern) boundary than
in the inflow (western) one. The westerly input flow is slowly modified by
the RCM as it travels along the domain, but it is suddenly modified at
the outflow boundary to match again the ERA-Interim flow at the eastern
border. Christensen et al (2007) suggested that, for a domain over Europe,
the lower uncertainty in south-western Europe is also due to the fact that
the area is mainly sea, and not only due to the distance to the boundaries.
Seasonal winter (DJF) and summer (JJA) patterns of MPE and MICE
inter-member variance (not shown) are very similar to those in Figure 3.5.
They show higher (lower) intensity in JJA (DJF), reaching 45 m (25 m)
over the Baltic Sea.

The systematic effects of the physical parameterizations on the circu-
lation can be seen in the long-term impact (Figure 3.6a). LTI summa-
rizes the variability of the climatology for the different ensemble members
(Equation 3.6). Note that this variability is about one order of magnitude
smaller than the uncertainty measures shown previously (cf. the scales of
Figures 3.5 and 3.6). Nevertheless, LTI has an impact on the simulated
climate, while the (time) mean inter-member variance explored previously
is mainly due to a lack of correlation (Caya and Biner, 2004). The largest
differences among the simulations using different parameterizations occur
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Figure 3.5: Spatial distribution of the inter-member variance (US) for the
850 hPa geopotential height (m) in EUR-15 domain of experiment B (year
1999). a) multi-physics ensemble. b) multi-initial-conditions ensemble.
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Figure 3.6: Long-term impact of multi-physics (a) and multi-initial-
conditions (b) on 850hPa geopotential height (m).
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Figure 3.7: As Fig. 3.4 but for surface temperature over land.

in the center of the domain, between Germany and Poland, and extend
towards the Alpine region. Remarkably, systematic differences develop
also on the northwestern boundary.

The LTI of internal variability (Figure 3.6b) shows a distinct pattern,
with the largest values in the northern half of the domain. The magni-
tude is comparable to that of the MPE, though. Therefore, even though
the spatial patterns are different, the systematic differences among MPE
members are still comparable to the internal variability. This would sug-
gest that one-year simulations are not enough to distinguish the systematic
effect of a particular parameterization configuration compared to the im-
pact of different initial conditions on the circulation. Since the MICE is
just composed of multiple realizations of the same model configuration, its
LTI must tend to zero as the simulation length increases and the climatol-
ogy of all members tends towards the “true” model climatology. Longer
simulations, such as those currently under way in the FPS-Convection,
should provide a better assessment of the LTI of the MPE. For example,
for 10-year simulations, the values on Figure 3.6b should be divided by a
factor of

√
10 ≈ 3.2 (Lucas-Picher et al, 2008b). Up to this point, we have

focused on the circulation (850 hPa geopotential height) and we have seen
that multi-physics uncertainty is hard to distinguish from internal vari-
ability. The results for the circulation at 700 hPa or 500 hPa (not shown)
are qualitatively similar.
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3.3.3 Surface variables

Since circulation is only indirectly affected by physical parameterizations,
in this section we focus on near-surface (2-meter) temperature. This is
just one example of a variable affected by surface radiative and heat flux
balances, which are parameterized in RCMs. In particular, the set of pa-
rameterizations tested in the FPS-Convection WRF ensemble (Table 3.1)
directly affects cloud cover, surface energy (and mass) exchange and trans-
port. As a result, this MPE shows a spread in surface temperature that
substantially exceeds internal variability (Figure 3.7). Other near-surface
variables, such as 10-meter wind, were also checked (not shown) and
showed qualitatively similar results as near-surface temperature.

The evolution of inter-member variance for near-surface temperature,
both for the MPE and MICE is different from the geopotential height
shown in Figure 3.4. The annual cycle is clearer in the TEV than in the
variance, which only shows a hint of a seasonal cycle during April through
October. In summer, MPE and MICE spread evolution is uncorrelated,
with some peak MPE uncertainty events (e.g. end of July) clearly standing
out of internal variability. However, the strong winter variability seems
coherent between MPE and MICE spread. Even if multi-physics spread
is usually the greatest, internal variability seems to modulate it. This
is in apparent contradiction with the results of Crétat and Pohl (2012),
who claimed that physical parameterizations modulate IV. They show
that two MICE under different physical parameterization configurations
develop a different amount of IV on average. However, they also show
(their Figure 4b) a coherent evolution in time of the IV between model
configurations. In our setup, physical parameterizations cannot modulate
IV time evolution since the model configuration is fixed in the MICE. Still,
Figure 3.7 shows that, despite the different spread amounts in MICE and
MPE, both evolve coherently in time. It is likely that a third variable,
such as the strength of the external forcing (i.e. boundary conditions),
modulates the degree to which both physics and IV uncertainties can
grow.

Transient-eddy variability for surface temperature (monthly step line
in Figure 3.7) shows again the mid-latitude maximum during winter. A
key difference compared to the geopotential height is the large variability
of TEV within MPE members, as compared to the MICE members. In
fact, uncertainty in MPE nearly doubles internal variability during some
months. Notably, a peak uncertainty event by the end of July reaches the
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TEV line (especially, when considering its uncertainty), indicating that
surface temperature patterns for the different physics differ as much as
two random temperature patterns in this month. Note, however, that
TEV was computed using a single month and, therefore, this estimate
does not consider interannual variability. This might explain the reversal
of the TEV cycle during November and December. The strong uncertainty
in the November UT estimate is likely pushing up the TEV value for this
month.

The spatial distribution of the inter-member variance for surface tem-
perature (Figure 3.8) reveals, as before, a similar pattern of increasing
spread towards the northeast in both ensembles. In this case, despite
the similar pattern, MPE shows larger spread values in accordance with
Figure 3.7. MPE reaches a maximum value of about 3.5 K while MICE
reaches about 2 K.

Finally, apart from the higher day-to-day uncertainty of the MPE for
surface temperature, a systematic, long-term impact is clearly developed
for this variable (Figure 3.9a). Unlike the circulation variable, the long-
term impact of MPE for temperature is of comparable magnitude to its
uncertainty. Also, it falls well above the long-term impact of internal vari-
ability (Figure 3.9b), suggesting that for variables directly influenced by
physical parameterizations (such as surface temperature), one-year simu-
lations suffice to discern the systematic effect of a given parameterization
with respect to another. Not only the magnitude, but also the spatial
pattern of LTI differs between that of internal variability and the effect
of parameterizations. The latter shows three main maxima over Africa,
central Europe and Russia. As expected, impact is negligible over the sea,
where surface temperatures are prescribed.

3.4 Conclusions

In this study we quantified the uncertainty arising from WRF model
MPEs, on two different time scales, developed within the FPS-Convection
international initiative. Additionally, for each MPE, new MICEs were
performed to assess the role of internal variability in explaining the differ-
ent ability of MPE members to reproduce specific convective events. The
study was carried out for a one-month period focusing on a particular
case study of heavy precipitation over Austria, and extended to one-year
timescale.
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Figure 3.9: Long-term impact of multi-physics (a) and multi-initial-
conditions (b) on surface temperature (K).
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The analyses over the one-month period already shed light on the 2
main objectives of this work: (1) The failure of some WRF model config-
urations to reproduce the case study, as reported by Coppola et al (2020),
is not related to physical parameterizations, but to the absence of a syn-
optic circulation pattern that favoured the event. Some members of the
MICE were able to reasonably reproduce the observed synoptic pattern
without modifying the model parameterization setup. (2) From a quan-
titative perspective, the spread due to the parameterization differences
has a magnitude comparable to that from internal variability. Therefore,
in these one-month simulations, the effect of the different physical pa-
rameterizations on the circulation cannot be distinguished from internal
variability.

The extended study over a one-year period showed similar results for
circulation variables (geopotential height). Multi-physics spread is com-
parable to internal variability both in its time evolution along the year and
its spatial pattern. In this regard, we found multi-physics circulation un-
certainty to behave according to previous RCM internal variability studies
(Lucas-Picher et al, 2008b), with an annual cycle exhibiting increased un-
certainty during summer and a spatial pattern of increased uncertainty
towards the outflow boundaries of the regional domain.

The results, however, depend on the variable, with surface variables
(known to be sensitive to parameterized processes) showing higher MPE
spread. For example, for near-surface temperature the spread associated
to parameterizations was above that due to the internal variability. This
suggests that it is easier to discern both sources of uncertainties when ana-
lyzing variables more constrained by the model physics, which is typically
the case in RCM parameterization sensitivity studies (Fernández et al,
2007; Evans et al, 2012; Solman and Pessacg, 2012; Jerez et al, 2013b;
Garćıa-Dı́ez et al, 2015; Katragkou et al, 2015; Stegehuis et al, 2015; De-
vanand et al, 2018).

As a reference for uncertainty, we computed transient-eddy variabil-
ity, and quantified its spread due to the multi-physics and to internal
variability. This type of uncertainty also depends on the variable. For
the circulation, transient-eddy variability of the different physical model
configurations is similar to the internal variability range. However, for
near-surface temperature, the different physics configurations exhibit a
different level of transient-eddy variability. This requires further analysis
on longer simulations to properly estimate the inter-annual contribution,
but this is beyond the scope of the present work.
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The long-term impact of the internal variability has been found to be of
comparable magnitude to that of multi-physics for atmospheric circulation
variables on year-long simulations. For surface temperature, however, the
long-term impact of the multi-physics is larger, standing out of internal
variability. For both variables, the spatial patterns of MPE and MICE
differ, and this calls for a detailed study of each physical parameterization
considered.

The techniques for quantification of internal variability (Lucas-Picher
et al, 2008b) were applied here to explore also multi-physics spread, which
proved to be a useful method for comparing both sources of uncertainty.
They revealed that uncertainty arising from perturbations of the model
physics (full replacement of a physics scheme) are seen from the circula-
tion point of view as perturbations of initial conditions, i.e. as internal
variability “noise”. Both types of perturbations seem amplified in a sim-
ilar way by the dynamical system and synchronously constrained by the
lateral boundary conditions. This view of a structured near-surface per-
turbation as a random upper air circulation noise was also found, in a
completely different context, by Fernández et al (2009).

The inability of an RCM to reproduce the observed day-to-day circula-
tion due to internal variability is not a matter of concern for mean climate
studies, given that long-term climate is preserved (Caya and Biner, 2004).
However, with the arrival of convection-permitting simulations and the
increasing interest in the climate of extremes, RCM internal variability
re-emerges as a matter of concern for model evaluation. As an example,
the FPS-Convection focuses on high-impact (low probability) convective
phenomena that occur mainly during the summer season, when lateral
boundary forcing is the weakest. The evaluation of models under these
conditions poses a real challenge that can only be addressed by compu-
tationally expensive experiments including the simulation of long periods
and/or the simulation of a corresponding MICE to disentangle the role of
internal variability in the results. Other alternatives would be to constrain
internal variability by using techniques such as spectral nudging, which has
its own drawbacks (Alexandru et al, 2009), or frequently reinitializing the
RCM (Lo et al, 2008; Lucas-Picher et al, 2013).

Finally, the magnitude of internal variability in an RCM has been
shown to depend on the domain size and location (Giorgi and Bi, 2000;
Rinke and Dethloff, 2000; Alexandru et al, 2007). Given that, for circu-
lation variables, MPE variability behaves as internal variability, we could
argue that a similar dependence on domain size and location might af-
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fect MPE variability. The generalization of these results for other domain
sizes and for regions with a weaker lateral boundary forcing is left for a
forthcoming study.



Chapter 4

Spin-up time and internal
variability analysis for
overlapping time slices in a
regional climate model

4.1 Introduction

Climate model resolution has always increased hand in hand with the
available computer power. As an example, 30 years ago, the computa-
tional demand of the first regional climate models (RCMs; Giorgi, 2019)
limited their use to 60 km grid spacing for a month-long simulation (Dick-
inson et al, 1989; Giorgi and Bates, 1989). Currently, centennial RCM
simulations at ca. 10 km grid spacing are routinely carried out at differ-
ent research centers (Jacob et al, 2020). Still, the experiments with the
highest spatial resolution (currently at kilometer-scale grid spacing) can
only be afforded for time slices of about a decade (Coppola et al, 2020).
This approach considers a decadal simulation driven by a future scenario
and a reference decade driven by historical conditions to explore changes
in climate. This pushes the period to carry out climate analyses well be-
low the minimal standard of a 30-year period (WMO, 2017). In the near
future, centennial simulations of a kilometer-scale RCM will be feasible,
especially if the RCM community adopts the latest advances in comput-
ing (Leutwyler et al, 2016). However, time slices will still be required for
the ever-increasing model resolution, complexity and coupling with other
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demanding model components. In this work, we consider the use of a set
of overlapping time slices to accomplish multi-decadal RCM simulations
and we explore the effects of this approach on the simulated climate.

The idea of splitting a climate simulation into slices is nearly as old
as regional climate modelling (Pan et al, 1999). There are different rea-
sons for doing so, though. A common reason to re-initialize a climate
simulation is to keep it close to the observations. For this purpose, a
frequent reinitialization is advocated (Pan et al, 1999; Qian et al, 2003;
Lo et al, 2008). The frequent cold-start from reanalysis initial conditions
constrains the weather trajectory of the model close to the observed one.
This approach can introduce discontinuities in the weather events and,
more importantly for climate analyses, may disrupt the proper evolution
of variables with slow response times, such as deep soil variables. To pre-
vent this disruption, the so-called poor man’s reanalysis approach (Berg
and Christensen, 2008; Stahl et al, 2011; Lucas-Picher et al, 2013) keeps
the soil variables across the different re-initializations, and updates only
the atmospheric initial conditions from reanalysis data. In this latter ap-
proach, the simulation slices are not independent of each other and there is
no computational advantage in the re-initialization. This computational
advantage has been put forward (Jimenez et al, 2010; Menendez et al,
2014) to use the frequent cold-start re-initialization instead of the poor
man’s reanalysis.

A second reason to split an RCM simulation into slices is the compu-
tational advantage of running the resulting slices in parallel. This form of
parallelism can be more efficient than standard high-performance parallel
computing paradigms such as OpenMP or MPI (Jerez et al, 2009). Using
these parallel computing approaches, computing time scales reasonably
only up to a given number of processors, which is usually much less than
those available. Even for a reasonable scaling, there is always a loss in
using an increasing number of computing cores. Computing time is there-
fore used more efficiently when splitting the simulation and running the
slices on a smaller amount of cores. For their use in climate studies, the
initial part of each simulation slice must be disregarded as model spin-up.
This spin-up period is, typically, at least one year (Christensen, 1999),
although a few months might suffice depending on the season when the
slices start (Jerez et al, 2020). This computing time trade-off between the
gain by a more efficient use of the processors and the waste to spin-up
of each simulation slice, can be used to optimize the length of the slices
(Jerez et al, 2009).
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RCM simulation splitting is hardly avoidable for very long simulations,
such as those for the last millenium (Gómez-Navarro et al, 2011). This
procedure can also alleviate the computational burden for research groups
to perform centennial climate change RCM simulations. As an example,
in this work, we analyze RCM simulations carried out in the last decade
at Universidad de Cantabria (UCAN) as split runs and also as continuous
simulation (Section 2.1). A form of simulation splitting is also used for
the most computationally demanding RCM simulations (Coppola et al,
2020), where only a couple of decadal time slices can be afforded. Time
slicing is just a simulation split into pieces, but where the pieces do not
usually overlap. Here, we analyse the effect that overlapping a set of time
slices would have on the simulated regional climatology.

Due to internal variability in the RCM (Christensen et al, 2007; Lucas-
Picher et al, 2008b), a perfect match of the weather trajectory in two
consecutive time slices is not possible. Internal variability is unavoidable
and is triggered by the different initial conditions in the time slices, so
there will always be a ’weather jump’ at the joints. On top of the internal
variability, the coarse initial conditions from the driving GCM or reanalysis
need some time (spin-up time) to be assimilated by the RCM dynamics.
This spin-up time depends on the variable. It is quite short for atmospheric
variables, but it can extend for several months or even years for other slow-
varying variables (Christensen, 1999; Cosgrove et al, 2003; Jerez et al,
2020).

The objective of this study is to show the effect of the overlapping
time slice approach on the regional climate simulated by an RCM. For
this purpose, we used state-of-the-art CORDEX simulations carried out
at UCAN using the Weather Research & Forecasting (WRF) modelling
system (Section 2.1). Analyses were carried out for variables with dif-
ferent response time, using simulations for different regions, with differ-
ent resolutions and with time slices initialized in different seasons. We
studied the weather jumps in split simulations, locating their occurrence
(Section 4.3.1), analysing their evolution in time (Section 4.3.2) and their
geographical location (Section 4.3.3). Finally, we analysed the potential
effect of splitting the simulations into time slices on the simulated climate
(Section 4.3.4).
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4.2 Data & methods

4.2.1 Data

In this study we analyse three sets of simulations using the WRF model
(Skamarock et al, 2008), with different parameterization schemes, do-
mains, spatial resolutions and time periods. Simulations were performed
over three model domains as defined within the Coordinated Regional cli-
mate Downscaling Experiment (CORDEX; Giorgi and Gutowski, 2015).
One set of simulations was carried over the CORDEX South America
domain at the standard 0.44◦ horizontal resolution (SAM-44), regular
on a rotated latitude-longitude projection (Falco et al, 2019; Solman and
Blázquez, 2019). These simulations were carried out for the historical pe-
riod 1951–2005 and for the future scenarios RCP 4.5 and RCP 8.5 for
the period 2002–2100, all driven by the Canadian Earth System Model
(CanESM2; Arora et al, 2011). The other two sets consisted of evalua-
tion simulations over Europe at 0.44◦ (EUR-44) and ∼15 km (EUR-15)
horizontal grid spacing, driven by the ERA-Interim reanalysis (Dee et al,
2011). EUR-44 simulations span the period 1979–2010 (Vautard et al,
2013), while the EUR-15 simulations were generated under the CORDEX
FPS-Convection, covering the period 1999-2009 (Coppola et al, 2020). An
additional convection-permitting (CP) simulation at ∼3 km horizontal res-
olution, is also analysed to evaluate the effect of the resolution. This CP
simulation was nested into the EUR-15 domain and centered on the Alpine
region (ALP-3). The model setup is the same as EUR-15, except for the
cumulus parameterization, which was deactivated (Ban et al, 2021).

Two different model configurations were used in terms of physical pa-
rameterizations. Namely, EURO-CORDEX WRF configuration WRF341I
(Manzanas et al, 2018) was used in EUR-44 and SAM-44, while an updated
model version and configuration WRF381BI (Ban et al, 2021) was used
in EUR-15. The most important difference concerning our results is the
different land surface model (LSM). WRF381BI used the new Noah multi-
parameterization (Noah-MP v1.1) LSM (Niu et al, 2011), while WRF341I
used its predecessor, Noah (v3.4.1) LSM (Chen and Dudhia, 2001).

The three sets of simulations were performed by splitting the runs
into several time slices. In order to allow for the required spin-up time,
adjacent time slices were overlapped for at least one year (Figure 4.1).
Additionally, the EUR-15 and EUR-44 simulations were also performed
continuously. The continuous runs were produced in two different ways.
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RCP 4.5

historical

Figure 4.1: Schematic representation of the analysed simulations. Time
slice simulations (S1, S2, etc.) are used to compose split simulations for
each domain (switching between time slices are indicated by arrows). Con-
tinuous simulations are also represented, either as independent simulations
(EUR-15) or by extending the S1 slice (EUR-44). Overlapping periods are
shaded in grey, light grey for the overlapping of two simulations, and dark
grey for three overlapping simulations.
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For EUR-44, the first time slice (S1) was extended to cover the full pe-
riod. For EUR-15, the full period was simulated again, but the model was
compiled with a different compiler version and linked to a different version
of the parallel computing (OpenMPI) libraries. Therefore, the differences
between the EUR-15 continuous run and the first time slice of the split
simulation (EUR-15-S1) will be due to different numerical round-off in
the model executable. These differences are expected to grow and evolve
with the flow as those caused by perturbing initial conditions, i.e. inter-
nal variability (Geyer et al, 2021). These continuous runs are considered
as a reference to investigate possible inhomogeneities caused by the time
slicing of the simulations.

It is worth noting that these sets of simulations were not specifically
designed for this study. We use them as an ensemble of opportunity to
study the spin-up length and the role of internal variability in the climate
simulated by overlapping time slices. As such, we can only explore the
variables available for each simulation, and the initialization seasons of
the slices used in these multi-year simulations. A designed, systematic
exploration of the required spin-up time has been recently carried out by
Jerez et al (2020) over Europe for a 1-year test period. Our approach
extends this work by considering domains in different climates, different
spatial resolutions, longer spin-up lengths, and the role of interannual and
internal variability.

We focus our analyses on three types of variables. First, we consider
slow-varying variables as their accurate initialization and representation
are of key importance for weather and climate modelling. They require
significant spin-up times as their initial conditions, taken from the driv-
ing model, usually differ greatly from the conditions generated by the
RCM (Jerez et al, 2020). For this purpose, among the available variables,
here we analyze total soil moisture and snow depth. These variables con-
trol energy partitioning at the land surface and, through land-atmosphere
feedbacks, they have an impact on the evolution of the atmospheric con-
ditions in the planetary boundary layer (Seneviratne et al, 2006). Second,
we considered near-surface temperature and precipitation, two fundamen-
tal variables that characterize the regional climate and are often consid-
ered in climate and impact studies. Both are highly variable in time and
space. And third, the atmospheric circulation, which has also a strong
but non-local impact on the regional climate (Zappa, 2019). Atmospheric
circulation shows the shorter response time, as compared to surface or
subsurface fields. We characterize the circulation by means of the geopo-
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tential height at 850 hPa. The analysis was carried out for daily mean
values for all variables.

4.2.2 Methodology

The analysis of discrepancies across the simulation slices is based on simple
differences. For a given variable X(s, n, t), taken from simulation slice s
at grid point n and time step t, we define the following differences:

DtX(s, n, t) = X(s, n, t)−X(s, n, t− 1) (4.1)

DsX(s, n, t) = X(s, n, t)−X(s− 1, n, t) (4.2)

DstX(s, n, t) = X(s, n, t)−X(s− 1, n, t− 1) (4.3)

for consecutive time steps t − 1 and t, and consecutive simulation slices
s− 1 and s. Note that

DstX(s, n, t) = DsX(s, n, t) +DtX(s− 1, n, t)

= DsX(s, n, t− 1) +DtX(s, n, t), (4.4)

that is, the meteorological jump (Dst) in variable X occurring at the joint
between time t − 1 in simulation slice s − 1 and time t in slice s, can
be decomposed as the difference between slices Ds at time t − 1 plus the
variable tendency in time (Dt) within slice s. In order to have a relative
measure, we consider non-dimensional differences in terms of standard
deviation units, by dividing each of them by the standard deviation in
time at each grid point:

dstX(s, n, t) =
DstX(s, n, t)

sdDtX(s, n)
(4.5)

where the standard deviation is calculated as

sdDtX(s, n) =

√
1

T (τ)−1

∑
t∈τ

[
DtX(s, n, t)−DtX

τ
(s, n)

]2
(4.6)

from a 45-day time period (τ) prior to the target time t. The overline
represents time average over a given time period τ :

X
τ
(s, n) =

1

T (τ)

∑
t∈τ

X(s, n, t) (4.7)
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with T (τ) the number of time steps in τ . This is done to use intra-seasonal
variability as reference, thus preventing the annual cycle variability to
mask large differences for a given season. This time period averages have
also been used to assess the long-term impact of time slicing on the cli-
matology of a given variable (Section 4.3.4).

Differences (D) are spatio-temporal fields. We summarize them by
means of spatial root mean squared differences (RMSD), to avoid com-
pensation of opposite differences across the domain. For each slice, the
intra-slice daily tendency (RMSDtX) summarizes the differences between
consecutive time steps:

RMSDtX(s, t) =

√√√√ 1

N

N∑
n=1

DtX(s, n, t)2 (4.8)

Inter-slice differences (RMSDsX) are employed to quantify the differ-
ences between two slices along the overlapped period (see Section 4.3.3):

RMSDsX(s, t) =

√√√√ 1

N

N∑
n=1

DsX(s, n, t)2 (4.9)

We can also consider the quadratic average of DstX (RMSDstX), which
arises in the context of split simulations; it is the RMSDtX at the slice
joint time steps. This measure quantifies the inhomogeneity introduced
at the joint for different variables (see Section 4.3.1).

RMSDstX(s, t) =

√√√√ 1

N

N∑
n=1

DstX(s, n, t)2 (4.10)

Finally, as a reference for natural variability we also estimate transient
eddy variability (Caya and Biner, 2004; Lucas-Picher et al, 2008b; Lavin-
Gullon et al, 2020):

TEV (s, τ) =

√√√√ 1

N

N∑
n=1

[
X(s, n, t)−Xτ

(s, n)
]2τ

(4.11)

where τ represents in this case all days in a calendar month, in order to
have a monthly TEV estimate.
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4.3 Results & discussion

4.3.1 Detection of meteorological inhomogeneities

Unlike continuous regional climate simulations, split simulations contain
meteorological inhomogeneities, i.e. unphysical changes in the state of the
system at the joints of the time slices. This is unavoidable, given that an
exact match of two climate simulations is impossible due to the chaotic
nature of the climate system. For RCMs, the constraint exerted by the
lateral boundary conditions make the inhomogeneities much smaller than
in global models. Still, substantial internal variability develops in RCMs
(Lucas-Picher et al, 2008b; Bassett et al, 2020; Lavin-Gullon et al, 2020),
preventing a smooth transition between simulation slices.

The ability to detect these meteorological inhomogeneities depends on
the simulation sampling frequency (i.e. output frequency) used. The in-
homogeneity will pass unnoticed if it is smaller than the change between
consecutive output times. And this change is larger as sampling frequency
lowers. Intra-slice daily tendencies (RMSDt) quantify the changes be-
tween consecutive time steps. At the slice joints in a split simulation,
RMSDt becomes RMSDst and quantifies the size of the inhomogeneity
along with the variable tendency.

Of course, the relevance of the inhomogeneity depends also on the vari-
able. For geopotential height (Figure 4.2), inhomogeneities go unnoticed.
Average daily geopotential tendencies in midlatitudes (EUR-15, EUR-44)
range between 20 and 100 m, with an apparent annual cycle. The geopo-
tential change stays in an appropriate range when passing from one time
slice one day to the next time slice on the next day (indicated by arrows in
Figure 4.2), regardless of the season when the joint occurs. The SAM-44
domain spans mid-latitude as well as tropical regions and, thus, geopo-
tential heights show a smaller range (20 to 80 m) and a much weaker
seasonal cycle. Still, daily inhomogeneities go unnoticed. Therefore, up-
per atmospheric variables, such as geopotential height, do not suffer from
inhomogeities. These variables are strongly driven by the lateral boundary
conditions and the pass of weather systems through the domain. More-
over, the 1-year spin-up period considered in the time slices is expected
to be long enough for these variables to reach physical equilibrium within
the model.

The same result applies for variables that are influenced to a greater or
a lesser extent by the lateral boundary forcing, such as near-surface tem-
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Figure 4.2: RMSD between consecutive days (RMSDt) for geopotential
height at 850 hPa (m) in the EUR-15, EUR-44 and SAM-44 split simu-
lations. Time slice joints are indicated by arrows. In SAM-44, light gray
shading refers to the historical run while dark gray shading corresponds
to RCP 8.5 forced run.
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Figure 4.3: As Figure 4.2, but for the total soil moisture content (kg/m2).
The inset in the lower panel shows the whole 1950-2100 SAM-44 historical
(grey) plus RCP 8.5 scenario period. Numbers at the top of the each panel
represent maximum values (out of scale) at the joints of the slices.
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perature, precipitation or snow depth (not shown). For snow depth, which
varies slowly, regional inhomogeneities are apparent, but the domain-wide
summary in RMSDt masks the differences in the relatively small snow-
covered regions in the domains.

For soil variables (e.g. total soil moisture in Figure 4.3), however,
large discontinuities occur. RMSDt shows inhomogeneities in the three
sets of simulations, clearly unveiling the slice joints. Daily tendencies in
soil moisture range between 2 and 10 kg/m2, except for peaks on certain
days with values beyond 30 kg/m2, corresponding to the joints of the
time slices. The order of magnitude of these peaks is not sensitive to
the season in which the time slices join (winter in EUR-44, summer in
SAM-44, winter and spring in EUR-15). Peaks also show low interannual
variability, standing clearly out of the background variable tendency for
every joint in different years (see inset in Figure 4.3). Despite the strong
signal in RMSDt, these peaks in the differences are still one order of
magnitude smaller than the variable; e.g. the quadratic mean for total
soil moisture in SAM-44 is about 600 kg/m2.

These strong discontinuities at the joints indicate that the discrepan-
cies in soil moisture between two time slices is very high. The discrepancies
could be due to two causes: (1) the spin-up period considered is not long
enough for total soil moisture to balance within the model or (2) soil mois-
ture internal variability is larger than the daily tendency. Or, it could also
be a mixture of both. This is investigated next.

4.3.2 Meteorological inhomogeneities in time

A split simulation consists of a set of time slice simulations concatenated
after removing an initial spin-up period. In principle, the longer the spin-
up period, the better. Therefore, a given slice should enter the split simu-
lation only when the previous slice has finished (as depicted in Figure 4.1).
However, since the whole overlapping period is available, we could decide
to switch between the slices at any time in this period. And we can
quantify the size of the discontinuity by means of inter-slice differences
(RMSDs, Equation 4.9). As an example, Figure 4.4 shows the 1.5-year
overlap between EUR-15 S1 and S2 time slices, covering the period from
Sep., 2003 to Feb., 2005. The EUR-15 continuous simulation is also in-
cluded in the Figure as reference for RMSDs. Figure 4.5 shows another
example for the 1-year overlap period between SAM-44 S1 and S2, for the
overlapped period covering the complete year 2006. In this case, there is
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no reference continuous run.

Total soil moisture

Total soil moisture intra-slice daily tendencies (Figure 4.4a, top panel)
differ between the two time slices at the beginning of the overlapping
period. At this time, total soil moisture in S2 is mainly provided by the
initial conditions from ERA-Interim, while in S1 the soil state is generated
by the model itself. In EUR-15, the overlap period is initiated in late
summer (September) so that the difference in the daily tendencies between
S1 and S2 decreases rapidly. Day-to-day variability is mainly determined
by the top soil layer, which in turn depends on precipitation. Thus, under
dry conditions, daily sol moisture tendencies adapt fast from the driving
model soil to the soil in the long term RCM run (slice S1).

In SAM-44, intra-slice daily tendencies for soil moisture (Figure 4.5a,
top panel) show that more than 3 months are necessary for the two ad-
jacent slices S1 and S2 to evolve coherently in time. It is interesting to
notice that the two slices tend to diverge again at the end of the overlap-
ping period, which corresponds to the austral summer. This is probably
associated to the discrepancies in summertime precipitation between the
two slices (see Figure 4.5d top panel).

Daily soil moisture inter-slice differences (RMSDs) during the over-
lapped period are initially very high in both domains (bottom panels of
Figures 4.4a and Figure 4.5a). In EUR-15, RMSDs stabilizes at 40 kg/m2

after about one year, while in SAM-44 the minimum value of 70 kg/m2

is reached after just a few months. Thus, spin-up is shorter in SAM-44,
despite of being initiated in summer. This highlights that not only the
season determines the spin-up time, but also the synoptic regimes spe-
cific over the region. In SAM-44, the overlapped period starts in the
austral summer (DJF) but, unlike in EUR-15, summer is the wet season
in Central South America (Liebmann and Mechoso, 2011), which largely
contributes to the annual precipitation (and soil moisture) in the whole
SAM-44 domain. As a consequence, vertical transport of soil moisture
between the deepest layers and the other layers is more efficient under the
moist conditions of the wet season (Khodayar et al, 2015)

Inter-slice differences cannot reach a zero value due to internal vari-
ability (Lavin-Gullon et al, 2020). The afterwards stabilization is a sign of
internal variability overcoming the initial spin-up transient. We can use
the continuous run as reference to distinguish internal variability from in-
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Figure 4.4: RMSD for (a) total soil moisture, in kg/m2, (b) snow depth,
in m, (c) near-surface temperature, in K, (d) daily accumulated precipi-
tation, in mm, and (e) geopotential height at 500 hPa, in m, for EUR-15
S1, S2 and continuous simulations; see Figure 4.1. For each variable,
intra-slice daily tendencies (RMSDtX) for each simulation (top panel)
and inter-slice differences (RMSDsX) between S1 and S2, and between
S1 and continuous (bottom panel).
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Figure 4.5: As Figure 4.4, but for the SAM-44 domain, and overlapping
time slices S1 and S2.
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sufficient spin-up. For this purpose, we compute the inter-slice difference
between S1 (initialized 5 years before the overlapping period shown) and
the continuous simulation (black line in Figure 4.4a). These differences
are controlled by internal variability and set a lower limit for inter-slice
differences. The results indicate that the overlap period chosen (at least
1 year) was long enough to spin up the slow-varying soil moisture and to
get close to the internal variability limit.

It is worth noting the different scale of inter- and intra-slice differ-
ences for soil moisture, which is about one order of magnitude. This
difference accounts for the RMSDt peaks in split simulations (soil mois-
ture inhomogeneities) shown in the previous section. In particular, the
first peak in Figure 4.3a has a contribution from both RMSDt(S2) and
RMSDs(S1 − S2) lines (Figure 4.4a) at the end of the overlapping pe-
riod, when slice S1 switches to S2 in the EUR-15 split simulation. In this
sense, an earlier switch between S1 and S2 would have not lead to smaller
inhomogeneities. For the rest of the variables (Figure 4.4b-e), RMSDs

and RMSDt show the same order of magnitude.

Snow depth

Snow depth shows a different behavior than soil moisture in EUR-15 (Fig-
ure 4.4b, top panel). Initial RMSDt values in S2 are significantly higher
than those in S1, but they balance in just a few days. In SAM-44 (Fig-
ure 4.5b, top panel), this initial difference is not evident as the snow depth
is insignificant there during the austral summer, when the overlapped pe-
riod starts. After balancing, RMSDt evolves coherently in time for both
slices in both domains, with an evident seasonal cycle. The variability
of day-to-day RMSDt is higher in winter and early spring, when snow
depth changes due to snowfalls and snow melting, and lower values oc-
cur in summer when snow coverage is small and limited to areas with
permanent snow.

Inter-slice differences (RMSDs) are reduced fast, and a plateau is
reached after a few days in EUR-15 (bottom panel in Figures 4.4b). The
values drop to a minimum during summer, as the snow coverage is min-
imal. Afterwards, snow depth differences between the slices increase,
following the seasonality of internal variability. However, the values of
the previous winter plateau are not recovered. Therefore, the plateau in
RMSDs is given as a result of an incomplete spin-up. For this simulation,
an end-of-summer joint would minimize the snow depth inhomogeneity
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while retaining a similar soil moisture inhomogeneity. Moreover, this is
true for much shorter spin-up periods, with initializations in March (EUR-
15 S3-S4) or even June (EUR-15 S2-S3), which can be seen in Figures A.2
and A.1 in the Supplementary Material, respectively. Minimal snow depth
inhomogeneities across time slices are obtained by switching slices at the
end of the summer (September) in all cases, although the initialization in
June (just 3 months before) provides clearly insufficient spin-up for soil
moisture. There is also a clear summer minimum arising in SAM-44 (Fig-
ure 4.5b) in which the joint would be more convenient. Although snow
in SAM-44 is scarce, covering only some areas in the southern Andes,
selecting austral summer to start the overlapping in SAM-44 is beneficial.

In EUR-44 (Figure A.3) there is a 2-year overlap that allows to better
assess the annual cycles in the magnitude and variability of RMSDt, in the
slice switch differences RMSDs(S3−S2) and in the internal variability, as
estimated by RMSDs(S2− continuous). This time slice overlap confirms
all previous results for Europe, confirming late summer as a good season to
switch slices regarding snow cover. It also reveals more clearly the seasonal
cycle in soil moisture internal variability, peaking also in late summer.
However, for this particular year, soil moisture seems not to be completely
spun up. This highlights the need for an interannual assessment of soil
moisture spin-up times.

Other variables

The other variables (Figures 4.4c-e) show no hint of spin-up period, with a
coherent evolution of day-to-day changes (RMSDt) and differences across
time slices (RMSDs) consistent with internal variability. The order of
magnitude of both RMSD is the same, leading to no noticeable inhomo-
geneities.

Geopotential height exhibits typical high mid-latitude winter variabil-
ity (Caya and Biner, 2004) in RMSDt in Europe (Figure 4.4c). There
is a seasonal cycle with winter exhibiting larger day-to-day changes than
summer. This seasonality is not evident in SAM-44 (Figure 4.5c), which
covers large tropical areas. Nevertheless, the larger summer internal vari-
ability is apparent in the RMSDs. Internal variability, as represented
by the RMSDs between the continuous and S1 simulations in EUR-15,
explains most of the differences between time slices. Similar results are
obtained in near-surface temperature.

For precipitation, intra-slice daily tendencies evolve more coherently in
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SAM-44, especially in the austral winter. In both domains, discrepancies
between the two slices extend along all the overlapped period, regardless
of the season. In turn, a seasonal cycle emerges in inter-slice differences,
with higher (lower) differences between the slices in the austral summer
(winter), following that observed in the geopotential height at 850 hPa.
This seasonal behaviour is less apparent in EUR-15.

Horizontal resolution

Horizontal resolution does not seem to play any major role in the model
spin-up and inhomogeneities of split simulations. We bilinearly remapped
all EUR-15 variables to the ALP-3 domain (not shown). Apart from a
slightly higher initial state of the soil moisture in ALP-3, all RMSDt and
RMSDs time series for the overlap periods are virtually identical in the
remapped EUR-15 and ALP-3 resolutions. Another example was shown in
Figures 4.2 and 4.3, with very similar RMSDt evolution for both EUR-
44 and EUR-15, regardless of the time slice considered and despite the
different model version and configuration.

Another view on spin-up time

The SAM-44 simulation setup does not allow to estimate the internal
variability limit, since the only year with two long-term overlapping simu-
lations (S14 and S1) is 2006. In this year, the GCM boundary conditions
driving S14 and S1 bifurcate into two different global climate realizations
forced by the RCP 4.5 (S14) and 8.5 (S1 and S2) concentration scenarios.
As a result, differences between S14 and S1 in 2006 do not represent RCM
internal variability, but different global driving fields. In particular, the
changes in the forcing between the RCP 4.5 and 8.5 scenarios is so small in
2006 that the two global climate realizations can be considered as resulting
from the GCM internal variability. At least, regarding the atmospheric
fields fed to the RCM. In a few weeks, the slight forcing differences make
the GCM circulation diverge and the synoptic situation of correspond-
ing days in the two global model realizations will be as different as two
random days in the corresponding season. Note that no inhomogeneity oc-
curs, since both GCM realizations are started from the same final state of
the historical run at the end of 2005. Synoptic conditions depart smoothly
as slight changes in the forcing introduce small perturbations which are
amplified by the model dynamics to become finite perturbations.
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From the point of view of the RCM, soil variables will evolve smoothly,
with the land surface model responding in a physically consistent man-
ner to the new atmospheric conditions. Snow cover should also adjust
smoothly to the new synoptic conditions fed through the boundaries. This
adjustment process is similar to the spin-up, since the RCM internal fields
need to adjust to the new driving fields. Unlike the spin-up process, model
states are physically consistent during the whole process; no tendencies de-
velop in the model to account for the mismatch between the initial condi-
tions and a balanced model state. The expected RMSDs(S1−S14) value
after the adjustment is not the RCM internal variability limit in this case
(since the driving fields differ), but the GCM internal variability. This can
be estimated from the transient eddy variability (TEV, Equation 4.11).
In particular, for uncorrelated fields from two GCM realizations, RMSDs

should reach
√

2 TEV (Caya and Biner, 2004).

This decorrelation time to reach the GCM internal variability level
sets a minimum response time for the spin-up time. The RCM starts the
adjustment process from an internally consistent state, unlike in the spin-
up process, which needs to bring the initial state into line with the RCM
dynamics. Therefore, spin-up times should be longer than the smooth
adjustment time to decorrelated synoptic situations. This is illustrated
in Figure 4.5, where the monthly

√
2 TEV lines have been included as

reference. As expected, surface and upper air variables adjust in a few
weeks. In fact, geopotential height will adjust almost immediately, since
the 2-week delay shown in Figure 4.5e is likely the time taken by the GCM
circulation to decorrelate. Soil moisture takes about 3 months to reach
decorrelation (

√
2 TEV line in Figure 4.5a). Note that the Figure includes

Dec-2005, which still represents RCM internal variability levels.

Snow depth takes longer to decorrelate, since the adjustment starts in
austral summer, with no snow, and RMSDs keeps low until April (mid-
autumn). Then, decorrelates relatively fast, growing along with the TEV
line. This is different from the spin-up process, which efficiently uses the
summer months to reset the snow cover fields.

Interestingly, for soil moisture, inter-slice differences between S2 and
S1 stabilize at the

√
2 TEV level. This means that soil moisture differ-

ences between time slices subject to the same boundary conditions are
as different as those in two random days in this month (note that TEV
was computed considering interannual variability). This may indicate a
generally low departure from average conditions in this variable. It could
also be result of insufficient spin-up. The low internal variability level



80 CHAPTER 4. OVERLAPPING TIME SLICE SIMULATION

(RMSDs(S1 − S14)) on Dec-2005 suggests that the soil moisture spin-
up for RMSDs(S1− S2) may have not finished in Dec-2006, despite the
apparent stabilization.

Precipitation also gets close to the decorrelation limit during the aus-
tral summer months. In this case, summer convective precipitation is
weakly forced by the boundaries and precipitation centers are likely mis-
located between slices, even if forced by the same boundary conditions.

4.3.3 Meteorological inhomogeneities: spatial distribution

In the previous sections, we summarized day-to-day changes and changes
across time slices by means of spatial root mean squared differences, hiding
the spatial distribution of the inhomogeneities. In this section, we look
into the spatial distribution of the inhomogeneities in split simulations.
For this purpose, we show as an example (Figure 4.6) the differences that
make up the RMSDt peak shown in Figure 4.3a on March 1st, 2005. The
results for other joints are qualitatively similar. The first column shows the
observed change at the time slice joint (DstX) for the different variables.
The changes shown will stand out as a noticeable inhomogeneity (peaking
in Figures 4.2 or 4.3) if (and where) DsX (second column) is larger than
DtX (third column). The fourth column shows the change in standard
deviation units (dstX) to have a relative measure to compare different
variables.

For soil moisture content (Figure 4.6, first row), as already inferred
from the RMSDt time series, the change between consecutive days (DtX)
is negligible as compared to change of time slice (DsX). The differences are
located at widely distributed spots across the domain. However, only two
areas concentrate the most noticeable differences, above three standard
deviations. On one hand, in north-eastern Europe, discrepancies are only
explained by the joint from one slice to another one, as soil moisture has
a very slow response time so that their changes between consecutive days
are negligible. It is not clear that these inhomogenities are a consequence
of the internal variability since the joint takes place in a transitional time
where the soil moisture reaches the full equilibrium and internal variability
starts to dominate (Figure 4.4). On the other hand, a remarkable and
extensive region with large differences emerges in northern Africa. These
high values are a result of our standardization. Over areas where the
variability is very small, such as very dry regions, very small absolute
changes lead to huge relative changes in standard deviation units.
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Figure 4.6: Spatial distribution of differences (Equations 4.1-4.3 and 4.5)
for EUR-15 at the joint from 28th February (t − 1) to 1st March, 2005
(t) between slices S2 (s) and S1 (s− 1). From left to right: DstX(s, n, t),
DsX(s, n, t − 1), DtX(s, n, t), and dstX(s, n, t). Note that the latter is
non-dimensional and the same colorbar is used for all variables (from top
to bottom): total soil moisture (kg/m2), snow depth (m), geopotential
height at 850 hPa (m), daily accumulated precipitation (mm) and near-
surface temperature (K).
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The results for snow depth are qualitatively similar. Due to its slow
response time, most of the differences occur between the slices, except
for an elongated area north of the Black Sea. Since the spin-up was suffi-
cient (Figure 4.4b), we may attribute the discrepancies between both slices
to the internal variability. These snow accumulation differences between
slices (Figure 4.6f) have typical depths from individual misplaced snow-
fall events, such as the one north of the Black Sea, occurring on this day
(Figure 4.6g). As such, unlike soil moisture, which is relatively stable, the
specific spatial pattern can fully differ from one joint to another for snow
depth, even considering the same season. As an example, on March 1st,
2008 (Figure A.5), the synoptic conditions over Europe barely provided
any snow and, as a result, inhomogenities in snow depth are very small.
This emphasizes the role of inter-annual variability at the joint, which in
turn may increase or reduce the inhomogeinities.

Four areas with differences up to two standard deviations stand out in
the 850 hPa geopotential height (Figure 4.6i,l). Unlike the previous slow-
varying variables, they are almost exclusively due to changing synoptic
conditions between consecutive days (Figure 4.6k). Along the day, two
lows develop north of France and Scandinavia, and a third low moves and
deepens from the west to the north of the Black Sea. Only west of the
Black Sea the inhomogeneities have a slightly larger contribution because
of the joint between the two slices (Figure 4.6j), which weakens and slightly
shifts north the low there. The season is again an important factor. In
winter (Figures 4.6 and A.5), when boundary forcing at mid latitudes is
dominant, the differences are mainly attributed to the day-to-day natural
variability of the atmosphere (e.g. low pressure systems entering or moving
across the domain). However, by the end of the spring, the strength of the
boundary forcing decreases and internal variability increases, allowing for
larger discrepancies between time slices. Thus, at the joint on June 1st,
2006 (Figure A.4), the discrepancies between the two slices are larger, as
it can be observed over northern Europe.

Even though differences found in the geopotential height are small,
they may affect the results in other variables, especially those that are de-
pendent on the synoptic circulation, such as precipitation. Discrepancies
between both slices in the low pressure area west of the Black Sea (Fig-
ure 4.6f) drive precipitation changes there, giving rise to inhomogeneities
up to 50 mm in northern Bulgaria. These are due to a northward shift in
precipitation which accompanies the corresponding shift in the low pres-
sure system. This is observed in the other domains, as well. For example,
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in SAM-44 (not shown) , the joint on January 1st, 2015 exhibits extended
precipitation inhomogeneities east of Brazil, driven by time slice differ-
ences in simulating a low pressure system over the Atlantic.

There is no evident effect of joining the two slices for near-surface
temperature, except for some discrepancies in Ukraine that, however, are
within one standard deviation. Most of the inhomogeneities are explained
by the day-to-day natural change of the variable.

4.3.4 Simulated climate

In previous sections, we have shown that discontinuities in split simula-
tions can be relatively large, especially for slow-varying variables. These
discontinuities occur on individual time steps and, therefore, they should
not affect the simulated climate, especially when they have been shown to
be within the model internal variability. In this section, we verify the split
simulation climate against that of a continuous simulation. For this pur-
pose, we used the EUR-44 split and continuous simulations, which share
the longest period (20 years) among all of our simulations (see Figure 4.1).

Figure 4.7 shows the winter (DJF) and summer (JJA) differences in
the seasonal climatology for the full overlapping period 1991-2010 (first
and fourth columns). All variables considered are shown in different rows
and differences use a common non-dimensional scale of seasonal standard
deviation units. In winter, soil moisture and snow depth show significant
differences, while upper air and surface variables show much lower, non-
significant differences. Differences are spatially smooth for all variables
except snow depth, which shows patchy differences over snow-dominated
areas in the domain. In summer (Figure 4.7, fourth column), snow depth
differences vanish due to lack of snow, and somewhat larger differences
arise in upper air and surface variables. Patchy Mediterranean precipi-
tation differences are are significant and consistent with a weak summer
mid-latitude lateral boundary forcing and the mainly convective origin
of precipitation in the area. A relative low geopotential height develops
in the split simulation over northern Africa/central Mediterranean Sea,
which is consistent with the relatively cold region over northern Africa.

In order to check whether these differences are consistent with low fre-
quency internal variability or a side effect of the splitting, we computed the
seasonal climatology differences for two different 10-year periods. First,
the years 1991-1995 and 2001-2005 (columns 2 and 5 in Figure 4.7) are
considered as years which could potentially be affected by a long term spin-
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Figure 4.7: Seasonal climatology differences for different periods (in
columns) and variables (in rows) between EUR-44 split and EUR-44 con-
tinuous. Differences are in non-dimensional standard deviation units.
Black contours show statistically significant differences according to a
two-sample t-test with 95% confidence. Snow depth (snd) differences are
masked out where the variability is below 0.001 m.
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up transient, since they were initialized less than 6 years before (see Fig-
ure 4.1). Second, we consider the years 1996-2000 and 2006-2010 (columns
3 and 6 in Figure 4.7) as dominated by the model internal variability, since
the RCM initialization occurred at least 6 years before any of these years.
Note that the 20-year seasonal climatology differences (columns 1 and 4
in Figure 4.7) are the average of these two 10-year climatology differences.
In this way, differences in the long-term climatology can be ascribed to
periods dominated either by potential spin-up or internal variability.

In general, no significant difference can be ascribed particularly to the
period with a potential spin-up transient regime. Seasonal differences in
the two 10-year periods show similar magnitudes for all variables. More-
over, some features in the 20-year climatology differences, such as summer
differences in geopotential height or temperature, correspond to stronger
differences during the internal variability dominated 10-year period. More
or less co-located differences during the first 10-year period lead to signif-
icant differences during the full 20-year period. Patchy summer precip-
itation differences in the 20-year period also correspond to constructive
averages with even patchier differences in the 10-year periods. The same
is true for winter snow depth. This points to no spin-up transient effect
in the first 10-year period, and to differences compatible with internal
variability, even if statistically significant.

No systematic effect is apparent in both periods, except for the soil
moisture differences over northern Africa, which are quite robust in all
periods and seasons and reach several standard deviations. This is likely
related to the extremely dry soils and low variability there, which would
need further research. Unfortunately, for this simulations soil moisture
at different depths is not available to investigate properly the source of
this difference between the continuous and split runs. Differences in soil
moisture over continental Europe are also fairly large (they reach about
half the standard deviation). However, they are compatible with internal
variability since there is no systematic location of differences across the
10-year periods. The differences found in the full 20-year period are the
result of partly overlapping positive and negative differences in the other
two time periods.
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4.4 Conclusions

We presented a post hoc analysis of several regional climate simulation
experiments carried out with the WRF RCM as a set of overlapping time
slices. The simulations span different domains, boundary conditions, hori-
zontal grid spacing and overlapping periods. Overlapping time slices were
joined to build split simulations. Continuous simulations are available as
reference to evaluate split simulations for some of these experiments. We
evaluated the discontinuities in time and space introduced by this proce-
dure at the joints of the time slices, devising a methodology to discern
between insufficient spin-up and RCM internal variability effects. Finally,
the effect of overlapping time slices on the regional climate was assessed.

The analysis was carried out on variables with different response times
and, at the same time, variables typically saved in coordinated dynamical
downscaling initiatives, such as CORDEX. For this purpose, we also fo-
cused on daily model output, commonly available in public repositories.
An analysis at higher temporal frequencies would likely ease the location
of meteorological discontinuities in the variables with the shortest response
times (geopotential height, temperature, precipitation), which went unno-
ticed in our study. However, the output frequency does not affect spin-up
times or seasonal climatology analyses.

We avoided spatial averaging and used root mean squared differences to
highlight any mismatch between time slice simulations. The relative size of
time slice switch differences with respect to daily variable tendencies only
led to noticeable inhomogeneities in soil moisture. Locally, snow depth
can also be used to reveal slice joints. Surface and upper air variables
show larger day-to-day variations than across time slices.

Jerez et al (2020) showed that the optimal spin-up period is not al-
ways the longest, recommending an initialization in the warm season. We
found that this depends on the region, though. As an example, unlike in
Europe, the warm season in South America is also the wet season, due to
deep convective events which lead to greater precipitation internal vari-
ability and, thus, more uncertain initial soil moisture conditions. The
optimal starting point should therefore be found for each region to min-
imize the contents of slow-varying reservoirs (e.g. snow and soil water),
thus avoiding gross errors in their initial levels. We also found that mis-
matches at the slice joints are also minimized during the warm/dry season.
Therefore, a minimal overlapping time slice setup could be a 1-year spin-
up period initialized at the end of the warm/dry season and entering the
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split simulation one year later.

The largest and more spatially extended differences were found in to-
tal soil moisture, both regarding meteorological inhomogeneities and long
term climatologies. This agrees with previous studies warning on the very
long spin-up required by soil variables, and especially soil moisture (Chris-
tensen, 1999; Cosgrove et al, 2003; Yang et al, 2011; Jerez et al, 2020). We
found that significant differences in the climatology over continental Eu-
rope might be ascribed to internal model variability. However, differences
over low-precipitation, non-vegetated areas (northern Africa) present sys-
tematic differences which persist along the simulated period. This is likely
due to initial soil moisture inconsistencies between the forcing reanalysis
and the RCM equilibrium soil state over these areas. The land surface
model takes a very long time to restore the equilibrium, especially from
extremely dry initial conditions (Cosgrove et al, 2003). The situation is
likely exacerbated due to the lack of precipitation and deep roots. A dedi-
cated study with long-term, continuous simulations would be necessary to
properly disentangle the internal variability and spin-up of soil variables
in coupled simulations. Most studies on soil spin-up rely on off-line land
surface model simulations (Cosgrove et al, 2003; Yang et al, 2011), where
there is a target equilibrium soil moisture consistent with the prescribed
atmospheric forcing. Coupled simulations, with an active soil-atmosphere
feedback, are likely to develop greater internal variability with persistent
anomalies in the slowest components.

For other variables, the discrepancies between the climatology in split
simulations and continuous simulations can be ascribed to internal vari-
ability, even if statistically significant (e.g. for snow depth). No special
effect on the climatology was found for periods closer to the initialization
with respect to those farther away.

Our results are robust to interannual variability regarding the detec-
tion of meteorological inhomogeneities. Spin-up times for slow-varying
variables can depend on the specific conditions of the initialization year.
We showed examples with a long plateau in snow depth differences across
time slices in EUR-15 in 2003 (Figure 4.4), which did not occur in other
overlapping years (Figures A.1 or A.2). Also, the soil moisture spin-up
time, as represented by the time to reach the internal variability limit,
differs from year to year. While one year is usually enough, there are
instances (e.g. 1999 in EUR-44, Figure A.3) when over two years seem
necessary to reach equilibrium.

All in all, this work shows that the use of overlapping time slices to
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accomplish long term regional climate simulations is a valid approach.
This procedure can largely improve the efficiency of regional climate sim-
ulations, both for computationally heavy simulation (e.g. kilometer-scale
simulation) or for a faster accomplishment of lower resolution runs, which
do not scale efficiently to a large number of processors. Modelling work-
flow managers, such as WRF4G (Fernández-Quiruelas et al, 2015) —used
in our simulations—, can help in the extra design, job submission and
monitoring burden of this approach. In order to be on the safe side of soil
spin-up, longer slices and spin-up times could be considered. For example,
scenario simulations could be safely split into 30-year slices (near-, mid-,
and far-future) with a 5-year spin-up each, especially if soil variables are
initialized from an RCM soil climatology (Cosgrove et al, 2003; Rodell
et al, 2005; Jerez et al, 2020).



Chapter 5

Synoptic forcing associated
with extreme precipitation
events over Southeastern
South America as depicted
by a CORDEX FPS set of
convection-permitting
RCMs

5.1 Introduction

During the austral spring and summer months, southeastern South Amer-
ica (SESA, Figure 5.1) is one of the regions of the world where deep moist
convection presents the most extreme features (Zipser et al, 2006). In
SESA, deep convection is associated with mesoscale convective systems
(MCSs), which are the largest convective storms. They develop from in-
dividual convective cells which merge and organize into larger systems up
to a scale of hundreds of kilometers. Extreme MCSs in SESA, with asso-
ciated precipitation above the 30 mm/day (Solman and Blázquez, 2019),
can account for up to ∼95% of the summer precipitation and ∼70% of the
spring precipitation (Rasmussen et al, 2015), making these systems to be

89
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often associated with severe weather events and, therefore, with property
damage and agricultural impacts on the region.

Numerous works have studied the synoptic and mesoscale forcings that
trigger deep moist convection associated with MCSs over SESA. Generally,
isolated convective cells are triggered in the afternoon hours on the east
side of the Andes mountain range, growing into mesoscale systems as
they move eastward. They release intense showers between night hours
and early morning up to finally decay in broad stratiform precipitation
far east of the Andes (Rasmussen and Houze, 2011; Matsudo and Salio,
2011; Romatschke and Houze, 2013; Rasmussen et al, 2015). Salio et al
(2007) showed that a higher frequency of subtropical MCSs are generated
in the presence of the South American Low-Level Jet (SALLJ). This low-
level flow advects warm moist air from the Amazon forest into subtropical
latitudes (Figure 5.1) favouring organized deep moist convection in the
region. The Andes mountain range plays a significant role in triggering
deep moist convection. Insel et al (2010) concluded that high elevations of
the Andes, exceeding 4 km over a large portion of the mountain range, not
only guide the SALLJ into higher latitudes but also determine its intensity.
Furthermore, the SALLJ penetration into higher latitudes is enhanced
by mid-to-upper-level subsidence in the lee side of the Andes, that caps
the low-level flow inhibiting convection up to Sierras de Cordoba (see
Figure 5.1). In turn, low- to mid-level flow converges producing an optimal
region for deep moist convection (Rasmussen and Houze, 2016; Salio et al,
2007). Another important feature of convection initiation is the cyclone
formation on the lee side of the Andes mountain range. Rasmussen and
Houze (2016) show that low-level westerly flow moving through southern
Andes develops first into a trough and later into a lee cyclone that enhances
northerly flow. This deepens warm moist inflow by increasing the intensity
of the SALLJ and, finally, favors a strong convergence that fuels long-lived
MSCs over SESA.

Given the relevance of MCSs in determining the climatic features of the
SESA region and in triggering high-impact weather, it is worth exploring
how these systems may respond in a warmer climate. However, modelling
these extreme precipitation systems using either global or regional climate
models may be challenging. The relatively small spatial and time scales of
MCSs are often underrepresented in global climate models (GCMs, with
grid spacing of ∼100 km). Regional climate models (RCMs, grid spacing
of ∼10-50 km) have been widely used to acquire more insight on the re-
gional details that coarser GCMs cannot provide. Nevertheless, several
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authors have demonstrated the difficulties that RCM simulations have in
representing extreme precipitation, mainly due to the convective parame-
terization (Jankov et al, 2005; Prein et al, 2015, and references therein).
Furthermore, RCMs available for South America systematically under-
estimate extreme precipitation intensity, especially in the SESA region
(Solman et al, 2013; Solman, 2016; Solman and Blázquez, 2019). Com-
putational advances made possible the implementation of high resolution
convection-permitting (CP) RCMs, where deep convection is not parame-
terized but explicitly resolved. CP-RCMs, with spatial resolutions higher
than 4 km (Weisman et al, 1997), have proved to better represent the diur-
nal cycle of convective summer precipitation, the intensity of extreme pre-
cipitation events and orography-triggered convection in both short-range
and climate simulations (Weisman et al, 2008; Matsudo et al, 2015; Grell
et al, 2000; Prein et al, 2013; Mahoney et al, 2012; Kendon et al, 2012).
A recent study from Vergara-Temprado et al (2020) showed that even at
coarser resolutions (up to 25 km), convection explicitly resolved is able
to perform similarly or better than simulations parameterizing convection
for some model skills.

Moreover, the increased spatial and temporal resolution of CP-RCMs
facilitate the understanding of the behavior of the climate system at scales
most relevant to policy makers. Due to the high computational costs, few
groups have started implementing CP-RCMs under climate change sce-
narios (Kendon et al, 2014, 2016; Mahoney et al, 2012, 2013; Ban et al,
2015; Fosser et al, 2016; Coppola et al, 2020). Single-model CP-RCM sim-
ulations showed intensification and higher frequencies of subdaily heavy
precipitation events that were not simulated by their driving RCM over the
UK (Kendon et al, 2014). Mahoney et al (2013) showed that local maxima
of extreme precipitation events over the Colorado Mountain Range could
increase in a future climate. For an extensive review on climate CP-RCM
simulations, see Prein et al (2015).

Despite the auspicious latest results of RCMs at convection permit-
ting resolutions, there are still many processes that need to be param-
eterized. This makes CP-RCM results highly model-dependent. There-
fore, a coordinated ensemble-model approach is recommended in order to
assess the uncertainties and reliability of CP-RCM climate simulations.
In this sense, the World Climate Research Program’s (WCRP) Coor-
dinated Regional climate Downscaling Experiment (CORDEX) Flagship
Pilot Studies (FPS) program (Gutowski et al, 2016) aims, among several
other targeted topics, for subcontinental coordinated CP simulations in or-
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der to develop high resolution climate change information. This study is
framed under the CORDEX-endorsed FPS “Extreme precipitation events
in Southeastern South America: a proposal for a better understanding
and modelling” which allowed building a consortium of several modelling
groups for producing an ensemble of CP-RCMs with the aim of better
reproducing extreme precipitation events associated with organized con-
vective systems (Bettolli et al, 2021).

The synoptic-scale forcing exerts a dominant control in the develop-
ment of organized convection and extreme rainfall over SESA. Therefore,
the main objective of this study is to assess the quality of the simu-
lated synoptic triggering mechanisms associated with extreme precipita-
tion events over SESA in CP vs parameterized convection (non-CP) sim-
ulations. Two major questions motivate this main objective: To what
extent simulating extreme precipitation events is limited by the cumu-
lus parameterization?; Does high resolution have any impact on the local
circulation leading to deep convection? In order to tackle these prob-
lems, three extreme precipitation events occurring during an anomalous
spring/summer period were selected and a 3-member multi-model ensem-
ble was produced in two modes: Weather Like (WL) and Climate Mode
(CM), following Coppola et al (2020). WL consisted of short simulations
of each extreme event while CM is a 6-month simulation of the extended
summer season that includes the three extreme precipitation events se-
lected. With these two sets of simulations, a secondary objective is to
assess the capability of CP simulations of a set of individual events in WL
simulations vs. climate simulations at CM. A more general overview of
the capability of these CP simulations together with a set of statistical
downscaling approaches in simulating individual extreme rainfall events
can be found in Bettolli et al (2021).

5.2 Data & methods

The selection of the three extreme precipitation events is based on the
analysis of the observational record from station data available over the
SESA region for the period 1979-2015. Days with daily rainfall above
the 95th percentile were first identified, considering rainy days only (days
with precipitation above 1 mm per day). Then, the number of events were
analysed for each extended warm season and the season with the largest
number of events was selected. The particular events were chosen from
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this subset of extreme events. Details of the spatial coverage of the obser-
vational data sets used can be found in Bettolli et al (2021). The events
selected occurred in the extended summer of 2009-2010, an anomalous
period regarding frequency and intensity of extreme precipitation events.
Namely, the events took place in February 2010 (Case 1), January 2010
(Case 2) and November 2009 (Case 3). All three cases reached daily pre-
cipitation above 150 mm/day. Their precipitation intensity and spatial
distribution are described with further detail in Section 5.3.

5.2.1 Observational data sets

Given the gaps of gauge measurements in the region, we used three dif-
ferent precipitation data sets to account for the observational uncertainty
in our model evaluation. Since we are interested in peak convective rain-
fall and its spatial extent, we considered only data sets providing gridded
sub-daily precipitation. Precipitation estimates are taken from the NOAA
Climate Prediction Center (CPC) morphing method (CMORPH), which
uses infrared sensor information from geostationary satellites to propagate
the shape and intensity of precipitation estimates obtained from passive
microwave (PMW) sensors onboard low Earth orbiting satellites. Essen-
tially, the same satellite observations are considered by the PERSIANN
(Precipitation Estimation from Remotely Sensed Information using Ar-
tificial Neural Networks) data set but, in this case, using an artificial
neural network to fill the gaps in the PMW estimates. We also consid-
ered the Multi-Source Weighted-Ensemble Precipitation (MSWEP) data
set, which combines information from several rain gauge-based data prod-
ucts, satellite products (CMORPH, among others) and reanalysis data
(ERA-Interim). Several authors have assessed the uncertainty of the ob-
servational data sets based on satellite measurements in the SESA region
(e.g. Palharini et al, 2020; Salio et al, 2014, among others). Moreover,
when considering estimates of extreme precipitation from satellite data,
the uncertainty in both the maximum intensity and the spatial coverage
of the events can be quite large in the region (Palharini et al, 2020).

We evaluated not only precipitation, but also the key synoptic forcings
associated with deep moist convection over SESA. Reference circulation
and moisture fields were obtained from the European Center for Medium
Range Weather Forecasts (ECMWF) ERA-Interim reanalysis. The un-
certainty in the reanalysis is taken into account by considering also the
National Centers for Environmental Prediction reanalysis (Reanalysis-1)
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Dataset Horizontal res. Time res. Time period Reference

CMORPH 0.25◦ 3h 2003-present Joyce et al (2004)
PERSIANN 0.25◦ 3h 2000-present Nguyen et al (2019)
MSWEP 0.25◦ 3h 1979-2015 Beck et al (2018)

ERA-Interim 0.75◦ 6h 1979-2019 Dee et al (2011)
JRA55 0.56◦ 6h 1958-present Kobayashi et al (2015)

Reanalysis-1 1.875◦ 6h 1948-present Kalnay et al (1996)

Table 5.1: Datasets used in this study.

and the Japanese 55-year (JRA55) reanalysis (See Figures A.10-A.12 in
Appendix A). The temporal and spatial resolution, time period covered
and a reference for each of the data sets are summarized in Table 5.1.

5.2.2 Regional climate models

We used a 3-member ensemble composed of the Regional Climate Model
version 4 (RegCM4; Giorgi et al, 2011) and two different versions (3.8.1
and 3.9.1) of the Weather Research and Forecasting (WRF) model (Ska-
marock et al, 2008), configured also with different physical parameteriza-
tions. WRF v3.8.1 was run by Universidad de Cantabria, matching exactly
the setup (UCAN-WRF381BI) used in the EURO-CORDEX FPS on Con-
vective phenomena at high resolution over Europe and the Mediterranean
(FPS-CONV; Coppola et al, 2020). An alternative WRF setup (using ver-
sion 3.9.1) was run by Centro de Investigaciones del Mar y la Atmósfera
(CIMA-WRF391) and differs essentially in the parameterization of deep
convection, surface layer and planetary boundary layer processes (Ta-
ble 5.2). RegCM was used by Universidade de Sao Paulo (USP-RegCM4)
and configured using the same physical options as RegCM4-ICTP in Cop-
pola et al (2020). Note that, despite using two WRF configurations, the
experimental set up for this model does not focus on the uncertainty as-
sociated with a given parameterization choice, as in Coppola et al (2020).
The choice of physical schemes in the two WRF simulations is based on
different criteria: CIMA-WRF391 uses the in-house model configuration
for the area, while the UCAN-WRF381BI configuration has been trans-
ferred as-is (Takle et al, 2007) directly from the FPS-CONV in Europe.

All models run in a nested domain configuration using Mercator pro-
jection. A high-resolution (4 km) convection-permitting domain centered
over La Plata basin (SESA) was nested into a coarser resolution (20 km)
domain over central South America (CSAM). These domains cover the re-
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Param. scheme CIMA-WRF390 UCAN-WRF381BI USP-RegCM4

Radiation RRTMG RRTMG CCM3
Microphysics WDM6 WDM6 SUBEX (CSAM), WSM5 (SESA)
Cumulus conv. Kain-Fritsch Grell-Freitas Tiedke (land), Kain-Fritsch (sea)
Shallow conv. - GRIMS -
Land Surface NOAH NOAH-MP CLM4.5

PBL MYJ MYNN2 Holtslag
Surface-layer ETA-Sim MYNN M-O

Table 5.2: Physical parameterizations used by each ensemble member.
Note that the cumulus parameterizations shown were only active in the
outer (CSAM) domain. See Skamarock et al (2008) and Giorgi et al (2011)
for further details and references for each scheme.

spective common analysis domains (Figure 5.1) after removing the bound-
ary relaxation zone. The deep convection parameterization was switched
off in the SESA domain. Initial and boundary conditions for the coarser-
resolution domain were taken from ECMWF 6-hourly ERA-Interim Re-
analysis (Dee et al, 2011) fields at 0.75◦ horizontal resolution.

The experimental setup considered short-term (weather-like, WL) and
long-term (climate mode, CM) simulations spanning the three selected
heavy precipitation events. On the one hand, WL simulations were ini-
tialized around 24 hours before the occurrence of each event, which aimed
at reproducing the events as close to reality as possible. The proximity in
time of the initial condition constrains the simulation, acting as a source
of predictability. On the other hand, CM was a 6-month simulation start-
ing on October 1st 2009 and covering the complete wet season in SESA,
including the three events. Unlike WL, initial conditions in CM are no
longer a source of predictability for any of the events, as the simulation
is not mainly driven by the initial conditions but by the information en-
tering through the boundaries, in line with the regional climate modelling
approach. It should be noted that, due to computational constraints, the
multi-model ensemble in CM is composed of only 2 members (USP-RegCM
and UCAN-WRF) which, however, is the minimum to cover multi-model
uncertainty. Note that the number of modelling groups currently in FPS-
SESA and their computational resources are much less than in other FPS,
especially FPS-CONV in Europe, where 27 modelling groups and 6 differ-
ent modelling systems are involved (Coppola et al, 2020). This will have
an impact in the robustness of our results.
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Figure 5.1: Analysis domains over central South America (CSAM) and
Southeastern South America (SESA). A schematic depiction of the drivers
of MCSs over SESA is also shown (adapted from Rasmussen and Houze,
2016). Blue arrow represents the low-level jet, red arrows refer to mid-to-
upper level flow and orange arrows represent the low-level flow associated
with the lee cyclone over Sierras de Córdoba.



5.2. DATA & METHODS 97

5.2.3 Evaluation metrics

In this work, we characterized the low-level circulation by means of the
meridional wind field and geopotential height at 850 hPa. These fields are
associated with the intensity and occurrence of the SALLJ together with
the low-level circulation, favouring the development of the cyclone leeward
of the Andes. Additionally, the Vertically Integrated Moisture Flux Con-
vergence (VIMFC) at low-levels, which contributes to organize convective
precipitation, was computed from ERA-Interim using the meridional wind
and moisture fields at 925, 850 and 700 hPa pressure levels. It is impor-
tant to bear in mind that mid- and high-level circulation patterns are also
relevant for the initiation and further development of organized convection
leading to extreme precipitation events over SESA (Salio et al, 2007; Ras-
mussen and Houze, 2011, 2016). However, since the differences between
CP and non-CP simulations are expected to be mainly at the lower levels
of the atmosphere, our evaluation and analyses are focused on near surface
variables.

The performance of the simulations in capturing extreme precipitation
events was evaluated using the maximum 6-hourly accumulated precipita-
tion during the whole event. Thus, the location, distribution and intensity
of the simulated precipitation field were compared against each of the ob-
servational data sets. This was done both qualitatively, comparing maps
of the spatial distribution of the precipitation maxima, and quantitatively,
by computing spatially-averaged measures of precipitation flux and inten-
sity. Intensity was quantified by averaging only those grid cells where
precipitation occurred.

All data sets and simulations were interpolated to a regular latitude-
longitude grid of 0.2◦ × 0.2◦ spatial resolution covering a common spatial
domain over central South America (CSAM in Figure 5.1). We used a
bilinear interpolation scheme for all fields. This interpolation implies an
upscaling of the CP 4-km spatial resolution simulations and, therefore, an
apparent loss in high resolution information. However, it is still expected
that high resolution information is transferred into the upscaled lower
resolution domain (Torma et al, 2015; Fantini et al, 2018). There are
also works showing that the improvement from upscaled high resolution
information could also be potentially achieved by means of bias adjustment
methods (Casanueva et al, 2016).
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5.3 Results & discussion

5.3.1 Case studies: peak precipitation

The three selected cases are characterized by very high rates of convective
precipitation. The discharge of the peak of precipitation is usually during
the night or before sunrise, when synoptic conditions favour moist deep
convection over La Plata basin. Although they share the same synoptic
origin, each event has distinctive features which are discussed next.

Case 1 occurred between February 19th to 21st, 2010, and extended
across the border between Argentina and Uruguay. The observations reg-
istered the 6-hourly maximum peak of precipitation on February 20th be-
tween 06 and 12 UTC (Figure 5.2). Observational data sets agree on the
location of the event, but discrepancies are remarkable regarding precipita-
tion intensity and spatial extent (Figure 5.2, top row). Spatially-averaged
precipitation over the SESA region ranges from 5.4 (MSWEP) to 12.5 mm
(PERSIANN). Precipitation intensity, as measured by the average precip-
itation rate over wet (P > 0.1 mm) grid cells, exceeds 26 mm in CMORPH
and PERSIANN, while it remains slightly over 9 mm in MSWEP. Peak
rainfall ranges from 45 mm exhibited by MSWEP to above 90 mm by
PERSIANN. The resulting precipitation field is very similar, with PER-
SIANN showing spatially smoother precipitation extending over slightly
larger areas. MSWEP, based on a weighted average of different precip-
itation sources (satellite, gauge and reanalyses) shows significantly less
precipitation. This diverse behaviour of the observational databases is
observed to some extent in the three cases analyzed, which indicates that
observational uncertainty is not negligible. Inspection of the low-level cir-
culation features along the lifecycle of this system (not shown) suggests
the presence of a cold front progressing from the southwest inducing forced
uplift that, together with the northerly low-level wind advecting wet and
warm air into the SESA region, triggers the convection. Precipitation ob-
servations (Figure 5.2, top row) show this frontal rainfall band extending
over the ocean. This feature was reproduced in all simulations. Indeed,
both CP (4 km) and non-CP (20 km) simulations in WL tend to generate
precipitation with frontal features, developing a northwest-to-southeast
long band extended from the La Plata estuary and southern Uruguay
to the Atlantic Ocean. In general, CP simulations showed higher rain-
fall intensities, closer to those observed. The coarser non-CP simulations
showed lower intensities, especially in WRF members, since the precipita-
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Figure 5.2: Accumulated 6-hourly precipitation (mm) on February 20th,
2010 between 06 to 12 UTC. Results for both CSAM (20km) and SESA
(4km) domains are plotted for each ensemble member. These are dis-
played in weather-like (first and second columns) and climate mode (third
and fourth columns). As reference, CSAM results are replicated (desat-
urated) around those of the SESA domain. Observational datasets (top)
are shown only in the CSAM domain. Numbers in SESA denote the
spatially-averaged precipitation rate (below) and the spatially-averaged
precipitation rate over wet (P > 0.1 mm) grid cells (above) in this area.
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tion spreads over larger areas. Total rainfall amounts over the SESA region
were similar in CP and non-CP simulations, but the former concentrated
higher peaks of precipitation in smaller areas. This is a characteristic fea-
ture of CP simulations that was previously noted by Prein et al (2015)
and it is observed in all the three cases. Similar conclusions are derived
from CM, as frontal features are clear in both sets of simulations. Peaks
of maximum precipitation were also enhanced and centered over smaller
areas at CP resolutions. When compared to observations, CP simulations
in WL mode placed better the maximum, next to the border between Ar-
gentina and Uruguay. However, the maximum of these simulations in CM
were located south of Uruguay.

Case 2 extended over a large area from the border between Argentina
and Paraguay to the border between Brazil and Argentina. It occurred
in the period from January 18th to 19th, 2010. The event developed the
maximum 6-hourly precipitation rate on January 19th between 00 and 06
UTC. Again, there is a strong observational uncertainty, with 6-hourly
intensities reaching up to 100 mm in PERSIANN and less than 50 mm in
MSWEP (Figure 5.3). All models in WL showed two maxima in non-CP
simulations, at a similar location (west of SESA) in both WRF members
but southeasterly shifted in USP-RegCM, with a maximum over eastern
Uruguay. This spatial pattern differs from observations. Strong discrep-
ancies between the models were also found in CP simulations. Regarding
CM, the 6-hourly accumulated precipitation patterns presented a maxi-
mum over La Plata basin, reaching up to 100 mm in CP simulations, with
the location of maximum precipitation slightly shifted as compared with
observations.

The event referred to as Case 3 was observed from November 21th

to 22th, 2009. It consisted of a deep convective system affecting south-
ern Brazil. The 6-hourly maximum precipitation occurred on November
22th between 06 and 12 UTC and extended mainly over southern Brazil.
It is worth noting from Figure 5.4 that the observational uncertainty re-
garding the maximum intensity is smaller compared to the other cases,
ranging from 50 to 80 mm. Simulations in WL mode reproduced most
precipitation in southern Brazil but with some differences by placing the
maximum, shifted out of the SESA domain in USP-RegCM. Unlike Case
2, models at CP resolution simulated a similar location of the maximum.
Except for UCAN-WRF generating a secondary maximum over Uruguay,
they placed most precipitation in southern Paraguay and northeastern
Argentina. With the exception of UCAN-WRF, which reached higher in-
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Figure 5.3: As Figure 5.2, but for Case 2.



102 CHAPTER 5. SYNOPTIC FORCING OF EXTREME PRECIP.

Figure 5.4: As Figure 5.2, but for Case 3.
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tensities compared to the other models, mean precipitation over the SESA
area and intensities of rainy pixels barely differed among the models. On
the other hand, the results from CM show that CP simulations placed the
maximum over southern Brazil, whereas they disagree regarding non-CP
simulations. Interestingly, the former simulations captured the location
of the maximum even better than in WL mode. Nevertheless, the most
striking result emerging in both Case 2 and Case 3, is that the largest dis-
crepancies were found between CP and non-CP simulations. Indeed, the
former not only enhanced the intensity of the maximum, but also strongly
modified its location. To a greater or lesser extent, this is also observed
in CM.

It is worth noting that given the discrepancies among observational
datasets in terms of the spatial extension and the intensity of the events,
it is quite difficult to quantitatively assess model performance, since the
skill of the models will strongly depend on which dataset is considered as
the reference. Hence, the observational uncertainty poses an additional
limitation towards assessing the capability of the models in reproducing
the main features of extreme rainfall events in the region.

5.3.2 Synoptic forcing mechanisms

In order to understand the physical mechanisms explaining why the mod-
els are able (or not) to reproduce the main features of the selected extreme
precipitation events, the synoptic forcing mechanisms associated with the
development of deep convection over SESA were explored. The evalua-
tion gave rise to very similar results in the three case studies, so here
we only consider Case 3 (Figure 5.4). Observational uncertainty in this
event is smaller than in the others, so the analysis is also more reliable.
Corresponding analyses for Cases 1 and 2 are found in Appendix A (Fig-
ures A.6-A.9). The study focuses on the synoptic situation occurring 6
hours before the maximum of the event shown in Figure 5.4.

Figures 5.5 and 5.6 summarize the low-level circulation and low-
level moisture flux convergence 6 hours before peak precipitation. After
analysing the spatial distribution of the VIMFC for each of the individ-
ual case studies, it was found that the largest values were collocated with
the maxima precipitation occurring 6 hours later. Accordingly, in order
to identify a threshold for VIMFC associated with the occurrence of the
precipitation peak, a test on different spatial percentiles of the VIMFC
(not shown) was performed in order to match the pattern of maximum
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accumulated precipitation 6 hours later. Results showed that the isoline
for percentile 98 presents the best correspondence. Thus, in this study we
consider this percentile (VIMFC98) to focus on VIMFC values leading to
extreme precipitation.

Weather-like experiment

ERA-Interim Reanalysis (Figure 5.5, top row) places the mechanisms that
favour deep convection over La Plata basin: a low pressure area favoured
by a trough located in southern Bolivia and contributing to the exten-
sion of the SALLJ southward. Indeed, maximum meridional wind at 850
hPa, the northerly wind associated to the SALLJ coming from Amazonia,
reaches high intensity (above 20 m/s) over Bolivia and Paraguay. Further
south, the geopotential height at 850 hPa exhibits a deep low pressure
system over Uruguay. Given these synoptic components, ERA-Interim
exhibits large areas of VIMFC98 extending across northern Uruguay and
Argentina. The same synoptic mechanisms are observed in JRA55 and
NCEP Reanalysis 1 (See Figures A.10-A.12 in Appendix A). Neverthe-
less, relative differences are found in NCEP in terms of the magnitude of
the geopotential height and the location of maximum meridional wind at
850 hPa, which extends further south than that in the other reanalysis.
Similarly, NCEP exhibits a notably different pattern of VIMFC98. Sim-
ilar discrepancies are found, to a greater or lesser extent, in Case 1 and
Case 2.

All non-CP simulations captured a low pressure area leeward the Andes
exhibiting similar magnitude as ERA-Interim, although slightly deeper
in UCAN-WRF and CIMA-WRF. The wet and warm flow coming from
Amazonia with maximum meridional wind at 850 hPa over Bolivia and
Paraguay, referred to as SALLJ, was apparent in all simulations, though
there was a notable extension of the northerly wind towards southern
Brazil in WRF models. The non-CP simulations also agree on reproducing
a deep low over Uruguay but with some differences in terms of its intensity.
UCAN-WRF exhibited a deep low pressure system 50 m more intense than
that in the reanalysis, whereas USP-RegCM depicted similar magnitude
but showing an east-west stretched pattern. These differences in the low
pressure system modulated the distribution of the low-level wind and,
hence, had an impact on the moisture flux convergence. Note that all
non-CP simulations located the maximum VIMFC over southern Brazil,
where they placed the precipitation peak 6 hours later. It can be clearly
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Figure 5.5: Synoptic drivers for WL simulations on 2009 November 22th
at 06 UTC (Case 3). For each ensemble member, from left to right: Geopo-
tential height at 850 hPa (m) in the CSAM domain, meridional wind at
850 hPa (m/s) for both CSAM and SESA domains and difference in geopo-
tential height at 850 hPa (m) between CP and non-CP simulations. Black
isolines on top of meridional wind panels show the 98th percentile of the
vertically integrated moisture flux convergence (VIMFC98).
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noted that the extent of the pattern of VIMFC98 is co-located with the
distribution of precipitation maxima (displayed in Figure 5.4) occurring 6
hours later. This clear correspondence between the two fields is observed in
all the members, in both CP and non-CP simulations. Therefore, VIMFC
emerges as one important footprint of deep moist convection development
in the models, independently whether convection was parameterized or
not. Overall, all non-CP simulated a similar pattern of VIMFC, which
is consistent with their capability of capturing adequately the observed
maximum rainfall.

At upper levels, the synoptic components required to produce deep
convection were also captured in all the models. Thus, geopotential height
at 500 hPa (not shown) exhibited a short-wave negative anomaly (trough)
centered south of SESA, whereas the zonal wind at 200 hPa (not shown)
extended from the east of the Andes to the exit of the SALLJ over Uruguay.
It produced the required divergence at upper levels that triggers the deep
convection in accordance with convergence at lower levels (Salio et al,
2007).

The most striking feature found in the CP simulations is that they
differed from their lower resolution driving counterparts not only on the
simulated precipitation but also on the low-level circulation. CP simu-
lations seem to strongly modulate the atmospheric circulation going into
the domain through the boundaries (Figure 5.5, last column), despite the
relatively small domain size and the short-term simulation. At these res-
olutions, models tend to strengthen the deep low pressure system over
Uruguay. This was especially noticeable in UCAN-WRF, where the low
pressure system was up to 40 m deeper. This strengthening implied in turn
differences in the associated meridional wind as compared to that in the
non-CP. Accordingly, discrepancies arose in the pattern of VIMFC98 as
well. However, all CP simulations agree on locating the maximum VIMFC
over northeastern Argentina, where the models produced the precipitation
peak 6 hour later (Figure 5.4). The differences of VIMFC98 between CP
and non-CP simulations could only be explained by the model deepen-
ing of the low pressure system, since the flux of humidity coming from
Amazonia was ensured by the boundary data forcing from the non-CP
domain. Note again that the differences in the spatial distribution of
the areas of maximum moisture flux convergence between the CP and
non-CP simulations drived the differences in the simulated precipitation.
Therefore, the low-level circulation arises as a key element to produce the
corresponding convergence that is fundamental for triggering convection
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and, consequently, extreme precipitation. The result agrees with previous
studies that highlight the importance of the SALLJ and the low-level cir-
culation to initiate and to develop deep convection in SESA (Cerón et al,
2020; Giles et al, 2020).

Climate mode

Similarly to WL, non-CP simulations in CM (Figure 5.6) captured the
synoptic-scale features needed to trigger convection 6 hours later. All
models reproduced the low pressure system leeward to the Andes, favour-
ing the extension of the SALLJ southward. Thus, the core of the SALLJ
was captured with a maximum (∼30 m/s) between Bolivia and Paraguay.
On the other hand, the interaction between upper level divergence and
lower level convergence was also captured by reproducing the deep low
over Uruguay. However, its magnitude was again model-dependent, with
UCAN-WRF yielding the deepest one. As a consequence, northerly merid-
ional wind is more intense and extends well southward. The synoptic con-
figuration favoured VIMFC98 to extend over northern Uruguay towards
Argentina. A secondary area of high values of VIMFC developed over
southern Uruguay in UCAN-WRF, likely associated with a deeper low.

At CP resolutions, the differences in the spatial pattern of the 850 hPa
geopotential height as compared with the non-CP were more evident than
in WL. It is noticeable the deepening of the low in UCAN-WRF, above
40 m more intense than that in the non-CP simulation. Thereby, the
meridional wind at 850 hPa is modified so that the largest VIMFC values
are shifted to southern Brazil, where the model placed the precipitation
peak 6 hours later. The role of the CP modifying the large-scale features
was also observed in USP-RegCM. Nevertheless, unlike UCAN-WRF, the
CP displayed a weakened low over Uruguay and the northerly wind was
enhanced southward, placing the maximum VIMFC over southern Brazil.
Clearly, we can extract from this analysis that the two CP simulations
agree on extending the VIMFC98 area over southern Brazil, where pre-
cipitation peak was observed. The mechanisms for which the low pressure
system is strongly modified in the CP simulations are not clear. However,
unlike the WL, these differences in the CM resulted in the improvement
of the simulated extreme precipitation.
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Figure 5.6: As Figure 5.5, but for CM simulations.
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Weather-like vs. Climate mode

VIMFC is driven by low-level circulation features together with the mois-
ture distribution, whose magnitudes are strongly affected by the intensity
of the low pressure system generated over La Plata basin. There is an
agreement among the ensemble members to place the low-level pressure
system properly in both WL and CM simulations, but with different mag-
nitudes. Depending on the model, CP simulations modulated this pres-
sure system by weakening or deepening it. Despite the different physical
configurations and models, members in each mode tend to depict a prefer-
ential region of VIMFC98. Indeed, major discrepancies were mainly found
when comparing both modes. It could be explained by the fact that this
mechanism is strongly determined by the synoptic pattern, which in turn
depends on the lead time of the simulation.

As seen previously, CM simulations of Case 3 were able to reproduce
extreme precipitation in terms of magnitude and location in both models.
In spite of the longer lead time, these simulations properly captured the
synoptic triggering mechanisms that force deep convection. In Coppola
et al (2020) the comparison between WL and CM was carried out in order
to use the former as a reference. However, in our study, WL presented
more difficulty with capturing synoptic forcings as the peak of the event
was eventually misplaced. This is observed across the different models
and physical configurations. We speculate that the complex orography of
the Andes and surrounding areas is not sufficiently well represented by
the coarse resolution of the reanalysis (∼75 km). Therefore, the low-level
flow used as initial conditions in WL simulations could be more unrealistic
than the flow developed by the CM simulations. Despite CM simulations
are also forced by the reanalysis, they are long enough to develop a better
interaction with the orography.

Similar conclusions can be inferred from the other cases (see Online
Resource 2 in Lavin-Gullon et al, 2021a). The CP simulations strongly
modify the circulation in both Case 1 and Case 2, more remarkable in
Case 2. This is clearly observed in WL mode. As an example, non-
CP simulation from USP-RegCM generated a non-observed low pressure
system over Uruguay that was even strengthened in the CP simulation.
In turn, the modification of these large-scale features lead to differences of
VIMFC between CP and non-CP simulations. As observed in Case 3, the
VIMFC emerges as an important imprint of deep convection development.



110 CHAPTER 5. SYNOPTIC FORCING OF EXTREME PRECIP.

0

10

20

30

40

85
0h

P
a 

ge
op

. h
ei

gh
t U

T
 (

m
)

●

●

Oct Nov Dec Jan Feb Mar
2009 2010

TEV
UT MME
UT MICE

Figure 5.7: Inter-member variance in time (UT) for 850hPa geopo-
tential height (m) in CSAM-20 of experiment CM (from 1st October,
2009). The uncertainty is computed separately for MME (blue) and MICE
(red). Transient-eddy variability (TEV, black line) was computed from the
UCAN configuration and error bars show its standard deviation for MME
and MICE. Dashed lines indicate the three selected cases.

Multi-model uncertainty vs. Internal variability

The analysis in CM must be put in perspective to discern how internal
variability is affecting the results. TEV presents higher values in the aus-
tral winter, so that boundary forcing is higher in this season. However, a
comparison between the multi-model ensemble and an additional MICE
(Figure 5.7) shows that multi-model uncertainty exceeds internal variabil-
ity for the whole year, with a remarkable exception arising at the end of
January 2010. Here, internal variability clearly exceeds the multi-model
uncertainty. The 850 hPa geopotential height fields exhibit strong discrep-
ancies between the MICE members by simulating a low-pressure system
East of Uruguay (not shown). Similarly to the observed in EUR-15 (see
Section 3.3.1), MICE exhibits mixed results, with two members differing
in the magnitude and location of the event and another member missing
it. The spatial distribution of the inter-member variance for the peak
in 28th January, 2010 (Figure 5.8) reflects these discrepancies with high
internal variability over Uruguay and East of Uruguay. Nevertheless, it
is important to note that internal variability is lower than multi-model
uncertainty in the three cases, so that we cannot attribute the differences
described in Sections 5.3.1 and 5.3.2 to the internal variability. On the
other hand, the behaviour of the internal variability is transmitted from
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Figure 5.8: Spatial distribution of the inter-member variance (US) for
the 850 hPa geopotential height (m) in CSAM-20 of experiment CM. The
results are shown for 28th January, 2010 in a) multi-model ensemble. b)
multi-initial-conditions ensemble.

CSAM-20 to the CP domain (SESA-4) and as a consequence, the results
in both domains are qualitatively similar (not shown).

5.4 Conclusions

We analysed RCM ability in reproducing the mechanisms behind extreme
precipitation over the SESA region. The simulations consisted of two dif-
ferent RCMs run in two modes (WL and CM) and in two nested domains
at 20 km and 4 km spatial resolutions. The latter is a so-called convection-
permitting resolution and, therefore, the deep convection parameterization
was deactivated. We focused mainly on three extreme precipitation events
and considered three observational data sets to account for observational
uncertainty. We paid particular attention to peak 6-hourly rainfall dur-
ing each event. Forcing mechanisms, identified in previous studies, were
characterized by means of the low-level circulation and moisture transport
from reanalysis and compared to model results.

The main conclusions derived from these analyses can be summarized
as follows:

• All simulations captured the mechanisms favoring deep convection
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over La Plata basin. This was observed in both resolutions, CP and
non-CP, and modes, WL and CM.

• As compared to parameterized-convection simulations, convection-
permitting simulations reproduce higher precipitation intensities but
centered over smaller areas, in agreement with other studies (Prein
et al, 2015; Kendon et al, 2012, among others).

• A strong correspondence between the vertically integrated moisture
flux convergence and the generation of extreme precipitation 6 hours
later was identified in each simulation, independently on whether
convection was explicitly resolved or not. As a result, we could
consider VIMFC as one important footprint of deep convection.

• Discrepancies among members are found in the location of the syn-
optic patterns, which leads to discrepancies in the moisture flux
convergence and, hence, in the simulated precipitation pattern.

• Convection-permitting simulations strongly modulated the flow of
forcing data coming from the parameterized simulation. Surpris-
ingly, this was observed in both modes in spite of the small size of
the domain.

• Based on the case study approach, it is apparent that the evaluation
of simulated extreme precipitation events in the region is challenging
due to the large uncertainty in observational datasets available, most
of them based on satellite products, given the scarcity of in situ
observations.

• There is a clear added value in CP simulations in terms of the capa-
bility of capturing the spatial distribution of extreme precipitation
in SESA and the corresponding triggering mechanisms.

• Internal variability seems not to play any important role in the re-
sults of the selected extreme precipitation events. However, some
peak of increased internal variability was found and therefore, the
analysis for other periods must be taken with caution.

Besides these relevant results, several questions arose from the analy-
sis. One of these questions is related to understanding the causes behind
the poor performance of WL simulations. Another important issue, not
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evaluated here, is related to the timing of the peak precipitation in CP ver-
sus non-CP. There are several examples of CP simulations in the literature
that highlight a major improvement in the representation of the diurnal
cycle of precipitation (e.g. Kendon et al, 2012, and references therein).
These issues will be tackled in a separate study. SESA region is a unique
natural laboratory for developing high impact weather systems leading to
extreme precipitation accounting for the interaction of dynamical forcings
with the complex Andes orography, the Sierras de Córdoba topographic
features, the SALLJ and the large-scale baroclinic systems affecting the
area. Further studies are needed to better understand the added value of
CP in reproducing these triggering mechanisms that may help to improve
the simulation of deep moist convection and, hence, extreme precipita-
tion events. These convection mechanisms are one of the main differences
with respect to the study by Coppola et al (2020). In SESA, the role of
the Andes orography in placing the synoptic components that favour deep
convection is more decisive than in the Alps. Also, our target region is not
centered on the mountain range (unlike the Alps in Coppola et al (2020)),
but to the lee, well beyond the Andes.

Finally, it should be noted that this study is based on a limited num-
ber of coordinated CP simulations which may limit the robustness of the
results. Moreover, the analysis is based on a few individual cases which
may also impact on the conclusions. However, even based on a limited
number of events and models, a clear message arises from the case study
approach that helps identify why CP and non-CP simulations differ. In
order to draw more robust conclusions, future work should focus on in-
creasing the number of models and the length of CP-simulations (to in-
clude at least interannual variability) in the area. An improved ensemble
design (e.g. including a sensitivity study on the effect of relevant model
components, such as shallow convection) would help in better understand-
ing model-to-model differences. Another venue for enlarging the ensemble
of convection-permitting simulations with a moderate computational cost
is the use of a coarser resolution, since recent results (Vergara-Temprado
et al, 2020) show that RCMs might explicitly develop realistic convective
processes at much coarser resolutions than those typically considered.
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Chapter 6

General Conclusions

This thesis deepens on quantifying different sources of uncertainty that
arise in regional climate modeling. The investigation is carried out by
means of multi-physics and multi-model ensembles generated under two
CORDEX FPS. We quantify against the noise of internal variability the
uncertainty from multi-physics and multi-model ensembles at different
timescales. For slow-varying variables, an adequate timescale is key to
consider the required spin-up time. In this sense, we analyze the inter-
nal variability in split simulations, where this uncertainty is distinguished
from the effect of spin-up time. In turn, the impact of splitting simula-
tions on the simulated climate is analyzed. The study is extended to also
cover domain and horizontal resolution uncertainties. Simulations from
both CORDEX FPS initiatives are focused on convective heavy precip-
itation events, and therefore, we explore the synoptic mechanisms that
lead to extreme precipitation, paying especial attention to the results at
convection-permitting resolution. In particular, we search for footprints
which determine the onset of deep convection.

Detailed conclusions of these assessments are found in each Chapter.
Here, we provide a general overview of the main conclusions for each of
the objectives presented in Section 1.6.

• Simulate the regional climate of heavy precipitation areas at very
high, convection-permitting resolution using a state-of-the-art RCM.

The CORDEX FPS-Convection and FPS-SESA initiatives offered an
opportunity to coordinate very high, convection-permitting multi-
model ensembles. In this thesis, we have contributed to all the
evaluation simulations in both initiatives. Large multi-physics and

115
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multi-model ensembles have been used to simulate the climate of
areas of occurrence of heavy precipitation events.

Synoptic mechanisms that favour deep convection were captured
in all the standard resolution, parameterized convection domains.
However, discrepancies were found regarding the location of the syn-
optic patterns. This is key, since the different results generated by
the ensemble members led to discrepancies reproducing the events
at convection-permitting resolution. Interestingly, it was observed
that convection-permitting resolution may modulate the low-level
atmospheric circulation from the parameterized convection domain
and as a result, to modify the location of maximum precipitation.

• Quantify the role of different uncertainty sources. Namely, horizon-
tal resolution, domain uncertainty, internal variability, multi-physics
and multi-model uncertainties.

In this thesis, we quantify different sources of uncertainty, with an
especial emphasis on the internal variability, as a hint of the relative
size of the other uncertainties. Internal variability has been demon-
strated to be decisive to explain the variability of atmospheric vari-
ables, where multi-physics uncertainty may be of comparable mag-
nitude to internal variability. Here, uncertainty arising from per-
turbations of the model physics are seen from the circulation point
of view as perturbations of initial conditions. However, for surface
variables, the effect from internal variability is less relevant and it
is more feasible to discern the multi-physics uncertainty from inter-
nal variability. In agreement with previous RCM internal variability
studies, an increased (decreased) uncertainty emerged in summer
(winter) together with a spatial pattern of enhanced uncertainty to-
wards the outflow boundaries of the domain.

The quantification of multi-model uncertainty showed that its mag-
nitude exceeds internal variability. This was observed for atmo-
spheric variables in the standard CORDEX South America domain.
Nevertheless, short periods of enhanced internal variability emerged,
with internal variability exhibiting similar magnitude than that of
multi-model uncertainty.

For simulations that are divided into time slices, the magnitude of
the meteorological inhomogeneities at the joints depends on the do-
main. In this sense, domain uncertainty should be considered as at-
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mospheric conditions over a particular region may lead to dry or wet
conditions and in turn, to reduce or increase the inhomogeneities.

On the other hand, results showed that internal variability is not
sensitive to the horizontal resolution and in turn, horizontal resolu-
tion does not seem to play any major role in the model spin-up and
inhomogeneities of split simulations.

• Explore the uncertainty associated to the initialization of variables
with long response time, and their impact on the time slicing of costly
RCM simulations.

Our work confirms that splitting simulations into time slices is valid
to improve the efficiency of costly RCM simulations or to speed up
lower resolution simulations which do not scale to a large number of
processors. In the simulated regional climatologies we mainly found
a potential impact of splitting simulations in soil moisture, albeit
attributed to internal variability.

The analysis showed that long-response time variables, such as soil
moisture or snow depth, present the largest meteorological disconti-
nuities at the joints of split simulations. In addition, these variables
exhibited the largest and more spatially extended meteorological in-
homogeneities. Unlike surface and upper air variables, where discon-
tinuities went unnoticed, long-response time variables can be used
to reveal slice joints.

The optimal time to switch between time slices strongly depends
on the season. In order to optimize the spin-up period, the starting
point should be selected so that the content of slow-varying reservoirs
(e.g. soil water) is minimized. Besides, our results showed that
interannual variability is an important factor, as spin-up times of
slow-varying variables may depend on the specific conditions at the
initialization year.

• Improve the understanding of the mechanisms leading to heavy pre-
cipitation events.

Both FPS-Convection and FPS-SESA provide two target regions
with different synoptic features giving rise to extreme precipitation,
although they have in common the important role of orography. In
particular the Andes, which determines the strength of the South
American Low Level Jet and in turn, the occurrence of extreme
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events in southeastern South America. In this region, we found
that the largest values of vertically integrated moisture flux con-
vergence were collocated with precipitation maxima occurring 6 h
later, that is, a strong correspondence between the vertically inte-
grated moisture flux convergence and the later generation of extreme
precipitation was identified. This was observed regardless of whether
convection was explicitly resolved or not. As a result, vertically inte-
grated moisture flux convergence arose as an important footprint of
deep convection. Nevertheless, the climate conditions in the target
domains determine the forcing mechanisms leading to heavy pre-
cipitation events, so that the generalization of the results to other
domains should be taken with caution.



Appendix A

Supplementary figures

A set of figures with supplementary information for different chapters is
provided in this appendix. They are as other figures in the body of the
thesis, but for different dates, seasons, etc. They are all referenced when
appropriate in the main text.
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Figure A.1: As Figure 4.4, but for overlapping time slice simulations S2
and S3.
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Figure A.2: As Figure 4.4, but for overlapping time slice simulations S3
and S4.
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Figure A.3: The same as Figure 4.4 but for the EUR-44 domain, and
slices S2 and S3.
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Figure A.4: As Figure 4.6 but for the joint between S2 and S3 (1st June,
2006).
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Figure A.5: As Figure 4.6 but for the joint between S3 and S4 (1st March,
2008).
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Figure A.6: Synoptic drivers for weather-like simulations on 2010 Febru-
ary 20th at 06 UTC (Case 1). For each ensemble member, from left to
right: Geopotential height at 850 hPa (m) in the CSAM domain, merid-
ional wind at 850 hPa (m/s) for both CSAM and SESA domains and
difference in geopotential height at 850 hPa (m) between CP and non-
CP simulations. Black isolines on top of meridional wind panels show
the 98th percentile of the vertically integrated moisture flux convergence
(VIMFC98).
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Figure A.7: As Figure A.6, but for CM.
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Figure A.8: Synoptic drivers for weather-like simulations on 2010 January
19th at 00 UTC (Case 2). For each ensemble member, from left to right:
Geopotential height at 850 hPa (m) in the CSAM domain, meridional wind
at 850 hPa (m/s) for both CSAM and SESA domains and difference in
geopotential height at 850 hPa (m) between CP and non-CP simulations.
Black isolines on top of meridional wind panels show the 98th percentile
of the vertically integrated moisture flux convergence (VIMFC98).
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Figure A.9: As Figure A.8, but for CM.
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Figure A.10: Synoptic drivers on 2010 February 20th at 06 UTC (Case 1)
for ERA-Interim, JRA-55 and Renalysis-1 in the CSAM domain. Results
are shown for geopotential height at 850 hPa (m) in the first column and
meridional wind at 850 hPa (m/s) in the second column. Black isolines on
top of meridional wind panels show the 98th percentile of the vertically
integrated moisture flux convergence (VIMFC98).
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Figure A.11: As Figure A.10, but for Case 2 (2010 January 19th at 00
UTC).
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Figure A.12: As Figure A.10, but for Case 3 (2009 November 22nd at 06
UTC).
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Gašparac G, Giorgi F, Goergen K, Haugen JE, Hodnebrog O, Kartsios

133

http://doi.org/10.1175/2008MWR2620.1
http://doi.org/10.1175/2008MWR2620.1
http://doi.org/{10.1175/MWR3456.1}
http://doi.org/{10.1175/1520-0442(2004)017<2493:RATCPP>2.0.CO;2}
http://doi.org/{10.1175/1520-0442(2004)017<2493:RATCPP>2.0.CO;2}
http://doi.org/10.1029/2010GL046270
http://doi.org/10.1029/2010GL046270
http://doi.org/10.1002/2014GL062588


134 BIBLIOGRAPHY

S, Katragkou E, Kendon EJ, Keuler K, Lavin-Gullon A, Lenderink G,
Leutwyler D, Lorenz T, Maraun D, Mercogliano P, Milovac J, Panitz
HJ, Raffa M, Remedio AR, Schär C, Soares PM, Srnec L, Steensen
BM, Stocchi P, Tölle MH, Truhetz H, Vergara-Temprado J, de Vries H,
Warrach-Sagi K, Wulfmeyer V, Zander M (2021) The first multi-model
ensemble of regional climate simulations at kilometer-scale resolution,
Part I: Evaluation of precipitation. Climate Dynamics En prensa, [DOI:
10.1007/s00382-021-05708-w]

Ban N, Schmidli J, Schaer C (2014) Evaluation of the convection-
resolving regional climate modeling approach in decade-long simula-
tions. Journal of Geophysical Research - Atmospheres 119(13), [DOI:
10.1002/2014JD021478]

Barry R, Chorley R (2003) Atmosphere, Weather and Climate. Taylor &
Francis Group

Bassett R, Young P, Blair G, Samreen F, Simm W (2020) A Large En-
semble Approach to Quantifying Internal Model Variability Within the
WRF Numerical Model. Journal of Geophysical Research: Atmospheres
125(7):e2019JD031,286, [DOI: 10.1029/2019JD031286]

Beck H, Wood E, Pan M, Fisher C, Miralles D, van Dijk A, McVicar T,
Adler R (2018) MSWEP v2 global 3-hourly 0.1◦ precipitation: Method-
ology and quantitative assessment. Bulletin of the American Meteoro-
logical Society 100, [DOI: 10.1175/BAMS-D-17-0138.1]
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Isaksen L, K̊allberg P, Köhler M, Matricardi M, McNally AP, Monge-
Sanz BM, Morcrette JJ, Park BK, Peubey C, de Rosnay P, Tavolato
C, Thépaut JN, Vitart F (2011) The ERA-Interim reanalysis: config-
uration and performance of the data assimilation system. Quarterly
Journal of the Royal Meteorological Society 137(656):553–597, [DOI:
10.1002/qj.828]

Dee DP, Balmaseda M, Balsamo G, Engelen R, Simmons AJ, Thépaut
JN (2014) Toward a consistent reanalysis of the climate system. Bul-
letin of the American Meteorological Society 95(8):1235–1248, [DOI:
10.1175/BAMS-D-13-00043.1]

Deser C, Phillips A, Bourdette V, Teng H (2012) Uncertainty in climate
change projections: the role of internal variability. Climate Dynamics
38(3):527–546, [DOI: 10.1007/s00382-010-0977-x]

Devanand A, Ghosh S, Paul S, Karmakar S, Niyogi D (2018) Multi-
ensemble regional simulation of Indian monsoon during contrasting rain-
fall years: role of convective schemes and nested domain. Climate Dy-
namics 50(11):4127–4147, [DOI: 10.1007/s00382-017-3864-x]

Dickinson R (1986) The climate system and modeling of climate. The
Greenhouse Effect, Climatic Change, and Ecosystems pp 207–270

Dickinson RE, Giorgi F, Bates G (1989) A regional climate model
for the western United States. Climatic Change 15:1573–1480, [DOI:
10.1007/BF00240465]

Doblas-Reyes FJ, Weisheimer A, Déqué M, Keenlyside N, McVean M,
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Garćıa-Dı́ez M, Fernández J, Vautard R (2015) An RCM multi-physics
ensemble over Europe: multi-variable evaluation to avoid error com-
pensation. Climate Dynamics 45(11):3141–3156, [DOI: 10.1007/s00382-
015-2529-x]
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of WRF model biases and sensitivity to PBL schemes over Europe.
Quarterly Journal of the Royal Meteorological Society 139(671):501–
514, [DOI: https://doi.org/10.1002/qj.1976]

van Geel B, Raspopov O, Renssen H, van der Plicht J, Dergachev V, Meijer
H (1999) The role of solar forcing upon climate change. Quaternary
Science Reviews 18(3):331–338, [DOI: 10.1016/S0277-3791(98)00088-2]

Geyer B, Ludwig T, von Storch H (2021) Limits of reproducibility and
hydrodynamic noise in atmospheric regional modelling. Commun Earth
Environ 2, [DOI: 10.1038/s43247-020-00085-4.]

Giles J, Ruscica RC, Menéndez C (2020) Warm-season precipitation
drivers in northeastern Argentina: Diurnal cycle of the atmospheric
moisture balance and land–atmosphere coupling. International Journal
of Climatology [DOI: 10.1002/joc.6724]

Giorgi F (1990a) Sensitivity of wintertime precipitation and soil
hydrology simulation over the western United-States to lower
boundary specifications. Atmosphere-Ocean 28(1):1–23, [DOI:
10.1080/07055900.1990.9649365]

Giorgi F (1990b) Simulation of Regional Climate using a limited are model
nested in a general-circulation model. Journal of Climate 3(9):941–963,
[DOI: 10.1175/1520-0442(1990)003¡0941:SORCUA¿2.0.CO;2]

http://doi.org/10.1016/j.future.2015.04.009
http://doi.org/10.1016/j.future.2015.04.009
http://doi.org/10.1007/s00382-016-3186-4
http://doi.org/{10.1007/s00382-014-2242-1}
http://doi.org/{10.1007/s00382-014-2242-1}
http://doi.org/10.1007/s00382-015-2529-x
http://doi.org/10.1007/s00382-015-2529-x
http://doi.org/https://doi.org/10.1002/qj.1976
http://doi.org/{10.1016/S0277-3791(98)00088-2}
http://doi.org/10.1038/s43247-020-00085-4.
http://doi.org/10.1002/joc.6724
http://doi.org/{10.1080/07055900.1990.9649365}
http://doi.org/{10.1080/07055900.1990.9649365}
http://doi.org/{10.1175/1520-0442(1990)003<0941:SORCUA>2.0.CO;2}


140 BIBLIOGRAPHY

Giorgi F (2005) Climate Change Prediction. Climatic Change 73:239–265,
[DOI: 10.1007/s10584-005-6857-4]

Giorgi F (2006) Regional climate modeling: Status and perspectives. Jour-
nal of Physique IV 139:101–118, [DOI: 10.1051/jp4:2006139008]

Giorgi F (2019) Thirty years of regional climate modeling: Where are
we and where are we going next? Journal of Geophysical Research:
Atmospheres [DOI: 10.1029/2018JD030094]

Giorgi F, Bates G (1989) The Climatological Skill of a Regional Model over
complex terrain. Monthly Weather Review 117(11):2325–2347, [DOI:
10.1175/1520-0493(1989)117¡2325:TCSOAR¿2.0.CO;2]

Giorgi F, Bi X (2000) A study of internal variability of a re-
gional climate model. Journal of Geophysical Research: Atmospheres
105(D24):29,503–29,521, [DOI: 10.1029/2000JD900269]

Giorgi F, Gutowski WJ (2015) Regional Dynamical Downscaling and the
CORDEX Initiative. Annual Review of Environment and Resources
40(1):467–490, [DOI: 10.1146/annurev-environ-102014-021217]

Giorgi F, Mearns L (1999) Introduction to special section: Regional
climate modeling revisited. Journal of Geophysical Research - Atmo-
spheres 104(D6):6335–6352, [DOI: 10.1029/98JD02072]

Giorgi F, Bates GT, Nieman SJ (1993) The Multiyear Surface Cli-
matology of a Regional Atmospheric Model over the Western
United States. Journal of Climate 6(1):75–95, [DOI: 10.1175/1520-
0442(1993)006¡0075:TMSCOA¿2.0.CO;2]

Giorgi F, Hewitson B, Christensen J, Hulme M, von Storch H, Whetton
P, Jones R, Mearns L, Fu C (2001) Regional climate information – eval-
uation and projections, Chapter 10. In: Houghton J et al (eds) Climate
change 2001: the scientific basis. Contribution of working group I to
the third assessment report of the intergovernmental panel on climate
change. Intergovernmental Panel on Climate Change p 583–638

Giorgi F, Jones C, Asrar GR (2009) Addressing climate information needs
at the regional evel: the CORDEX framework. WMO Bulletin 58:175–
183

http://doi.org/10.1007/s10584-005-6857-4
http://doi.org/10.1051/jp4:2006139008
http://doi.org/10.1029/2018JD030094
http://doi.org/{10.1175/1520-0493(1989)117<2325:TCSOAR>2.0.CO;2}
http://doi.org/{10.1175/1520-0493(1989)117<2325:TCSOAR>2.0.CO;2}
http://doi.org/10.1029/2000JD900269
http://doi.org/10.1146/annurev-environ-102014-021217
http://doi.org/{10.1029/98JD02072}
http://doi.org/10.1175/1520-0442(1993)006<0075:TMSCOA>2.0.CO;2
http://doi.org/10.1175/1520-0442(1993)006<0075:TMSCOA>2.0.CO;2


BIBLIOGRAPHY 141

Giorgi F, Coppola E, Solmon F, Mariotti L, Sylla M, Bi X, Elguindi
N, Diro G, Nair VS, Giuliani G, Turuncoglu U, Cozzini S, Güttler
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