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Sensitivity Analysis in
Calculus of Variations.
Some Applications∗
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Abstract. This paper deals with the problem of sensitivity analysis in calculus of variations. A
perturbation technique is applied to derive the boundary value problem and the system
of equations that allow us to obtain the partial derivatives (sensitivities) of the objective
function value and the primal and dual optimal solutions with respect to all parameters.
Two examples of applications, a simple mathematical problem and a slope stability analysis
problem, are used to illustrate the proposed method.
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1. Introduction. Today, users are not satisfied with just the solutions to given
problems and require knowledge of how and how much these solutions depend on
data. Sensitivity analysis consists of determining, qualitatively and quantitatively,
how specific changes in the parameters of an optimization problem modify the opti-
mal objective function value and the solution where the optimum is attained. Since
these and associated questions are important, sensitivity analysis should be a routine
complement to solving methods because it adds quality and a deeper understanding
about the problem being studied.

Consider, for example, the case of a slope such as that in Figure 1, which is in a
critical situation (some cracks have appeared on top of the slope, and descent through
the critical sliding curve, determined by calculus of variations and shown in the fig-
ure, is imminent). In cases similar to this, an engineer is often asked to make quick
decisions on how to improve the precarious stability of the slope. On these occasions
it is extremely important to know where changes to the slope profile must be made
and what soil properties must be improved to increase the slope safety. To this end,
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Fig. 1 Critical sliding curve passing through the given end-points.

sensitivity analysis is the best technique because it identifies the main causes of insta-
bility and immediately suggests the most effective actions needed to make adequate
corrections. In our slope example, one can ask about the sensitivity of the safety
factor to soil properties and to the slope profile. Once this information is available,
the engineer can know immediately where the slope profile must be modified and the
properties of the soil that are the most influential on the slope safety. Thus, the
answers to questions of what changes in the slope profile produce the largest improve-
ment of the safety factor or what changes in the soil strength are the most effective
to avoid instability can be obtained via sensitivity analysis; no other techniques give
better and more precise answers.

As in this example, there are many practical problems in which the calculus of
variations is the natural and best mathematical model to use and where sensitivity
analysis becomes appropriate. For the sake of illustration, we will use the slope
stability problem and another example in section 5, but a similar treatment can be
given to many other relevant problems.

Sensitivity analysis is a well-developed technique in nonlinear optimization, for
which relevant results have been obtained (see, among others, [15, 25, 16, 11, 10, 8, 9,
12]). They include closed formulas for the sensitivities of the objective function value,
and the primal and dual variables with respect to the parameters.

Another related field to the topic treated in this paper is semi-infinite program-
ming, dealing with the optimization of functions which have an infinite number of
variables or constraints, in which important developments have been made (see, for
example, [17, 29, 1, 18, 19, 30]). In addition, this technique has been applied to prac-
tical problems such as design, optimal control, transportation, economic equilibrium,
probability, etc. (see the list of references in [19]).

Sensitivity analysis in calculus of variations can be considered to be a byproduct
of results on second order conditions in optimization problems in general (see [1]) or
on some particular cases of optimal control. Note that some parametric calculus of
variations can be reduced to parametric optimal control by setting ẋ = u, where x
is the state and u is the control. However, there are other cases in which calculus of
variations problems are not typical cases of control problems. There is an extensive
literature on optimal control such as, for example, [23] and [26], not to mention papers
on abstract parametric infinite-dimensional optimization. In this field, questions such
as how much the optimal value of the objective function or the optimal solution change
when some parameters or data functions are modified are of interest.
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296 E. CASTILLO, A. CONEJO, AND E. ARANDA

A direct and interesting treatment of sensitivity analysis, together with one exam-
ple in optimal control, appears in [27], which states, “Despite the increasing number
of papers dealing with stability and sensitivity, there is still a considerable deficit of
examples in the literature.” We fully agree with these authors. Though there are
some practical applications such as in [2], [27], or the references above, unfortunately,
most of the available results are too abstract, lack examples of relevant applications,
or are not sufficiently developed for many users to be able to use them in practice.
The direct consequence of all of this is that many people are unaware of the existing
important results on sensitivity analysis, and so these results have not received the
recognition they deserve. So, some effort is needed to make these important results
available to engineers and applied scientists.

In this paper we try to head in this direction as we deal with calculus of varia-
tions, developing a general technique for obtaining the sensitivities of the objective
function optimal value, the dual variable values or functions, and the optimal solu-
tion with respect to real data, parameters, or data functions. In addition we provide
two practical examples to illustrate the methods and try to convince readers of the
importance of these tools.

The main contributions of this paper are as follows:
1. A specific and systematic treatment of sensitivity analysis for calculus of
variations including the treatment of natural and transversality conditions is
made and the corresponding methods are given.

2. New theorems are given that allow us to obtain direct formulas for the sensi-
tivities of the objective function with respect to parameters (finite or infinite).

3. Two examples of applications are presented, one of which uses a nonstandard
problem of calculus of variations since it is a quotient of integrals.

Since in the derivation of the sensitivity formulas we plan to follow a path that
parallels that of nonlinear programming problems, we start with a quick review of
corresponding results in this field and present a summary of some relevant results for
nonlinear optimization problems.

1.1. Sensitivity in Nonlinear Programming. Consider the following nonlinear
programming problem (NLPP):

Minimize
x

ZP = f(x,θ)(1.1)

subject to

h(x,θ) = 0 : λ,
g(x,θ) ≤ 0 : µ,(1.2)

where f : Rn × Rp → R, h : Rn × Rp → R
�, g : Rn × Rp → R

m are functions
over the feasible region S(θ) = {x|h(x,θ) = 0, g(x,θ) ≤ 0}, and λ and µ are the
corresponding vectors of dual variables.

We present two important sensitivity results that allow us to obtain the sensitiv-
ities in a very simple form. The first is a straightforward result for the sensitivities of
the objective function values, and the second gives all sensitivities (optimal objective
function values, primal (optimal solutions), and dual solutions) at once. The objective
function sensitivities are the easier to obtain and we have the following theorem.

Theorem 1.1. Let x∗ be an optimal solution of problem (1.1)–(1.2). Then the
sensitivity of the objective function of the primal problem (1.1)–(1.2) with respect to
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θ is given by

∂Z∗P
∂θ

= ∇θL(x
∗,λ∗,µ∗;θ),(1.3)

which is the partial derivative of its Lagrangian function

L(x,λ,µ;θ) = f(x;θ) + λTh(x;θ) + µTg(x;θ)(1.4)

with respect to θ evaluated at the optimal solution x∗,λ∗, and µ∗.
The second result is as follows. If certain regularity conditions hold and the

matrix U below is invertible, differentiating the objective function (1.1) and the cor-
responding Karush–Kuhn–Tucker optimality conditions, the matrix with all partial
derivatives with respect to its parameters becomes (see [15, 16, 11, 8])

[
∂x

∂θ

∂λ

∂θ

∂µ

∂θ

∂Z∗P
∂θ

]T
= U−1S,(1.5)

where the matrices U and S are

U =



Fx | 0 | 0 | −1
Fxx | HT

x | GT
x | 0

Hx | 0 | 0 | 0
Gx | 0 | 0 | 0


 , S = −



Fθ
Fxθ
Hθ
Gθ


 ,

and

Fx(1×n) = [∇xf(x∗,θ)]T ,

Fθ(1×p) =
(
∇θf(x

∗,θ)
)T

,

Fxx(n×n) = ∇xxf(x∗,θ) +
�∑

k=1

λ∗k∇xxhk(x∗,θ) +
|J|∑
j=1

µ∗j∇xxgj(x∗,θ),

Fxθ(n×p) = ∇xθf(x
∗,θ) +

�∑
k=1

λ∗k∇xθhk(x
∗,θ) +

|J|∑
j=1

µ∗j∇xθgj(x
∗,θ),

Hx(�×n) = [∇xh(x∗,θ)]T ,

Hθ(�×p) =
[
∇θh(x

∗,θ)
]T

,

Gx(|J|×n) = [∇xg(x∗,θ)]T ,

Gθ(|J|×p) =
[
∇θg(x

∗,θ)
]T

,

where the dimensions of the matrices appear in parentheses, J is the set of binding
(active) inequality constraints, |J | is its cardinality, and all the matrices are evaluated
at the optimal solution x∗, λ∗, µ∗, Z∗P .

Theorem 1.1 and (1.5) give the sensitivities of the objective function optimal value
and the primal and the dual solutions with respect to all the parameters in a neat and
straightforward form. Then the following question can be asked: Are there equivalent
formulations for the calculus of variations problems?

The answer is positive and is given in this paper. In fact, parallel results exist for
optimal control (see [27]).
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298 E. CASTILLO, A. CONEJO, AND E. ARANDA

The paper is organized as follows. Section 2 presents the notation and some
background on calculus of variations that is required for understanding the following
sections. Section 3 develops the expressions that allow us to calculate the sensitivities.
One of these expressions is a differential equation to be solved with the trivial null
boundary conditions for the variation at the end-points or the corresponding condi-
tions for natural and transversality conditions. The other two are algebraic equations
in the variations of the parameters and dual variables. Though the distinction be-
tween the finite- and infinite-dimensional cases is theoretically irrelevant because the
main argument in sensitivity analysis is the implicit function theorem and the pa-
rameter can be taken in an abstract vector space, whatever the dimension is and
provided sufficient smoothness of the data with respect to the parameters holds, from
a practical point of view it makes an important difference. In fact this case could
be treated together with the case of a finite number of parameters, but notational
reasons and clarity of exposition moved us to treat them separately. So, in section 4
the case of infinitely many parameters is analyzed. Section 5 presents two examples
of application: a simple mathematical problem and a slope stability analysis problem,
which illustrate all the steps to be followed in order to derive the sensitivities. Finally,
in section 6 some conclusions are drawn.

2. Some Required Background on Calculus of Variations. Let us consider the
following constrained classical problem of calculus of variations (see [22, 13, 20]):

Minimize
u(t)

J = J(u(t); a, b) =
∫ b

a

F (t, u(t), u′(t)) dt(2.1)

subject to

H(u(t)) = 0,(2.2)

where H(u(t)) = (H1(u(t)),H2(u(t)), . . . ,Hm(u(t))), 0 ∈ Rm, and

Hi(u(t)) =
∫ b

a

Hi(t, u(t), u′(t)) dt, i = 1, 2, . . . ,m.(2.3)

To analyze the equilibrium conditions for this problem we need to define the
variation of a functional with respect to its parameters. For a functional J depending
on parameters u, a, b, the variation δJ is defined by

δJ(u, a, b; δu, δa, δb) =
d

dε
J(u+ εδu, a+ εδa, b+ εδb)

∣∣∣∣
ε=0

.(2.4)

In [31] the following multiplier theorem for the analysis of equilibrium conditions
for problem (2.1)–(2.2) is given.

Theorem 2.1. Let J and H be as defined above and u∗(t) be a local extremum
for the problem (2.1)–(2.2). Assume that the set {u(t) : H(u(t)) = 0} is not empty
and the variation of J and Hi are weakly continuous in a neighborhood of u∗. Then
one of the following two possibilities must hold:

1. The following determinant vanishes identically:

det




δH1(u∗; δu1) δH1(u∗; δu2) . . . δH1(u∗; δum)
δH2(u∗; δu1) δH2(u∗; δu2) . . . δH2(u∗; δum)

...
...

. . .
...

δHm(u∗; δu1) δHm(u∗; δu2) . . . δHm(u∗; δum)


 = 0(2.5)

for all vectors δu1, . . . , δum.
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2. There exist constants λ∗1, λ
∗
2, . . . , λ

∗
m such that

δJ(u∗; δu, δa, δb) +
m∑
i=1

λ∗i δHi(u∗; δu, δa, δb) = 0(2.6)

for all vectors δu, δa, and δb.
Assuming that (2.5) does not hold, (2.6) means that

0 =
∫ b

a

{
∂F

∂u
(t, u∗, (u∗)′)− d

dt

(
∂F

∂u′
(t, u∗, (u∗)′)

)

+ λ∗ ·
(
∂H

∂u
(t, u∗, (u∗)′)− d

dt

(
∂H

∂u′
(t, u∗, (u∗)′)

))}
δu dt(2.7)

+
[
∂F

∂u′
(t, u∗, (u∗)′) + λ∗ · ∂H

∂u′
(t, u∗, (u∗)′)

]
δu(t)

∣∣∣∣
b

a

(2.8)

+ [F (t, u∗, (u∗)′) + λ∗ ·H(t, u∗, (u∗)′)] δ(t)|ba ,(2.9)

where integration by parts has been used and δu(t), δa, and δb are the differential
increments of u(t), a, and b, respectively, λ∗ = (λ∗1, . . . , λ

∗
m), and H = (H1, . . . , Hm).

Note that we have denoted δa = δ(t)|a, and for the sake of brevity we have dropped
all dependencies on t for u∗, (u∗)′, and δu.

Note that the above expression requires F and H to have partial derivatives with
respect to u and u′. In the following we will assume that all functions involved have
the required smoothness.

From the above expression we can deduce the following results.
1. The arbitrariness of δu leads to the vanishing of the integral (2.7), and thus
we have the Euler–Lagrange equation to be satisfied by all extremals:

0 =
∂F

∂u
(t, u∗, (u∗)′)− d

dt

(
∂F

∂u′
(t, u∗, (u∗)′)

)

+ λ∗ ·
(
∂H
∂u
(t, u∗, (u∗)′)− d

dt

(
∂H
∂u′

(t, u∗, (u∗)′)
))

,

which, introducing the notation

Eu(F (t, u∗, (u∗)′)) =
∂F

∂u
(t, u∗, (u∗)′)− d

dt

(
∂F

∂u′
(t, u∗, (u∗)′)

)
(2.10)

and

L(t, u∗, (u∗)′,λ∗) = F (t, u∗, (u∗)′) + λ∗ ·H(t, u∗, (u∗)′),(2.11)

becomes

Eu(L(t, u∗, (u∗)′,λ∗)) = 0.(2.12)

2. If one of the values u(a) or u(b) is not fixed, since (2.8) has to vanish for any
δu(a) we have the natural boundary condition

∂L
∂u′

(a, u∗(a), (u∗)′(a),λ∗) = 0(2.13)

if u(a) is free, or the corresponding equation if u(b) is free.
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3. Similarly, if the end-points a or b are free, since (2.9) has to vanish for any
δ(a) or δ(b), respectively, we have the natural boundary condition

L(a, u∗(a), (u∗)′(a),λ∗) = 0(2.14)

if a is free, or the corresponding equation if b is free.
4. Finally, if the end-point t = a is on a given curve ψ(t) (which, in particular,
implies that a is free), we have the transversality conditions

L(a, u∗(a), (u∗)′(a),λ∗)+(ψ′(a)− (u∗)′(a))
(
∂L
∂u′

(a, u∗(a), (u∗)′(a),λ∗)
)
= 0,

u∗(a) = ψ(a),(2.15)

or the corresponding equations in the case when t = b lies on the curve ψ(t).
Equations (2.12)–(2.15) are the well-known necessary conditions for an extremum

in the calculus of variations, which have been extensively used and applied to many
practical problems.

Equation (2.12), together with the fixed end-point conditions

u(a) = ua, u(b) = ub,(2.16)

or the corresponding natural or transversality conditions in (2.13)–(2.15), leads to a
boundary value problem (BVP) which allows us to solve the calculus of variations
initial minimization problem.

3. Sensitivity Analysis in Calculus of Variations. In this section we consider
a parametric family of calculus of variations problems and analyze how the corre-
sponding optimal solutions change when parameters are modified. For the sake of
simplicity, we start by considering the case of finite parameters, and we postpone
the case of data functions (infinitely many parameters) to section 4. More precisely,
consider the problem

Minimize
u(t)

J(u;p) =
∫ b(p)

a(p)
F (t, u, u′;p) dt(3.1)

subject to

H(u;p) = 0,(3.2)

where

H(u;p) = (H1(u;p),H2(u;p), . . . ,Hm(u;p))

and

Hi(u;p) =
∫ b(p)

a(p)
Hi(t, u, u′;p) dt, i = 1, 2, . . . ,m,(3.3)

0 ∈ Rm, and p = (p1, p2, . . . , pk) ∈ Rk is the vector of parameters.
The necessary conditions for the optimal solution u∗ of this problem are given by

the Euler–Lagrange equation (2.12), the constraints (3.2), and some of the equations
(2.13)–(2.15), depending on the problem, where now there is a dependence on p in
all equations.
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To obtain the sensitivity equations we compute all variations with respect to their
parameters. Thus, the variations of (3.1) and (3.2) lead to

δJ(u∗,p; δu, δp) =
∂F

∂u′
(t, u∗, (u∗)′;p)δu(t)

∣∣∣∣
b(p)

a(p)
+ F (t, u∗, (u∗)′;p)δ(t)|b(p)

a(p)

+
∫ b(p)

a(p)
Eu(F (t, u∗, (u∗)′;p))δu(t) dt

+

(∫ b(p)

a(p)

∂F

∂p
(t, u∗, (u∗)′;p) dt

)
· δp(3.4)

and

0 = δHi(u∗,p; δu, δp) =
∂Hi

∂u′
(t, u∗, (u∗)′;p)δu(t)

∣∣∣∣
b(p)

a(p)
+ Hi(t, u∗, (u∗)′;p)δ(t)|b(p)

a(p)

+
∫ b(p)

a(p)
Eu(Hi(t, u∗, (u∗)′;p))δu(t) dt

+

(∫ b(p)

a(p)

∂Hi

∂p
(t, u∗, (u∗)′;p) dt

)
· δp, i = 1, . . . ,m.(3.5)

Note that we have denoted f(t)δ(t)|b(p)
a(p) = (f(b(p))b

′(p)− f(a(p))a′(p)) · δp.
The variations of the Euler–Lagrange equation (2.12) lead to

V(Eu(L(t, u∗, (u∗)′,λ∗;p))) = 0,(3.6)

where we have used the operator V defined by

V(S) = ∂S

∂u
δu+

∂S

∂u′
δu′ +

∂S

∂u′′
δu′′ +

∂S

∂p
· δp+ ∂S

∂λ
· δλ.(3.7)

If one faces a fixed end problem, the variation of the boundary condition leads to

u(a) = ua, u(b) = ub.(3.8)

With respect to the natural and transversality conditions, the variations at point
t = a if u(a) is free ((2.13) where there is also dependence on p) give

0 =
[
∂2L
∂u′∂u

δu+
∂2L
∂u′2

δu′ +
∂2L
∂u′∂p

· δp+ ∂2G

∂u′∂λ
· δλ

]∣∣∣∣
t=a

.(3.9)

Similarly, the variation of the natural boundary condition if a is free (see (2.14))
gives

0 =
[
∂L
∂u

δu+
∂L
∂u′

δu′ +
∂L
∂p
· δp+ ∂L

∂λ
· δλ

]∣∣∣∣
t=a

,(3.10)

and for the variation of the transversality conditions if the end-point t = a is on the
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curve ψ(t;p) (see (2.15)), we have

0 =
[
∂L
∂u

δu+
∂L
∂u′

δu′ +
∂L
∂p
· δp+ ∂L

∂λ
· δλ

+ (ψ′ − u′)
(

∂2L
∂u′∂u

δu+
∂2L
∂u′2

δu′ +
∂2L
∂u′∂p

· δp+ ∂2L
∂u′∂λ

· δλ
)

− ∂L
∂u′

(δψ′ − δu′)
]∣∣∣∣
t=a

,

δu(a) =
∂ψ

∂t
(a;p)δ(a) +

∂ψ

∂p
(a;p) · δp.(3.11)

For each λ, p, δλ, and δp, (3.6) is in general a nonhomogeneous linear second
order differential equation in δu, which, together with (3.8) and/or the boundary
conditions in (3.9)–(3.11), leads to a BVP, which is the parallel of the BVP referred
to in [27]. Its solution together with (3.4) and (3.5) allows us to get the sensitivities
of J , u, and λ with respect to p by replacing δp by the identity matrix, and (3.4)
and (3.5) are the counterparts of (1.5) for calculus of variations. Note also that (3.4)
and (3.5), on account of (3.6), lead to a system of linear equations in δJ , δp, and δλ.

Theorem 1.1 also holds for calculus of variations. As for the particular form of the
derivative of the objective function with respect to the parameters, the corresponding
sensitivity can be obtained analytically thanks to the Lagrangian and without using
the so-called variational derivatives, as is stated in the following theorem.

Theorem 3.1. The vector of sensitivities of the objective function of the primal
problem (3.1)–(3.2) with respect to p is given by

∂J∗(u;p)
∂p

=

(∫ b(p)

a(p)

∂L
∂p
(t, u∗, (u∗)′,λ∗;p) dt

)

+ L(t, u∗, (u∗)′,λ∗;p)|b(p) b
′(p)− L(t, u∗, (u∗)′,λ∗;p)|a(p) a

′(p)

+
∂L
∂u′

(t, u∗, (u∗)′,λ∗;p)
∣∣∣∣
b(p)

δu′(b(p))b′(p)

− ∂L
∂u′

(t, u∗, (u∗)′,λ∗;p)
∣∣∣∣
b(p)

δu′(a(p))a′(p),

(3.12)

which is the gradient of its Lagrangian function with respect to p evaluated at the
optimal solution u∗, λ∗.

The proof is a direct consequence of (3.4) and (3.5).
The practical consequences of Theorem 3.1 are that direct formulas for the sensi-

tivities are available, while the remaining sensitivities (of primal and dual variables)
are more difficult to obtain.

4. Sensitivity Analysis for Infinitely Many Parameters. A similar analysis to
that performed in section 3 can be developed if the k-dimensional parameter p is
changed to a vector data function φ = (φ1, . . . , φr) : R → R

r. Indeed, it would
be possible to redo all sensitivity computations when both parameters p and φ are
present; however, the notation is rather heavy going.
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Consider the problem

Minimize
u(t)

J(u;φ) =
∫ b

a

F (t, u, u′;φ,φ′) dt(4.1)

subject to

H(u;φ) = 0,(4.2)

where

H(u;φ) = (H1(u;φ),H2(u;φ), . . . ,Hm(u;φ))

and

Hi(u;φ) =
∫ b

a

Hi(t, u, u′;φ,φ′) dt, i = 1, 2, . . . ,m.(4.3)

Again, necessary conditions for the optimal solution u∗ of this problem are given
by (2.12), (3.2), and some of the equations (2.13)–(2.15), depending on the problem.
But now, the dependence is on φ instead of p and computations are slightly different.

The variation of J is given by

δJ(u∗,φ; δu, δφ) =
∂F

∂u′
(t, u∗, (u∗)′;φ,φ′)δu(t)

∣∣∣∣
b

a

+ F (t, u∗, (u∗)′;φ)δ(t)|ba

+
∫ b

a

Eu(F (t, u∗, (u∗)′;φ,φ′))δu(t) dt

+
∫ b

a

Eφ(F (t, u
∗, (u∗)′;φ,φ′)) · δφ(t) dt

+
∂F

∂φ′
(t, u∗, (u∗)′;φ,φ′) · δφ(t)

∣∣∣∣
b

a

(4.4)

and

0 = δHi(u∗,φ; δu, δφ) =
∂Hi

∂u′
(t, u∗, (u∗)′;φ,φ′)δu(t)

∣∣∣∣
b

a

+ Hi(t, u∗, (u′)∗;φ,φ′)δ(t)
∣∣b
a

+
∫ b

a

Eu(Hi(t, u∗, (u∗)′;φ,φ′))δu(t) dt+
∫ b

a

Eφ(Hi(t, u∗, (u∗)′;φ,φ′)) · δφ(t)

+
∂Hi

∂φ′
(t, u∗, (u∗)′;φ,φ′) · δφ(t)

∣∣∣∣
b

a

, i = 1, . . . ,m.(4.5)

Now, the variation on the Euler–Lagrange equation (2.12) is

W(Eu(L(t, u∗, (u∗)′,λ∗;φ))) = 0,(4.6)

where the operator W is given by

W(S) = ∂S

∂u
δu+

∂S

∂u′
δu′ +

∂S

∂u′′
δu′′ +

∂S

∂λ
· δλ+ ∂S

∂φ
· δφ+ ∂S

∂φ′
· δφ′.(4.7)
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The variations of the natural and the transversality conditions in this case must
be null; i.e.,

0 =
[
∂2L
∂u′∂u

δu+
∂2L
∂u′2

δu′ +
∂2G

∂u′∂λ
· δλ+ ∂2L

∂u′∂φ
· δφ+ ∂2L

∂u′∂φ′
· δφ′

]∣∣∣∣
t=a

,(4.8)

0 =
[
∂L
∂u

δu+
∂L
∂u′

δu′ +
∂L
∂λ
· δλ+ ∂L

∂φ
· δφ+ ∂L

∂φ′
· δφ′

]∣∣∣∣
t=a

,(4.9)

0 =
[
∂L
∂u

δu+
∂L
∂u′

δu′ +
∂L
∂λ
· δλ+ ∂L

∂φ
· δφ+ ∂L

∂φ′
· δφ′(4.10)

+ (ψ′ − u′)
(

∂2L
∂u′∂u

δu+
∂2L
∂u′2

δu′ +
∂2L
∂u′∂λ

· δλ
)

+ (ψ′ − u′)
(
+

∂2L
∂u′∂φ

· δφ+ ∂2L
∂u′∂φ′

· δφ′
)
− ∂L
∂u′

(δψ′ − δu′)
]∣∣∣∣
t=a

,

δu(a) = δψ(a).(4.11)

This is the nonhomogeneous linear second order differential equation in δu, which,
together with (4.6)–(4.11), leads to a BVP (the parallel to that mentioned in [27] for
optimal control), whose solution, together with (4.4) and (4.5), allows us to find the
sensitivities.

In this case, the counterpart of Theorem 1.1 is the following theorem.
Theorem 4.1. The vector of sensitivities of the objective function of the primal

problem (4.1)–(4.2) with respect to φ(t) is given by

∂J∗(u;φ)
∂φi(t)

= Eφi(L(t, u∗, (u∗)′,λ∗;φ))

+
∂L
∂u′

(t, u∗, (u∗)′;φ,φ′)δu(t)
∣∣∣∣
b

a

+ L(t, u∗, (u∗)′;φ)δ(t)|ba

+
∫ b

a

Eφi(F (t, u∗, (u∗)′;φ,φ′))δφi(t) dt

+
∂L
∂φ′i

(t, u∗, (u∗)′;φ,φ′) · δφi(t)
∣∣∣∣
b

a

,(4.12)

which is the gradient of its Lagrangian function with respect to φ evaluated at the
optimal solution u∗, λ∗.

As in the previous case this theorem allows us to obtain closed form formulas for
the objective function sensitivity.

5. Some Examples of Applications. In this section we illustrate the proposed
method with its application to two examples.

5.1. A Mathematical Example. Consider the following parametric problem of
parameter p (see [22, p. 111]):

Minimize
u(t; p)

J(u(t; p)) =
∫ π

0
(u′)2(t; p) dt(5.1)

subject to ∫ π

0
pu2(t; p)dt = 1, u(0; p) = 0, u(π; p) = 0.(5.2)
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Since analytical solutions for this problem can be easily obtained, we can calculate
the sensitivities by two different methods: (a) direct calculation, and (b) using the
proposed methods.

Direct Calculation of the Sensitivities. In order to calculate the partial deriva-
tives of J , λ, and u(t; p), we first solve the parametric problem in terms of p. The
Euler–Lagrange equation for this problem is

u′′(t; p)− λpu(t; p) = 0,(5.3)

whose solution is

u(t; p) = c1 sin
(
t
√
−λp

)
+ c2 cos

(
t
√
−λp

)
,(5.4)

which, using the boundary conditions in (5.2), leads to the optimal solution

u∗(t; p) = ±
√
2
pπ
sin(t), λ∗ = −1

p
, J(u(t; p)) =

1
p
.(5.5)

Then the partial derivatives of u(t; p), λ, and J are

∂u(t; p)
∂p

= ∓ sin t√
2πp3

,(5.6)

∂λ

∂p
=
1
p2 ,(5.7)

∂J

∂p
= − 1

p2 .(5.8)

Sensitivity Analysis Using the Proposed Methods. The objective function sen-
sitivity in (5.8) can also be calculated using Theorem 3.1 as follows:

∂J

∂p
=
∫ π

0

∂((u∗)′2(t; p) + λ∗p(u∗)2(t; p))
∂p

dt

= λ

∫ π

0
(u∗)2(t; p) dt =

λ∗

p
= − 1

p2 .(5.9)

If one is interested in calculating the partial derivatives of u(t), λ, and J(u(t))
with respect to p simultaneously, (3.4), (3.5), and (3.6) can be applied.

As

F (t, u(t), u′(t)) = (u′)2(t),
H(t, u(t), u′(t); p) = pu2(t),

we have

Eu(F (t, u(t), u′(t))) = −2u′′(t), Eu(H(t, u(t), u′(t); p)) = 2pu(t),(5.10)

∂F

∂p
= 0,

∂H

∂p
= u2(t),

∂F

∂u′
= 2u′(t),

∂H

∂u′
= 0,

Eu(L(t, u, u′, λ; p)) = −2u′′(t) + 2λpu(t) = 0.(5.11)
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306 E. CASTILLO, A. CONEJO, AND E. ARANDA

Thus (3.4), (3.5), and (3.6) become

δJ =
∫ π

0
−2u′′(t)δu(t) dt,

0 =
∫ π

0
2pu(t)δu(t) dt+ δp

∫ π

0
u2(t) dt,

0 = −2δu′′(t) + 2λpδu(t) + 2pu(t)δλ+ 2λu(t)δp.

Then we get

δJ = −2
∫ π

0
u′′(t)δu(t) dt,(5.12)

δp = −2p
∫ π

0
pu(t)δu(t) dt,(5.13)

δu′′(t)− λpδu(t) = u(t) (pδλ+ λδp) .(5.14)

To obtain the partial derivatives of u(t), λ, and J(u(t)) with respect to p, we
solve the BVP (5.14) with the two boundary conditions δu(0) = δu(π) = 0, and the
system of linear equations (5.12)–(5.13) together with δp = 1, resulting in exactly the
sensitivities in (5.6)–(5.8).

5.2. A Slope Stability Problem. In this section we present a slope stability prob-
lem. Slope stability analysis (see [3, 4]) consists of determining the safety factors F
(the ratio of the resistance to sliding forces or moments) associated with a series of
sliding lines previously defined by the engineer, and finding the one that leads to
a minimum safety factor F0. Since each of these forces and moments can be given
as a functional, the problem can be stated as the minimization of a quotient of two
functionals.

The papers [5, 6, 7, 28, 24], based on the Janbu method (see [21]), proposed for
a purely cohesive soil the following functional:

Q =
QN
QD

=

∫ t1
t0
f1(t, u(t), u′(t))dt∫ t1

t0
f2(t, u(t), u′(t))dt

=

∫ t1
t0
(1 + u′2(t))dt∫ t1

t0
(ũ(t)− u(t))u′(t)dt

,(5.15)

where f1(t, u(t), u′(t)) and f2(t, u(t), u′(t)) and QN and QD are the subintegral func-
tions and the functionals in the numerator and denominator, respectively, Q = F

V ,
F is the safety factor, V = c

γH , c is the cohesion of the soil, γ is the unit weight
of the soil, H is the slope height, t1 and t2 are the t-coordinates of the sliding line
end-points, ū(t) is the slope profile (ordinate at point t), u(t) is the ordinate of the
sliding line at point t, and (see Figure 1)

ũ(t) =
1
π
arctan(πt), −∞ < t <∞.(5.16)

We note that t and u(t) have been adequately normalized by dividing the true
coordinates x and y(x), respectively, by the slope height H.

The Euler–Lagrange equation for this nonstandard problem of calculus of varia-
tions is (see [14] and [28])

Q =
f1u(t, u(t), u′(t))− d

dtf1u′(t, u(t), u′(t))
f2u(t, u(t), u′(t))− d

dtf2u′(t, u(t), u′(t))
=
2u′′(t)
ũ′(t)

,(5.17)
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that is,

u′′(x) =
Qũ′(t)
2

⇒ u′(t) =
Q

2
ũ(t) +B ⇒ u(t) =

Q

2

∫
ũ(t)dt+Bt+ C,(5.18)

where B and C are arbitrary constants.
Then (5.16) provides the set of extremals

u(t) =
Q

2

[
t arctan(πt)

π
− log(1 + π2t2)

2π2

]
+Bt+ C.(5.19)

In this case, the critical sliding line is infinitely deep (a well-known result to
soil mechanics experts). Thus, to simplify, we consider only the sliding lines passing
through the end-points at t0 = −1 and t1 = 1. Then the constants B, C, and Q must
satisfy the end-point conditions

ũ(t) = u(t), t = t0, t1,(5.20)

and (5.15). Solving this system one gets

B = 0.401907, C = −1.00284, Q = 7.13684,

with a critical sliding line with equation

u(t) = −1.00284 + 0.401907 t+ 3.56842
(
t arctan(π t)

π
− log(1 + π2 t2)

2π2

)
,

which is plotted in Figure 1.
The numerator QN and denominator QD of Q in (5.15) become

QN =
∫ 1

−1
(1 + (u′)2(t))dt = 4.64612

and

QD =
∫ 1

−1
(ũ(t)− u(t))u′(t)dt = 0.651005.

To illustrate the proposed sensitivity method we consider also the parameterized
problem

Minimize
u(t)

QN =
∫ 1

−1
(1 + (u′)2(t))dt(5.21)

subject to

QD =
∫ 1

−1

1
p
(ũ(t)− u(t))u′(t)dt = 1.(5.22)

As in the previous example, first we solve the parametric problem in terms of
parameter p and obtain the sensitivities by calculating the partial derivatives, and
then we use the proposed method.
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Direct Calculation of the Sensitivities. First, we build the Lagrangian function∫ 1

−1
(1 + (u′)2(t))dt+ λ

∫ 1

−1

1
p
(ũ(t)− u(t))u′(t)dt,(5.23)

whose Euler–Lagrange equation

2u′′(t) +
λ

p
ũ′(t) = 0(5.24)

has the solution

u(t) = − λ

2p

[
t arctan(πt)

π
− log(1 + π2t2)

2π2

]
+Bt+ C,(5.25)

where the constants B, C, and λ can be calculated using the equations

u(−1) = ũ(−1), u(1) = ũ(1),(5.26)

and (5.22), to get

B = 0.401907, C = −1.54045p, λ∗ = −10.9628p2,

with an optimal value of the objective function

Q∗N = 2.323058 + 5.4814p2

and a critical sliding line

u∗(t) = −1.54045 p+ 0.401907 t+ 5.4814 p
(
t arctan(π t)

π
− log(1 + π2 t2)

2π2

)
.

From the above, we get the sensitivities

∂Q∗N
∂p

= 10.9628p,(5.27)

∂λ∗

∂p
= −21.9256p,(5.28)

∂u∗(t)
∂p

= −1.54045 + 5.4814
(
t arctan(π t)

π
− log(1 + π2 t2)

2π2

)
.(5.29)

Sensitivity Analysis Using the Proposed Methods. The objective function sen-
sitivity (5.27) can also be calculated using Theorem 3.1 as follows:

∂Q∗N
∂p

=
∫ 1

−1

∂(1 + (u∗)′2(t) + λ∗

p (ũ(t)− u∗(t))(u∗)′(t))

∂p
dt

= −λ
∗

p2

∫ 1

−1
(ũ(t)− u∗(t))(u∗)′(t)dt = −λ

∗

p
= 10.9628p.

Note that

Q =

∫ t1
t0
(1 + (u∗)′2(t))dt∫ t1

t0
(ũ(t)− u∗(t))(u∗)′(t)dt

=
2.323058 + 5.4814p2

p
,

whose minimum value is attained at p = 0.651005, as expected. This is another way
of minimizing the initial quotient functional Q.
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In addition, in this case we have

F (t, u(t), u′(t); p) = 1 + (u′)2(t),

H(t, u(t), u′(t); p) =
1
p
(ũ(t)− u(t))u′(t),

and then

Eu(F (t, u, u′; p)) = −2u′′(t), Eu(H(t, u, u′; p)) = −
ũ′(t)
p

,

∂F

∂p
= 0,

∂H

∂p
= − (ũ(t)− u(t))u′(t)

p2 ,

which implies

Eu (L(t, u, u′, λ; p)) = −2u′′(t)− λ
ũ′(t)
p
;(5.30)

then (3.4), (3.5), and (3.6) become

δQN = −2
∫ 1

−1
u′′(t)δu(t) dt,

0 = −1
p

∫ 1

−1
ũ′(t)δu(t) dt− 1

p2

(∫ 1

−1
(ũ(t)− u(t))u′(t) dt

)
δp,

0 = −2δu′′(t)− ũ′(t)
p

δλ+
λũ′(t)
p2 δp,

which leads to

δQN = −2
∫ 1

−1
u′′(t)δu(t) dt,(5.31)

δp = −
∫ 1

−1
ũ′(t)δu(t) dt,(5.32)

2δu′′(t) = ũ′(t)
[
λδp

p2 −
δλ

p

]
.(5.33)

Equation (5.33) together with δu(−1) = δu(1) = 0 is a BVP, which, together with
(5.31) and (5.32), leads to exactly the same partial derivatives as those in (5.27)–
(5.29).

Applying Theorem 4.1 we get

∂Q∗N (u,φ)
∂ũ(t)

= Eũ(L(t, u∗(t), (u∗)′(t), λ∗; p)).(5.34)

However, we can also obtain the sensitivities of the initial slope stability problem
using the rule for obtaining the derivative of a quotient, and for this we get

∂Q∗(u,φ)
∂ũ(t)

=
QD Eũ(F (t, u∗(t), (u∗)′(t), λ∗; p))−QN Eũ(H(t, u∗(t), (u∗)′(t), λ∗; p))

Q2
D

=
(u∗)′(t)QN

Q2
D

=
(2.323058 + 5.4814p2)ũ′(t)

p2 ,

which for p = 1, d = 1 is shown in Figure 2. As expected, an increment of soil on the
right horizontal part of the slope reduces Q (and thus the safety factor) and gives a
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Fig. 2 Sensitivity of Q with respect to the slope profile.

negative sensitivity. Similarly, an increment of soil on the left horizontal part of the
slope increases Q (and thus the safety factor) and the sensitivity is positive:

W(Eu(L(t, u∗, (u∗)′,λ∗;φ))) = 0.(5.35)

To derive the sensitivity of the extremal sliding curve with respect to the slope
profile, we use (5.35), which leads to

W(Eu(L(t, u∗, (u∗)′,λ∗;φ))) =W(−2(u∗)′′(t) +Qũ′(t))
= −2δu′′(t) + δQũ′(t) +Qδũ′(t)

= −2δu′′(t) + QN (u∗)′(t)ũ′(t)
Q2
D

δũ(t) +Qδũ′(t) = 0,

whose solution for δũ(t) = δt0 (Dirac delta at t0) with the boundary conditions

δu(−1) = δu(1) = 0

is given in Figure 3.

6. Conclusions. The main conclusions from this paper are as follows.
1. Sensitivity analysis can be done for calculus of variations problems in a similar
way to how it is done in optimization problems (linear and nonlinear) and in
optimal control problems, obtaining results for calculus of variations that are
the parallel versions of those for the other problems.

2. Since not all calculus of variations problems can be considered as particular
examples of typical optimal control problems, a specific treatment of the
sensitivity analysis problem for calculus of variations is necessary.

3. Expressions (3.4), (3.5), and (3.6) together with the boundary conditions
(3.8)–(3.11) lead to a BVP and a system of linear equations in δJ , δλ, and
δp, which are the counterpart of (1.5) and permit the sensitivities of the
objective function optimal value, the dual solution, and the optimal solution
function with respect to data or parameters to be obtained. This result
extends naturally to the case of infinitely many parameters, as shown in
section 4.
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Fig. 3 Sensitivity of the sliding curve with respect to the slope profile.

4. Theorems 3.1 and 4.1 are the counterparts of Theorem 1.1 for calculus of
variations in the finite and infinite cases, respectively. They allow us to
obtain closed formulas for the objective function sensitivities with respect to
the data.

5. The two practical applications presented in this paper have illustrated and
clarified the theory and demonstrated the quality of the proposed technique,
together with the importance of the practical applications that can benefit
from the proposed methods.

6. The procedure developed in this paper can be easily generalized to more
complicated cases of calculus of variations, such as those including several
unknown functions, multiple integrals, etc.

7. It would be convenient for mathematicians, engineers, and practical research-
ers in general to become familiar with the sensitivity BVP and the linear
systems of equations in (3.6)–(3.11) and (4.6)–(4.11), and with Theorems 3.1
and 4.1, as they are already familiar with the general results of calculus of
variations in (2.12)–(2.15). This would allow them to incorporate sensitivity
analysis into their solutions of calculus of variations problems, increasing the
quality of their work.

Acknowledgment. The authors would like to thank the Editor and the anony-
mous referees who helped to improve the paper.
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