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  
Abstract— A stability and bifurcation analysis of multi-

element non-Foster networks is presented, illustrated through its 
application to non-Foster transmission lines. These are obtained 
by periodically loading a passive transmission line with negative 
capacitors, implemented with negative-impedance converters 
(NIC). The methodology takes advantage of the possibility to 
perform a stability analysis per subintervals of the perturbation 
frequency. This will allow an independent analytical study of the 
low-frequency instability, from which simple mathematical 
criteria will be derived to prevent bias-network instabilities at the 
design stage. Then, a general numerical method, based on a 
combination of the Nyquist criterion with a pole-zero 
identification of the individual NIC, will be presented, which will 
enable the detection of both low and high frequency instabilities. 
A bifurcation analysis of the multi-element non-Foster structure 
will also be carried out, deriving the bifurcation condition from a 
matrix-form formulation of the multi-element structure. The 
judicious choice of the observation ports will enable a direct 
calculation of all the coexisting bifurcation loci, with no need for 
continuation procedures. These bifurcation loci will provide useful 
insight into the global-stability properties of the whole NIC-loaded 
structure.   

   
 Index Terms—Non-Foster network, stability, bifurcation, Non-

Foster transmission line 

I. INTRODUCTION 

on-Foster circuits [1]-[6] are based on the use of  negative 
capacitors or inductors, implemented through transistor-

based negative impedance converters (NICs) [1]-[3], [7]-[8]. 
The non-Foster circuits have been applied for broadband 
impedance matching of electrically small antennas [1]-[2], [5], 
[9]-[10] and other system components. They also enable the 
realization of fast-wave transmission lines [6], [11]-[13], which 
allow the control of the phase delay of guided-wave devices, 
applied on squint-free beamforming of antenna arrays [13]-
[16]. Other interesting metamaterial realizations can be found 
in [17]-[20]. The fast-wave propagation is achieved by 
periodically loading [6], [11]-[14] the transmission line with 
negative capacitors, implemented with transistor-based 
configurations. However, a problem inherent to circuits based 
on non-Foster elements is the likelihood of unstable behavior, 
since any NIC is a potentially unstable two-port network [1]-
[6]. Using the NIC h-parameter matrix [3], it is shown that any 
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practical two-port NIC is always short-circuit stable (SCS) and 
open-circuit unstable (OCU) at one port (that is, when 
terminating that port in a short-circuit and an open circuit, 
respectively), and open-circuit stable (OCS) and short-circuit 
unstable (SCU) at the other port. In fact, the great potentiality 
of non-Foster circuits may be severely limited by their unstable 
behavior.  

Several previous works have addressed the stability analysis 
of non-Foster circuits [3]-[5], [17], [21]-[24]. Some of them 
rely on simplified equivalent networks of the loaded NIC [2], 
represented as a negative capacitor (or inductor), which is 
unrealistic. When considering the transistor-based NIC, most of 
the stability analyses presented are based on time-domain 
integration, applying a Gaussian pulse [5], or on the Nyquist 
criterion [4], [22]. The time-domain analysis may be unreliable 
since transients can be very long in NIC circuits, as 
demonstrated in [25]. On the other hand, when using the 
Nyquist criterion care must be taken in the selection of the 
complex function to which the Nyquist criterion is applied. This 
function should not contain any poles of the right-hand side of 
the complex plane (RHS) [26]-[29]. This is because the number 
Ncir of clockwise encirclements of the Nyquist plot around the 
origin provides the difference between the number NZ  of RHS 
function zeroes (agreeing with the number of RHS system 
poles) and the number NP of RHS function poles, that is, 
Ncir = NZNP [26]. Thus, unless NP = 0, the result will be 
inconclusive. The condition NP = 0 is ensured through the use 
of the Normalized Determinant Function (NDF) [28]-[29]. The 
NDF is calculated at the intrinsic device terminals. In this way 
all the possible feedback effects, including those resulting from 
parasitic elements inside the device models [30], are taken into 
account. If the analysis is not performed at the intrinsic 
terminals, the determinant may exhibit RHS poles, resulting 
from the interaction of the passive and purely active elements. 
In the case of black-box models, circuit-simulator models may 
be used. However, this may be problematic if the original black 
box includes multiple reactive effects, since the analysis must 
be performed in a large frequency interval, only limited by the 
device filtering effects.  

In this work we propose the use of pole-zero identification 
[31]-[33] to ensure the stable behavior of the active components 
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or blocks. This method relies on the fact that all the transfer 
functions [31]-[33] defined in a same linear system share the 
same denominator. It is based on the fitting of a transfer 
function with a quotient of polynomials, which provides the 
zeroes and poles with good accuracy. Thus, it is not necessary 
to calculate the transfer functions at the intrinsic device 
terminals, so, the method is fully compatible with the use of 
black-box models for the active devices. Nevertheless, exact 
pole-zero cancellations may occur in a particular transfer 
function, so two or more functions must be generally tested. 
Pole-zero identification [31]-[33] has recently been applied to 
non-Foster circuits [22], presenting pole-zero maps for 
particular circuit-component values, without a detailed 
investigation of the causes for the instability phenomena.  

The recent work [25] presents an in-depth stability analysis 
of a typical non-Foster matching network, applicable for 
antenna matching. Using analytical derivations as well as pole-
zero identification, two different instability mechanisms are 
detected. The first one is associated with the presence of real 
poles of low magnitude, caused by feedback effects inherent to 
the NIC transistor configuration. The second one is associated 
with poles of higher magnitude, detectable in a higher 
frequency interval. This instability was found to be due to the 
dominance of the negated impedance over the circuit passive-
loading effects, in a manner similar to what is described in [21], 
[34]. However, the analytical formulations and numerical 
methodologies presented in [25] were restricted to a non-Foster 
circuit based on a single NIC. The aim of this work is to extend 
the investigation to networks containing multiple NICs, as in 
the case of fast-wave transmission lines [6], [11]-[15], which 
are periodically loaded with NIC elements.  

Several procedures will be presented with two different 
objectives: getting insight into the instability mechanisms and 
providing useful methodologies to predict and suppress 
instability at the design stage. The procedures take advantage 
of the possibility to perform the stability analysis per 
subintervals of the perturbation frequency, as is usually done in 
the numerical pole-zero identification [31]-[33]. This will allow 
distinguishing the mechanism for low frequency instabilities 
from other instabilities detectable at higher frequencies. In fact, 
the transistor cross-coupled configuration is prone to give rise 
to unstable real poles [25], which can be predicted with an 
analytical formulation. The formulation will enable a 
convenient derivation of stability criteria, in terms of the 
transistor transconductances, biasing elements and number of 
cells, of easy evaluation at the design stage. The bifurcation 
phenomenon [35]-[41] that gives rise to the circuit instability 
will also be determined, deriving the bifurcation condition that 
defines the low-frequency stability boundary. 

Regarding the high frequency instabilities, the insightful 
work [42] is based on the derivation of analytical expressions 
to describe the frequency response of the non-Foster 
transmission line. However, ideal negative elements are 
considered instead of transistor-based NICs. Here the stability 
analysis will be carried out in a numerical manner, using 
complete and realistic models of all the elements in the NIC-
loaded line. This is preferred due to the complexity of the 

transistor-device models and the impact of parasitics. The 
method will be based on a combination of pole-zero 
identification [31]-[33] and the Nyquist criterion [26].    

The bifurcation phenomenon [35]-[37] that gives rise to the 
higher-frequency instabilities will also be identified and the 
bifurcation condition will be derived from a matrix-form 
formulation of the multi-element structure. The judicious 
choice of the observation ports will enable a direct calculation 
of all the coexisting bifurcation loci, with no need for 
continuation procedures. Note that the goal of this work is not 
the investigation on the fast-wave transmission line, which has 
been done by other authors [6], [11]-[14], but on their stability 
and bifurcation behavior, as well as the derivation of accurate 
and easy-to-use stability-analysis methodologies.  

The paper is organized as follows. Section II summarizes the 
methodology to obtain a non-Foster transmission line, based on 
the topology proposed in [11]-[12]. Section III presents the 
analytical formulation to predict instabilities associated with the 
bias network, as well as design criteria. Section IV presents the 
general numerical methodology for stability analysis. Section V 
describes a practical technique to obtain the instability 
boundary.   

II. NON-FOSTER TRANSMISSION LINE 

Following the methodology in [6], [11]-[14], the non-Foster 
transmission line is implemented through the periodic loading 
of this line with negative capacitors. Neglecting resistive 
contributions, the phase constant of the original passive 
transmission line is given by: 

 p x x effl c
c

            (1) 

where lx and cx and the inductance and capacitance per unit 
length, respectively, c is the speed of light and eff is the 
effective dielectric constant. The phase constant can be 
decreased by reducing the effective line capacitance through the 
periodical connection of negative capacitors. Assuming the 
parallel connection of one capacitor per length x, the phase 
constant becomes [15]: 

( )  neg
nF x x

C
l c

x
  

 
   

      (2) 

where Cneg has been defined as a positive quantity. Note that 
the radicand is frequency dependent, since the negative 
capacitance can only be achieved in a certain frequency band. 
In order to avoid backward propagation, the total capacitance 
must be positive [7]-[8], so the following condition must be 
fulfilled: 

0 


neg
x

C
c

x
           (3) 

In a practical realization, the Non-Foster transmission line 
will contain a limited number N of x cells, corresponding to a 
total length L. To achieve fast wave propagation in a certain 
bandwidth, the phase delay through the line of length L must be 
smaller than the one resulting from light passing through the 
vacuum [6], [11]-[14].  
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Fig. 1 Schematic of the fast-wave propagation transmission line, adapted from 
[7]-[8]. (a) NIC circuit, loaded with Cneg and R. The resistance R may be used 
only in an auxiliary manner, for analysis purposes. The connection nodes to the 
transmission line correspond to the collector of the first transistor TC1 and 
ground.  (b) Transmission line periodically loaded with the NICs.(c) and (d) 
Photographs of the top and bottom views of the fabricated prototype [FR-4 
(r = 4.4, h = 1.6 mm) substrate, using AVAGO AT41511 transistors]. 
 

The negative capacitance is obtained by using NICs, 
terminated a positive capacitor. The NIC chosen here is based 
on bipolar transistors, with the topology proposed in [11]-[12]. 
It uses two cross-coupled transistors, with a capacitor Cneg, 
connected between their emitter terminals [Fig. 1(a)]. 

According to [11]-[12], this topology, which also includes base, 
collector and emitter resistors, reduces the impact of 
discrepancies between the transistor elements. The NIC is 
connected to the transmission line through the collector 
terminal TC1. As previously reported [1], when the NIC input 
port is defined at the collector terminals, it is short-circuit 
stable, or stable when terminating the port in an impedance 
smaller than the input one. As argued in [11]-[12], this should 
be the case when introducing the NIC terminated in the 
capacitor Cneg into the transmission line, due to the condition 
(3). However, these stability considerations, in terms of open 
and short-circuit terminations, derive from a number of 
simplifying assumptions, with the two-port network described 
with a constant h-parameter matrix [3]. Therefore, a rigorous 
stability analysis at circuit level is essential.     

Since, as stated, the aim of this work is not the fast-wave 
transmission line design but the investigation of its stability 
properties, the test-bench is very similar to the one presented in 
[11]-[12]. The transmission line is implemented on the substrate 
FR-4 (r = 4.4, h = 1.6 mm). In a similar way as [11]-[12], 
N = 3 transmission-line sections are considered [Fig. 1(b)], 
though extensions to an arbitrary number N will also be 
assumed at some instances. As in [11]-[12], the length and 
width of the distributed transmission line sections are 33.3 mm 
and 10 mm, respectively. The negative capacitors –Cneg are 
implemented through the NIC shown in Fig. 1(a). Biasing 
inductors have been avoided since, as verified with the 
formulation presented in Section III, they make the circuit 
stable behavior even more critical, in agreement with previous 
reports [2], [9]-[10]. Accurate models of all the active elements, 
provided by Modelithics, will be used in all the simulations, 
though in Section II simplified analytical models will also be 
considered for an insightful investigation of the low-frequency 
instability.   

The biasing circuitry consists of the dc blocking capacitor C2, 
in series with the collector terminal TC1, and Cdc, in the cross-
coupling branches, and the resistors RBi, RCi and REi, where 
i = 1,2. Note that different values of these resistors are used, in 
principle, for the two transistors, since the NIC (with its input 
port defined between the collector terminal TC1 and ground) is 
not symmetric. An additional resistor R, connected in series 
with the capacitor Cneg, is also considered, as in some previous 
works [3]. The resistor R may not be necessary, but will 
facilitate the calculation of the instability boundaries in Section 
IV, even if the actual design has R = 0 .  
 After a preliminary design of the NIC circuit, the whole non-
Foster transmission line has been optimized in order to achieve 
a superluminal phase delay in the frequency band comprised 
between 1 MHz and 200 MHz. This has been done by 
considering M evenly-spaced frequency points, fm=fo+mf, 
where m = 0 to M1. The objective is to get a non-dispersive 
phase delay, fulfilling = -, where   is the time delay, 
which must satisfy  < L / c, under the constraint of a total 
positive capacitance [as in (3)].  The optimization is carried out 
through M single-point scattering-parameter simulations of the 
same 3-cell transmission line (with common element values), at 
the frequencies fm, where m = 0 to M1. The M goals are 

2m mf     . The value of the delay  is progressively 
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reduced, in a sequence of M-goal optimizations. The optimized 
elements are the capacitor Cneg, the resistor R and the biasing 
resistors. The results for the values VCC = 9 V, RC1 = 300 , 
RC2 = 47 , RE1 = 100 , RE2 =  257 , Cneg = 10 pF and R= 0 
 are shown in Fig. 2(a). 
 

 
Fig. 2 Optimization of the fast-wave transmission line. (a) Variation of the 
phase delay versus the input frequency obtained through multiple single point 
optimizations. (b) Stability analysis through pole-zero identification. The real 
part of the dominant poles has been represented versus VBB. There are three pairs 
of critical complex-conjugate poles and two critical real poles.(c) Expanded 
view of the pole locus in the low-frequency range. (d) Measured mixer-like 
spectrum, with two fundamental frequencies. 

 The stability analysis of the resulting circuit has been carried 
out through pole-zero identification [31]-[33]. As stated in the 
introduction, this method is based on the fact that all the transfer 
functions that can be defined in a linear system share a same 
denominator, which formally agrees with the system 
characteristic determinant. For the stability analysis, the circuit 
is terminated with 50 Ohm impedances, although any other 
arbitrary termination may equally be considered. In most cases, 
the transfer-function used is of impedance type, though an 
admittance type transfer function [33] can also be considered 
and will be used later in this work. In the impedance-type case, 
a small-signal current generator at the frequency f is introduced 
at a sensitive circuit node, such as those corresponding to the 
active devices. The transfer function Z(f) is defined as the ratio 
between the node voltage and the current introduced. The poles, 
which are common to all the possible transfer functions, are 
obtained by applying pole-zero identification to Z(f). The 
procedure in the case of an admittance-type transfer function 
[31-33] would be analogous.  

Pole-zero identification has been applied under variations of 
the bias voltage VBB. In Fig. 2(b), the variation of the imaginary 
and real part of the poles has been represented versus VBB. There 
are three pairs of critical complex-conjugate poles and two 
critical real poles, which cross the imaginary axis at different 
VBB values. In fact, the detection of the unstable real poles is 
demanding and requires an identification in the extremely low 
frequency interval 100 Hz 100 kHzf  . Fig. 2(c) presents an 

expanded view of the pole locus in the low-frequency range, 
showing how the two real poles merge into a pair of complex-
conjugate poles just before crossing the imaginary axis. Then, 
they split again into two real poles, one of which approaches the 
exis but never crosses to the LHS. The presence of both real and 
high frequency poles indicates a complex unstable behavior, 
which will be difficult to predict and control through a standard 
application of the available methodologies. The design was 
measured at VBB = 0.85 V and found to be unstable [Fig. 2(d)], 
in agreement with the predictions of Fig. 2(b). The measured 
spectrum is shown in Fig. 2(c). It is a mixer-like spectrum, with 
two fundamental frequencies. The incommensurate spectral 
lines with the highest power are at 364 MHz and 406 MHz. For 
VBB = 0.85 V, the poles at about 320 MHz in the simulation of 
Fig. 2(b) have not crossed the imaginary axis yet, since the Hopf 
bifurcation occurs at VBB = 0.87 V. However, small 
discrepancies in the component models would justify the 
observation of the corresponding oscillation at the lower bias 
voltage VBB = 0.85 V. As stated, the second most significant 
incommensurate frequency in the measured spectrum is slightly 
above 400 MHz. This should correspond to the one above 
500 MHz in the pole analysis. Although the two frequencies do 
not agree, inspection of Fig. 2(b) shows the high sensitivity of 
the frequency of this second pair of critical poles to VBB. In 
addition, one should take into account that, in general, poles 
only predict the oscillation frequency at the initial start-up 
transient, when the oscillator still behaves in a linear manner. 
As the oscillation amplitude continues to grow, there can be a 
significant variation of the oscillation frequency, due to 
nonlinear effects. This will be more remarkable under low a 
quality factor, as is the case of this circuit, mostly composed of 
capacitive and resistive elements. The frequency corresponding 
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to the third pair of critical poles does not appear in the spectrum 
as an independent fundamental. This is because the quasi-
periodic solution measured has stabilized through inverse 
bifurcations [35]-[41], at which the additional critical poles 
have crossed to the left-hand side of the complex plane (LHS).  

As stated, the low-amplitude real poles and the complex-
conjugate poles are obtained through identification in a low 
frequency band and a higher frequency band, respectively. This 
property will enable the distinction of the mechanism giving 
rise to the low-amplitude real poles from other instabilities, 
detectable at higher frequencies, including those associated 
with the impedance negation. In the following section, a 
detailed analytical study of the low-frequency instability is 
presented. 

III. LOW-FREQUENCY INSTABILITY 

Initially, the instability due to real poles on the RHS will be 
studied. This should be detectable by considering a small 
perturbation frequency, so most of the transistor parasitic 
elements can be neglected, as well as the pair R-Cneg, behaving 
basically as an open circuit, which is due to the high value of 
the impedance associated with Cneg in the low-frequency range. 
On the other hand, the transmission line sections can be 
considered as short circuits. Under these simplifications, in the 
case of an N-cell transmission line, the low-frequency 
equivalent circuit approximately consists of the parallel 
connection of N one-port blocks with the input admittance Yin 
and two termination impedances, as shown in the schematic of 
Fig. 3(a). Results will be validated through comparison with 
complete circuit-level simulations using models from 
Modelithics and with measurements.     

For the stability analysis of the circuit in Fig. 3(a), a small 
perturbation of complex frequency s is considered. Applying 
Kirchoff’s laws to the equivalent circuit in Fig. 3(a), one obtains 
the following characteristic equation: 

2 2 ( )
 ( ) 0

( )in
o o

num s
N Y s N

Z Z den s
          (4) 

where num(s) and den(s) are the numerator and denominator of 
( )inY s . In (4) the line has been assumed to be terminated in 

Zo = 50 . However, the analysis can be easily extended to 
arbitrary termination impedances. Provided that there are no 
cancellations of RHS zeroes and RHS poles in the function  

( )inY s  (which should be checked in a separate manner), the 

stability properties of the whole configuration in Fig. 3(a) will 
be determined by the roots of the following characteristic 
polynomial: 

2  ( )  ( ) 0G den s N num s         (5) 

where 1 / oG Z . All the roots of (5), agreeing with the system 

poles, should have a negative real part. The characteristic 
equation (5) is of general application regardless of the particular 
bias network, defining the form of ( )inY s . In fact, the bias 

network considered in Fig. 1 is just a particular case, considered 
for illustration.  

The NIC input admittance at low frequencies, Yin(s), will be 

calculated using simplified low-frequency models of the 
transistor devices, in which all the capacitive and inductive 
elements can be neglected. Resistive elements might be needed 
in some cases, but here a very good prediction of the stability 
properties has been achieved without these elements, so they 
will also be neglected for a better insight. Thus, the transistors 
are modeled with ideal linear transconductance functions gmi Vi, 
where i =1,2. For each bias point (of each transistor device), the 
gm in the simplified model of the bipolar transistor is estimated 
as / 25.9 mSm cg I  [43]. This provides the simplified 

equivalent circuit of Fig. 3(b). Note that this is just an example 
of equivalent low-frequency circuit, since the method can be 
extended to other bias-network topologies. 

To calculate the low-frequency Yin(s), the equivalent circuit 
in Fig. 3(b) is excited with the AC voltage source Vin. Applying 
Kirchoff’s laws, one obtains the following linear system:  

2
2

1 1 1 2

2 2 1 2

1 1

1

1
0

in in
dc

in
dc

dc

p q I V I
C s C s

I a b I I
C s

a b I I
C s

 
    
 
 

   
 

 
   

 

      (6) 

where Iin is the current through the voltage source and the 
following parameters have been defined: 
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      (7) 

Note that the conductances GB = RB
-1, GC = RC

-1, GE = RE
-1 

have been defined. The input admittance Yin is obtained as the 
ratio Yin = Iin/Vin. It is easily seen that the resulting expression 
has no inherent cancellations of zeroes and poles. Replacing the 
expression for ( )inY s  into (5), one obtains the following third-

order characteristic polynomial: 
 3 2

3 2 1 0 0s s s           (8) 

where all the coefficients are constant quantities, given by: 

 2
3 2 2 1 2

2 2 2 2 1 2 2 1
2

1 2

1 2 2 2 1 2 1 2 2 1
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( ) ( )
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  

   
    
   



   (9) 

In view of the positive sign of 0 , a necessary condition for 

stability is 1 2 3, , 0    . From the inspection of (9), the 

coefficients 1 2,   can be either positive or negative. A critical 

quantity is 1 2 1a a  , which may become negative for high 

transistor gain and different combinations of (low) emitter 
resistors and (high) collector resistors. However, even if the 
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condition on the equal sign of the polynomial coefficients is 
fulfilled, the system may be unstable since the Routh-Hurtwiz 
criterion [26] involves the evaluation of other parameters, 
depending on the polynomial coefficients.  

 

 
Fig. 3 Equivalent circuit used for the stability analysis in the low-frequency 
range. (a) Transmission line. (b) Circuit used to calculate Yin, as the ratio 
between Iin and Vin.  

 
Fig. 4 presents the evolution of the three roots of (8) versus 

the resistor RC1. The results are compared with those obtained 
with pole-zero identification applied to two different circuits, 
simulated in microwave commercial software. One is the same 
equivalent circuit in Fig. 3 and the other is the realistic non-
Foster transmission line, with full accurate models of all the 
active and passive elements, provided by Modelithics. As 
stated, the two have been simulated with microwave 
commercial software, applying pole-zero identification [31]-
[33] to the impedance function Z(f) extracted from this 
software. As shown in Fig. 4, the analytical results overlapped 
with the simulations of the simplified model and exhibit an 
excellent agreement with those corresponding to the accurately 
modeled circuit. In the latter case, to detect the negative real 
pole with very small magnitude, it has been necessary to 
consider a small frequency interval, going from zero to a few 
hundred Hertz. The advantage of the analytical formulation is 
the possibility of a direct evaluation of the Routh-Hurtwiz 
stability conditions at the design stage, since these conditions 
depend only on the coefficients of the characteristic 
polynomial. They can be easily checked after each variation of 
the biasing network elements and transistor-bias point.  

An analytical formulation can also be derived for the case of 
bias networks based on inductive elements. This will give rise 
to a higher system order, as a result of the higher number of 
reactive elements. For simplicity, the circuit considered in the 
derivation has no resistors and DC feeds are used for a direct 
biasing of the transistor terminals. The resistor RE2 is 
eliminated, grounding the corresponding terminal, and the 
resistors RE1, RB1, RB2, RC1 and RC2 are replaced with DC-feeds. 
In the most usual case of equal values for the DC-block 
capacitors and DC-feed inductors, given by L and C, the 
coefficients of the characteristic polynomial are: 
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(10) 

According to the Routh-Hurwitz criterion, if 3gm2 > 2G 
(7 < 0), a sufficient condition for circuit instability is fulfilled. 
This is the case in the design considered here, having 
gm2 = 32 mS and G = 20 mS. Our results agree with previous 
observations [2], [9]-[10], stating that biasing networks based 
on inductors are more likely to give rise to instability.  

 

 
Fig. 4 Evolution of the three roots of (8) versus the resistor RC1. The results are 
compared with those obtained with pole-zero identification applied to two 
different circuits, simulated in microwave commercial software. One is the 
same equivalent circuit in Fig. 3 and the other is the realistic non-Foster 
transmission line, with full accurate models of all the passive and active 
elements, provided by Modelithics. 
 

As gathered from Fig. 4, the circuit becomes unstable from 
certain value of RC1, in consistency with the reduction of the 
damping effect of this resistor, in parallel at the input port. The 
qualitative change of the stability is due to the crossing of a pair 
of complex-conjugate poles through the imaginary axis, which 
corresponds to a Hopf bifurcation [35]-[41]. Despite this, one 
should note that for most of the unstable interval, there are two 
real poles on the RHS, which should lead to a relaxation 
oscillation, in agreement with the results of the previous work 
[25]. In addition to the critical pair of complex conjugate poles, 
both the analytical formulation and pole-zero identification 
predict a negative real pole of very small magnitude. This will 
give rise to long transients, so the time-domain simulation of 
this kind of circuit should be extremely inefficient and/or 
inconclusive.   

As gathered from our simplified system (8), instability 
cannot be due to the direct crossing through zero of a real pole. 
Mathematically, this would imply the fulfillment of equation 
(8) for s = 0 (real pole crossing the imaginary axis), leading to 
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the impossible condition 0 = 0 [see definitions in (9)]. The 
bifurcation can only be due to a pair of complex-conjugate poles 
crossing the imaginary axis. This is also seen in Fig. 2(c), even 
though the analysis in this figure corresponds to the full circuit, 
loaded with R and Cneg.  

As shown in Fig. 4, after crossing the imaginary axis the pair 
of complex-conjugate poles splits into two real poles, which is 
indicative of a relaxation oscillation. These oscillations are 
associated with the periodical charging and discharging of 
circuit capacitors. They can be reasonably expected in a circuit 
based on resistive and capacitive elements. For validation the 
circuit has been experimentally characterized in the absence of 
the loading elements Cneg and R. Fig. 5 shows the measured 
spectra for different RC values. The experimental results exhibit 
a very good agreement with the analytical and simulation 
predictions of Fig. 4. The dense spectral content observed in 
Fig.  5(c) and 5(d) is consistent with this kind of oscillation. 
There is an additional independent fundamental, which should 
have arisen from a secondary Hopf bifurcation of the oscillation 
predicted by the analysis in Fig. 4. 

 

 
Fig. 5 Measured spectra for different RC values. (a) RC1 = 100 . Stable. (b) 
RC1 = 150 . Stable. (c) RC1 = 180 . Unstable. (d) RC1 = 220 . Unstable. 

 
The previous identification of the bifurcation phenomenon 

that gives rise to the low-frequency instability will allow a 
direct calculation of the stability boundary. Obtaining these 
boundaries is useful since they provide global information on 
the circuit stability properties and their evolution versus 
relevant circuit parameters. The qualitative stability change is 
due to a Hopf bifurcation [35]-[41], so the stability boundary in 
terms of any two convenient parameters can be calculated by 
replacing s with j in (8). Splitting the resulting complex 
equation into real and imaginary parts one obtains the following 
system of two real equations: 

2
2 0

2
3 1

0        ( )

0         ( )

a

b

  

  

  

  
          (11) 

Solving [11(b)] for 2  and replacing in [11(a)], the Hopf-
bifurcation condition is derived: 

0 3 2 1 0              (12) 

 
Useful parameters to analyze the Hopf-bifurcation condition 

are RC1, RC2, gm1 and gm2, since in the bipolar model the 
transconductance is approximate independent of the collector 
resistors. As an example, Fig. 6 presents the Hopf bifurcation 
locus in terms of RC1, RC2. As gathered from the figure, the 
circuit is stable for sufficiently small value of any these two 
resistors. The Hopf locus is in total agreement with the 
predictions of the stability analysis in Fig. 4, which was carried 
out for RC2 = 75 . Measurements for different pairs of resistors 
have been carried out. Points with stable behavior are indicated 
with asterisks. Points with unstable behavior are indicated with 
squares. There is a very good agreement with the analytical 
predictions by (12). 

 

 
Fig. 6 Hopf-bifurcation locus in terms of the two resistors RC1, RC2, delimiting 
the region giving rise to instabilities detectable in the lower frequency interval. 
Measurements have been superimposed with good agreement. 

IV. HIGH-FREQUENCY INSTABILITY 

The high-frequency stability analysis will only be performed 
considering realistic models of all the active and passive 
elements in the non-Foster transmission line. This is due to the 
relevant impact of parasitic elements at high frequency. The 
stability analysis will be numerical and based on a combination 
of pole-zero identification and the Nyquist criterion. This 
should be able to predict both the low-frequency instabilities 
considered in Section III and the high frequency instabilities, 
associated with the impedance negation and other effects.  

Two different components will be distinguished in the full 
circuit configuration: the passive transmission line, bounded by 
Zo = 50  (or any other impedance values), and the N negative-
impedance converters that periodically load this transmission 
line. Note that there can be changes affecting the passive line 
only, e. g., a variation in the number N of sections or an 
alteration of the termination impedances due to mismatch. For 
instance, instability arising when increasing N has been 
reported in [42], [44]. However, since the circuit operates in a 
linear regime, the input admittance ( )inY s , exhibited by the NIC 

will remain the same, under this line modifications.  
To derive the characteristic system resulting from a small 

perturbation at the frequency s, the schematic in Fig. 7 will be 
considered. The terminated passive line is described with an 
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N×N admittance matrix  ( )LY s , defined at the N ports where 

the N NICs are connected to this line. On the other hand, the N 
NICs are represented with an N×N diagonal matrix, with equal 
diagonal components given by the input admittance ( )inY s , 

which is indicated as  ( )indiag Y s . Then, the perturbed circuit 

must fulfill the following characteristic system: 

     ( ) ( ) 0L inY s diag Y s V        (13) 

where V is the vector composed by the voltage increments at 
the NIC connection nodes, resulting from the small 
perturbation. Provided that there are no exact cancellations of 
RHS poles and zeroes in the function ( )inY s  (which will be 

checked in a separate manner), the poles of the NIC-loaded 
transmission line will be given by the zeroes or roots of the 
following characteristic equation: 

    det( ) det ( ) ( ) 0L ins Y s diag Y s      (14) 

As an example, in the case of the line with N = 3 NIC 
elements, the above formulation particularizes to: 

 
11 12

12 22 12

12 11

det ( )

( ) ( ) 0

( ) ( ) ( )

0 ( ) ( )
det 0

( ) 0 0

0 ( ) 0

0 0 ( )

in

in

in

Y s

Y s Y s

Y s Y s Y s

Y s Y s

Y s

Y s

Y s



  
     
      
  
  
  
    

    (15) 

As stated, due to the possible cancellation of RHS zeroes and 
poles in ( )inY s , one must ensure that ( )inY s  does not exhibit any 

RHS poles, as these would give rise to instabilities internal to 
the NIC that would not be detectable with (14).  
 

 
Fig. 7. Set-up for the numerical stability analysis of the non-Foster transmission 
line. (a) Linear matrix definition. (b) Numerical calculation of the input 
admittance of the individual NIC: Yin(j). Pole-zero identification will be 
applied to this admittance-type transfer function.  

In practice, the number of unstable circuit poles can be 
directly calculated in the microwave commercial software 
through an application of the Nyquist criterion [4], [22] to the 
determinant in (14). For this criterion to be usable, the function 
det( )s  in (14) should not contain any RHS poles, since, as 

discussed in the introduction, Ncir = NZNP.  
Because the matrix  ( )LY s representing the terminated 

transmission line is passive, NP ≠ 0 may only come from 
possible RHS poles in the function Yin(s). Thus, Yin(s) should 
not exhibit any RHS poles, or, equivalently, as derived in the 
next paragraph, the NIC must be stable under a short circuit 
termination (SCS).  

The NIC stability analysis under a short-circuit termination 
is carried out through pole-zero identification. To identify the 
function Yin(s), a series-voltage source is introduced [Fig. 7(b)] 
between the two nodes used for the NIC connection to the 
transmission line. Then, the ratio between the current 
circulating through this source and the voltage delivered 
provides a transfer function of admittance type. Absence of 
RHS poles in Yin(s) would indicate stability under a short circuit 
termination at the input port (SCS). As discussed, care must 
also be taken to check that there is no cancellation of RHS poles 
with RHS zeroes in the Yin(s) function, which is done by 
performing this identification at different locations of the NIC, 
under a short-circuit termination at the node where it is 
connected to the transmission line. 

For RC1 = 150  one obtains a stable NIC behavior under a 
short-circuit termination. The pole-zero locus obtained through 
the identification of Yin(s) is shown in Fig. 8(a). All the poles 
are on the left-hand side of the complex plane (LHS). To check 
for any possible RHS pole-zero cancellations, the identification 
has been applied to several transfer functions, defined at 
different NIC nodes. No RHS poles have been obtained in any 
case. The procedure has also also been applied under variations 
of the capacitance Cneg [Fig. 8(b)]. The poles remain on the LHS 
in all cases, so the Nyquist criterion should be applicable for 
any Cneg. 

To obtain the Nyquist plot, the complex frequency s should 
be replaced by j in (14), which provides the function: 

    det( ) det ( ) ( )L inj Y j diag Y j        (16) 

 Then, a sweep must be carried out in  from zero to infinite, 
though in practice it is sufficient to sweep  from zero to a 
maximum value, depending on the device gain and low-pass 
characteristic. Because the complex function considered [given 
by in (13)] contains no RHS poles, the number of unstable poles 
of the non-Foster transmission line will agree with number of 
clockwise encirclements of the Nyquist plot about the origin of 
the complex plane: Ncir = NZ.  

The described procedure has been initially applied in the case 
of RC1 = 150  and N = 3. In Fig. 9, the Nyquist plot has been 
traced for different values of Cneg, comprised between 5 pF and 
16 pF. One can notice a high phase sensitivity about the point 
(0,0), which requires several zooms to evaluate the number of 
encirclements. As gathered from the expanded views of Fig. 
9(b), the Nyquist plot does not encircle the origin for Cneg values 
below approximately 15.5 pF. However, it does encircle the 
origin for Cneg > 15.5 pF. This can be associated with the 
dominance of the negative capacitance in the non-Foster 

ZC ZC

Yin(s)

[YL(s)]

Yin(s) Yin(s)

IinVin

+

 
-

(a)

(b)

TC1



TMTT-2017-07-0803.R1 

transmission line from certain Cneg. The validity of the 
predictions obtained with the Nyquist plot have been checked 
with pole-zero identification applied to the entire non-Foster 
transmission line. In Fig. 10, the real part of the dominant pair 
of complex-conjugate poles has been represented versus Cneg. 
This pair of complex-conjugate poles crosses to the RHS at 
Cneg = 15.5 pF, in full agreement with the prediction of the 
Nyquist plot.  

 
 

 
 

Fig. 8. Verification of the NIC stability prior to the stability analysis through 
the Nyquist plot. (a) Pole-zero locus obtained through the identification of Yin(s) 
for Cneg = 10 pF (b) Evolution of the real part of the dominant poles versus Cneg, 
indicating stable behavior for all the Cneg values. 

 
The Nyquist criterion could not be used to detect the low-

frequency instability, analyzed in Section III. This is because 
the standalone NIC is unstable under short-circuit terminations 
for some values of its resistive and capacitive components. 
Using the analysis in Section III, these components are selected 
in order to prevent the low frequency instability. Then, as 
verified in Fig. 8, the standalone NIC is stable under short-
circuit terminations in the whole frequency range, so the 
Nyquist criterion can be applied to analyze the stability of the 
whole non-Foster transmission line. 

The difficulties associated with the significant variations in 
the phase sensitivity of the Nyquist plot with respect to  can 
be avoided by using a formulation of feedback type, based on 
the multiplication of the characteristic system (13) by the 

inverse of the passive matrix   1
( )LY s


 (provided that the matrix 

is nonsingular). In the general case of NൈN matrices, the 
resulting Nyquist determinant, of feedback type [32]-[33], is the 
following: 

 
      

      

1
det ( ) det   ( ) ( )

det   ( ) ( )

fb L in

L in

j U Y j diag Y j

U Z j diag Y j

  

 

  


 

 (17) 
where  U  is the NൈN diagonal matrix and  ( )LZ j  is the 

passive-impedance matrix, directly calculated with the 
commercial software. The feedback formulation involves a 
normalization effect, as the one demonstrated in [28]-[29]. The 
Nyquist plots obtained with the feedback formulation (17) for 
the same Cneg values are shown in Fig. 9(c) and Fig. 9(d). The 
same stability predictions are obtained, though the phase 
sensitivity is more even versus the perturbation frequency.  
 
 

 
 
Fig. 9. Nyquist analysis in the case of a non-Foster transmission line with N = 3 
elements and RC1 = 150 . (a) Global view when using the function (16). (b) 
Expanded view when using the function (16). Unstable behavior is obtained for  
Cneg ≥ 15.5 pF.  (c) Nyquist plots obtained when using the feedback formulation 
in (17) for the same set of Cneg values. (d) Expanded view. 
 
 

 
 
Fig. 10. Validation of the results of the Nyquist plots in Fig. 9 with pole-zero 
identification. The real part of the dominant pair of complex-conjugate poles 
has been represented versus Cneg. This pair of complex-conjugate poles cross to 
the RHS at Cneg = 15.5 pF, in full agreement with the prediction of the Nyquist 
plot.  
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  Note that the Nyquist analysis and pole-zero identification 
are used here in a complementary manner. Pole-zero 
identification is applied only to the individual NIC to ensure the 
absence of RHS poles of Yin(s). This allows the application of 
the Nyquist criterion to the whole non-Foster transmission line, 
which can be done in the microwave commercial software 
through a simple computation of the matrices and determinant 
in (17), without any post-processing of the data. This enables a 
direct checking of the stability properties at the design stage. 
One advantage of the Nyquist criterion with respect to the pole-
zero identification is the fact that the whole stability analysis is 
carried out through a single frequency sweep. It does not require 
splitting the perturbation frequency range (from dc to a very 
high value) into subintervals. We believe that this cooperative 
use of pole-zero identification and the Nyquist criterion can be 
of practical interest in other circuits with complex topologies.  

As another example, the Nyquist criterion has been applied 
to a non-Foster transmission line containing N = 10 cells, using 
the feedback formulation (17). Under variations of Cneg, 
instability arises from much smaller value than in the case of 
only N = 3 cells.  This is shown in Fig. 11, which compares the 
results obtained for Cneg = 1 pF and Cneg = 3 pF. For Cneg = 1 pF, 
the Nyquist plot does not encircle the origin, so the non-Foster 
transmission line is stable. For Cneg = 3 pF, the Nyquist plot 
encircles the origin twice, so the non-Foster transmission line 
should contain two pairs of unstable of poles on the RHS. This 
has been validated through the application of pole-zero 
identification to the whole transmission line. Results are shown 
in Fig. 12, where the real part of the dominant poles has been 
represented versus Cneg. In agreement with the predictions of 
the Nyquist plot, the circuit is stable at Cneg = 1 pF. In the 
neighborhood of Cneg = 2.5 pF, two pairs of complex-conjugate 
poles cross to the RHS, one after the other. For Cneg = 3 pF, the 
circuit is unstable with two pairs of complex-conjugate poles on 
the RHS, in agreement with the predictions of the Nyquist plot 
in Fig. 11.   
  
 

 
Fig. 11. Application of the Nyquist criterion to a non-Foster transmission line 
containing N = 10 cells, with RC1 = 150 , using the feedback formulation (17)
. (a) Cneg = 1 pF, global view of Nyquist plot, predicting stable beavior. (b) 
Cneg = 1 pF, expanded view. (c) Cneg = 3 pF, global view of Nyquist plot, 
predicting unstable behavior. (b) Cneg = 3 pF, expanded view. 

 

 
 

Fig. 12. Validation of the Nyquist plots through pole-zero identification applied 
to the entire non-Foster transmission line. The real part of the dominant poles 
has been represented versus Cneg. The circuit becomes unstable at about 
Cneg = 2.5 pF. Two pairs of complex-conjugate poles cross to the RHS one after 
the other. 

 

V. HOPF-BIFURCATION LOCUS 

As has been shown in the various stability analyses versus 
relevant circuit parameters, the qualitative change of stability is 
due to the crossing of a pair of complex-conjugate poles 
through the imaginary axis, which corresponds to a Hopf 
bifurcation [37]-[40],[45]. This is, in fact, the most usual 
instability mechanism in a circuit operating in small signal, 
since a real pole crossing through zero would imply either a 
turning point or a branching point in the DC solution curve [35]-
[37], which are relatively rare.  

On the other hand, the observation of several consecutive 
crossing of complex-conjugate poles through the imaginary 
axis is indicative of the possible existence of several Hopf locus 
sections or even disconnected loci. Here a methodology for the 
direct tracing of Hopf bifurcation locus, with no need for 
continuation methods, is proposed. This is based on a matrix 
formulation, with a judicious choice of the reference ports, as 
many as the number N of NICs. In fact, the N ports will be 
defined between nodes loaded with equivalent passive 
branches, containing elements that do not affect the transistor 
biasing, since those elements will be considered as unknowns 
of the bifurcation equation. The non-Foster transmission line 
will be opened at ports defined between the nodes where the 
capacitance Cneg, in series with the resistor R, is connected to 
the structure (Fig. 13). As will be shown, this facilitates the 
calculation of the instability boundaries, even in the case in 
which the resistor R is absent, which would simply correspond 
to the particular situation R = 0 Ω. The NxN impedance matrix 

defined as indicated in Fig. 13 will be denoted  ( , )cirZ s . Note 

that this matrix contains both passive and active elements. 
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Fig. 13. Calculation of the impedance/admittance matrices with ports defined 
between the nodes where the elements R and Cneg should be connected to the 
whole configuration. 

 
The stability boundary defined by the Hopf-bifurcation locus 

is calculated in terms Cneg and R, plus an additional parameter 
. This parameter will correspond to any quantity with a 
relevant impact on the stability properties, such as a bias 
voltage. For the calculation of the Hopf locus, the frequency s 
in the characteristic determinant should be replaced with j. In 
terms of  ( , )cirZ j  , the Hopf bifurcation condition is given 

by: 

 
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1
det ( , ) 0
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  (18) 

where the second impedance matrix is diagonal, with equal 
diagonal elements, given by the impedance of the series 
connection of R and Cneg. For illustration, the formulation will 
be particularized to the case N = 3, which provides: 
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(19) 

For each value of the parameter , the complex equation (18) 
provides a system of two real equations in the three unknowns 
, R, Cneg, which will give rise to a curve or locus in the plane 
defined by R and Cneg. In practice, the locus is calculated in a 
simple manner by sweeping  from zero to a maximum value, 
and solving the two real equations obtained for each  in terms 
of R and Cneg. Note that splitting (18) into real and imaginary 
parts provides two coupled polynomial equations in R and Cneg. 
The system is solved by exporting the matrix  ( , )cirZ j  from 

the commercial microwave software and using a program such 
a Matlab to compute the roots in R and Cneg for each  value. 
Under a sufficiently fine sweep in , it is also possible to obtain 
the Hopf-bifurcation locus (or loci) in the plane  and Cneg for 
a constant R value (R = 0, for instance).  

The analysis described has been applied to the non-Foster 
transmission line in Fig. 1, containing N = 3 NICs. The extra 
parameter  is the base-bias voltage VBB. Solving (19), one 
obtains the ensemble of Hopf bifurcation loci in Fig. 14(a), in 
the plane defined by R and Cneg. As can be seen there are two 
distinct Hopf loci for each VBB, which is consistent with the 
observation of two pairs of complex-conjugate poles in Fig. 
2(b) and Fig. 11. The loci in solid line correspond to 
VBB = 0.8 V. The loci in dashed line correspond to VBB = 0.85 V 
and the loci in dotted line correspond to VBB = 0.95 V. The 
unstable regions are shadowed, using a different color for each 
VBB.  

 

 
Fig. 14. Ensemble of Hopf-bifurcation loci in the plane defined by R and Cneg. 
(a) Results obtained by solving (19), with the additional parameter  = VBB. The 
loci in solid line correspond to VBB = 0.8 V. The loci in dashed line correspond 
to VBB = 0.85 V and the loci in dotted line correspond to VBB = 0.95 V. The 
unstable regions are shadowed, using a different color for each VBB. (b) Hopf 
bifurcation loci obtained for VBB = 0.8 V. The points A, B, to H in Fig. 14(b) 
indicate the Hopf bifurcation points validated through pole-zero identification 
in Fig. 15. Measurements for different pairs (Cneg , R) are superimposed. 
Capacitors used belong to the ATC Ceramics 600S series (Design Kits 26T and 
27T).  

 
Note that obtaining the Hopf bifurcation loci through 

continuation plus parameter switching [38] would have been 
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cumbersome, due to the presence of turning points and the 
mentioned existence of two disconnected loci. In fact, when 
using continuation to trace the loci, and due to its local quality, 
one of the two disconnected loci could have been missed. 

Fig. 14(b) shows in more detail the two Hopf bifurcation loci 
obtained for VBB = 0.8 V, which has been thoroughly validated 
through pole-zero identification. At each R value, the circuit is 
stable for Cneg values below the Hopf loci, which corresponds 
to a smaller impact of the negated impedance on the non-Foster 
transmission line. Note that this negated impedance is 
introduced in parallel at the NIC locations, so a smaller effect 
is obtained for smaller Cneg and larger R, proving impedances 
with larger magnitude, connected in parallel. The predictions of 
the two disconnected loci in Fig. 14(b) have been validated 
through a detailed pole-zero identification of the whole 
structure. The points A, B, to H in Fig. 14(b) indicate the Hopf 
bifurcation points validated through pole-zero identification in 
Fig. 15, where they are denoted in the same manner. In a first 
attempt, the bifurcation corresponding to the upper locus was 
not detected when performing the identification at the base 
terminal of the left NIC transistor in Fig. 7(b). It was necessary 
to change the observation node to TC1 [see Fig. 7(b)], the one 
corresponding to the connection between the NIC and the 
transmission line.  

 

 
 
Fig. 15. Variation of the real part of the dominant poles represented versus Cneg 
for different values of R. The four vertical paths followed in the identification 
are indicated in Fig. 14(b). (a) R = 5 Ω. (a) R = 10 Ω. (c) R = 20 Ω. (d) R = 40 Ω. 

 
Fig. 15 shows the variation of the real part of the poles versus 

Cneg for different values of R. The four vertical paths followed 
in the identification of Fig. 15 are indicated in Fig. 14(b). As 
can be seen, there is an excellent agreement between the 
predictions of the loci in Fig. 14(b) and the results of the pole-
zero identification in Fig. 14. In consistency with Fig. 12, for 
the lower R values there are two distinct pairs of complex-
conjugate poles crossing to the RHS.  

The stability boundary in Fig. 14 has been validated 
experimentally. Fig. 14(b) shows the results corresponding to 
VBB = 0.8 V. Squares indicate unstable points, whereas crosses 

correspond to stable points. Note that standard discrete 
capacitor (ATC Ceramics 600 series) and resistor values were 
used for these measurements. Taking into account the effect of 
VBB, additional validations have been performed. A pair of 
values of R and Cneg in the stable zone is selected and the bias 
voltage is increased until the circuit becomes unstable, in 
agreement with Fig. 14(a). At the stability change, the pair of 
values should belong to the Hopf locus for the particular VBB. 
The procedure has been repeated for different pairs of R and 
Cneg. Fig. 16 shows the results of this procedure for two pairs of 
element values (R = 39 , Cneg = 10 pF) and 
(R = 22, Cneg = 5.6 pF). As seen in Fig. 14(a), at VBB = 0.8 V 
the circuit should be stable for the two pairs of values. The 
corresponding spectra are shown in Fig. 16(a) and Fig. 16(c). In 
each case, when increasing VBB from 0.8V the loci will cross the 
pair of values Cneg and R giving rise to the onset of an oscillation 
at VBB = 0.82 V [Fig. 16(b)] and VBB = 0.85 V [Fig. 16(d)], 
respectively.  

 

 
Fig. 16. Experimental validation of the Hopf loci shown in Fig. 14.(a) and (b) 
Spectra for R = 39, Cneg = 10 pF and VBB = 0.8V (stable) and VBB = 0.82 V 
(unstable), respectively. (c) and (d) Spectra for R = 22 , Cneg = 5.6 pF and 
VBB = 0.8 V (stable) and VBB = 0.85V (unstable), respectively. 

 
Note that the Hopf loci in Fig. 14(a) enable a straightforward 
determination of the stability properties and stability margin for 
R = 0 Ω, which is just a particular point of the horizontal axis. 
The Hopf loci for R = 0 Ω in the plane defined by VBB and Cneg 
are calculated as follows. The bias voltage VBB is swept (the step 
used is 50 mV), solving the complex equation (19) at each 
sweep step, in terms of R and Cneg. This gives the ensemble of 
solution points, in terms of VBB, Cneg and R, that fulfill 
Re(det) = 0 and Im(det) = 0. Interpolation of these data for 
R = 0 provides two different contours: 
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Then, the Hopf locus or loci (since there can be more than one) 
are given by the intersection points of the two contours. 
Following the procedure described, it has been possible to 
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directly obtain the three Hopf loci in Fig. 17(a), which have 
been validated with pole-zero identification and experimental 
measurements (superimposed). Fig. 17(b)-(d) present the 
results of pole-zero identification for three different values of 
the bias voltage VBB (0.76 V, 0.8 V and 0.82 V). In each case, 
there is full agreement between the predictions by the loci in 
Fig. 17(a) and the crossings of the various pairs of complex-
conjugate poles through the imaginary axis. Regarding the 
measurement results superimposed in Fig. 17(a), there is also a 
very good agreement. Only the first Hopf bifurcation, that is, 
the one that occurs from a stable DC solution can be measured, 
since the other ones, occurring from an unstable DC solution 
are unphysical. 
 

Fig. 17 Hopf loci of the non-Foster transmission line for R = 0 Ω. (a) Loci in 
the plane defined by the bias voltage VBB and Cneg. Measurement points at the 
instability boundaries are superimposed. (b) Validation through pole-zero 
identification for VBB = 0.76 V. (c) VBB = 0.8 V. (c) VBB = 0.82 V. 

 
We would like to emphasize that with the new method, the 

Hopf loci are calculated in an efficient manner, which demands 
neither optimization nor continuation techniques. It requires 
just a frequency sweep in commercial microwave software, 
together with the resolution of the two real equations obtained 
by splitting (18) into real and imaginary parts in a mathematical 
program. The loci will enable an insightful understanding of the 
evolution of the circuit stability properties.  

As a final comment, one can gather some information on the 
tolerance effects from inspection of the bifurcation loci in Fig. 
6, corresponding to the low-frequency instability, and in Fig. 
14, corresponding to the high frequency instability (although 
this assumes equal values of R and Cneg). To ensure robustness 
against tolerances, one should choose an operation point far 
from the Hopf bifurcation loci that constitute the stability 
boundaries. Additional loci can be traced in terms of other 
parameters with a likely impact on the stability properties. A 
more detailed way to predict the impact of tolerances is to 
perform pole-zero identifications combined with a Monte-Carlo 
analysis, as presented in [46]. 
 

VI. CONCLUSION 

A series of methodologies for the in-depth stability analysis 
and stabilization of non-Foster circuits containing multiple NIC 
elements have been presented. An analytical formulation has 
been derived to predict instabilities detectable in the lower 
frequency range, which can be avoided through a direct 
evaluation of the Routh-Hurwitz criterion at the design stage. 
The instability boundaries in terms of two significant 
parameters are calculated through a computation of the Hopf 
locus, derived from the analytical expressions. Instabilities 
detectable at higher frequencies are predicted with a numerical 
method that combines the pole-zero identification of the 
individual NIC element with the Nyquist criterion applied to a 
feedback formulation of the non-Foster transmission line. The 
stability boundaries are obtained through the root calculation of 
a determinant function, obtained from an N-port impedance 
matrix, easily extracted from commercial microwave software. 
This enables a direct computation of all the coexisting 
bifurcation loci, with no need for continuation techniques. All 
the results of the new methodologies have been rigorously 
validated with pole-zero identification and with measurements. 
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