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I. INTRODUCTION

Measurements of production cross sections for
electroweak vector-boson pairs are important tests of
standard model (SM) predictions in the electroweak sector.
If sufficiently precise, these measurements may signal
contributions from non-SM physics such as anomalous
trilinear gauge couplings [1] or large extra dimensions [2],
which can enhance or suppress diboson production rates.
At next-to-leading-order (NLO) accuracy in the strong

coupling constant αs, the SM prediction of the ZZ
production cross section for pp̄ collisions at a center-of-
mass energy of 1.96 TeV is 1.4� 0.1 pb [3], which is
among the smallest cross sections accessible by the
Tevatron experiments.
The ZZ production process was first studied at the LEP

eþe− collider at CERN [4–7] and more recently at the
Tevatron pp̄ collider. A previous ZZ production cross
section measurement from leptonic final states has been
published by the CDF Collaboration using 6 fb−1 of
integrated luminosity [8], the result of which is extended
here. The most recent D0 Collaboration results from the
four charged lepton [9] and two charged lepton plus two
neutrino [10] final states, using up to 9.8 fb−1 and 8.6 fb−1

of data respectively, have been combined [9] to obtain a ZZ
production cross section measurement of 1.32þ0.32

−0.28 pb.
Further studies have been performed at the LHC pp
collider at CERN, where the ATLAS and CMS experiments
have carried out measurements using data collected through
the 2012 collider run [11–14].
In this article we present a measurement of the ZZ

production cross section using the full data sample col-
lected by the CDF II detector [15] at the Tevatron,
corresponding to 9.7 fb−1 of integrated luminosity.
Compared to previous CDF studies, we analyze the full
data sample and optimize the event selection further to
reduce background contributions and obtain an improved
measurement accuracy. The cross section is independently
measured from two leptonic final states,IþI−Ið0ÞþIð0Þ−
and IþI−νν̄, where I and Ið0Þ indicate electrons or
muons originating either from prompt decays of the Z
boson or from leptonic decays of a τ lepton in cases where
the Z boson decays into a τ lepton pair. The portions of the
inclusive pp̄ → Z=γ�Z=γ� cross section accessible to the
IþI−Ið0ÞþIð0Þ− and IþI−νν̄ decay modes are some-
what different due to the absence of γ� couplings to
neutrinos. In order to combine the measurements, both
are extrapolated to an inclusive ZZ production cross section
assuming the zero-width approximation, where the con-
tributions from γ�γ� production and Zγ� interference are set
to zero. Henceforth, we use ZZ to denote the inclusive
Z=γ�Z=γ� production process.
The article is structured as follows. Section II contains a

brief description of the CDF II detector. Section III dis-
cusses how ZZ events are identified in the detector.
Sections IV and V describe the measurement techniques

used for the IþI−Ið0ÞþIð0Þ− and IþI−νν̄ final states,
respectively. The combination of the two measurements
used to obtain the final production cross-section result is
described in Sec. VI.

II. THE CDF II DETECTOR

The components of the CDF II detector relevant to this
analysis are briefly described below, while a complete
description can be found elsewhere [15]. The detector
geometry is described using the azimuthal angle ϕ and
the pseudorapidity η≡−lnðtanθ=2Þ, where θ is the polar
angle of a particle’s trajectory with respect to the proton
beam axis (positive z axis). The pseudorapidity relative to
the center of the detector is referred to as ηdet. Transverse
energy and momentum are defined as ET≡Esinθ and
pT≡psinθ, where E is the energy measured in a calorimeter
tower (or related to an energy cluster) and p is a charged
particle momentum. The trajectories of charged particles
(tracks) are reconstructed using silicon micro-strip detectors
[16] and a 96-layer open-cell drift chamber (COT) [17]
located in a 1.4 T solenoidal magnetic field. The plateau of
the drift chamber acceptance covers jηdetj ≤ 1. The inner
silicon tracker provides coverage of up to eight layers with
radii between 1.35 cm and 28 cm in the region jηdetj ≤ 2.
Electromagnetic (EM) and hadronic (HAD) sampling cal-
orimeters segmented in a projective-tower geometry are
located outside the solenoid. At depths corresponding to one
hadronic-interaction length (λ), which is equivalent to 18–20
radiation lengths (X0), a lead absorber is used to measure the
electromagnetic component of showers, while in the region
4.5–7 λ iron is used to contain the hadronic component.
A central calorimeter covers the pseudorapidity region
jηdetj ≤ 1.1, and a forward calorimeter extends the coverage
into the region 1.1 ≤ jηdetj ≤ 3.6. Shower-maximum detec-
tors (SMX) embedded in the electromagnetic calorimeters at
a depth approximately corresponding to 6 X0 assist in the
position measurement and background suppression for
electrons. Drift chambers and scintillators are located outside
the calorimeter to identify muons, which approximate
minimum-ionizing particles and typically deposit only a
fraction of their energy in the absorber material.

III. EVENT RECONSTRUCTION

We collect ZZ candidate events using an online event-
selection system (trigger) that records events satisfying at
least one of several high-pT lepton requirements. The
central electron trigger requires an EM energy deposit
(clustered among towers in the calorimeter) with ET ≥
18 GeVmatched to a charged particle with pT ≥ 8 GeV=c.
Several muon triggers based on muon drift-chamber
track segments (stubs) matched to charged particles with
pT ≥ 18 GeV=c are also incorporated. Trigger selection
efficiencies are measured from collected event samples
containing leptonic W- and Z-boson decays [18].
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We use three complementary track pattern recognition
algorithms distinguished by their starting point: hits in the
COT, hits in the silicon tracker, or the projections of
observed calorimeter energy clusters back to the interaction
region (calorimeter-seeded tracks). Electrons are identified
by matching a reconstructed track to an energy cluster
reconstructed in the EM calorimeters. Muons are identified
by matching a track to an energy deposit in the calorimeter
consistent with originating from a minimum-ionizing
particle, with or without an associated stub in the muon
system. All leptons are required to be isolated such that the
sum of additional ET from calorimeter towers in a cone of
ΔR ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Δη2 þ Δϕ2
p

≤ 0.4 around the lepton is less than
10% of the electron ET or muon pT . In order to preserve
pairs of leptons in close proximity to one another, if an
additional muon or electron candidate is found within the
ΔR ≤ 0.4 cone, calorimeter towers associated with it are
not included in theET sum. An explicit requirement that the
ΔR among all the reconstructed leptons is greater than 0.05
guarantees that any two different leptons are not based on
the same track.
Electron candidates are required to have a ratio of

HAD-to-EM energy consistent with an electromagnetic
shower and are referred to as either central or forward,
depending on whether they are identified within the central
or forward calorimeter. Central electron identification
requires a high-quality charged particle in the COT with
pT ≥ 10 GeV=c, projecting to the geometrical acceptance
of the central SMX detector, and matched to an EM energy
cluster in the central calorimeter. Central electron candi-
dates are selected using a likelihood method to combine
electron identification variables into a single discriminant.
A forward electron candidate is required to be detected
within the geometrical acceptance of the forward SMX
detector and to be associated with energy deposits con-
sistent with those expected for an electron in both the
forward calorimeter towers and SMX detector. In order to
reduce background from photons matched to misrecon-
structed calorimeter-seeded tracks, for each forward
electron candidate we also require that the matching
calorimeter-seeded track is consistent with a track formed
only from hits in the silicon detector. A forward electron
candidate that fails one or more of these requirements can
still be selected using a likelihood-based method similar to
that used for central electron selection.
Forward (ηdet ≥ 1.2) muon reconstruction incorporates

strict requirements on the number of COT hits and the χ2 of
the track fit to suppress background from in-flight decays
of pions and kaons. The track’s point of closest approach is
also required to be consistent with the pp̄ interaction point
to suppress background from cosmic rays.
We also identify charged lepton candidates from recon-

structed tracks, which neither geometrically extrapolate to
the instrumented region of the calorimeter nor match to
track stubs in the muon detectors. Such track-based

candidates are required to satisfy the same quality require-
ments applied to the stubless muon candidates in the region
jηdetj ≤ 1.2. Due to the lack of calorimeter information,
electrons and muons cannot be reliably differentiated in this
region, and these lepton candidates are therefore treated as
being of either lepton flavor in the Z candidate selection.
Electron or track-lepton candidates are rejected if they are
consistent with having originated from a photon conver-
sion, as indicated by the presence of an additional
nearby track.
The efficiencies for the aforementioned lepton selection

criteria are evaluated in data and Monte Carlo simulation
using inclusive Z → II event samples. The ratio of the
efficiencies determined from the simulated and collision
data samples is applied as a correction factor to the modeled
rates of the contributing background and ZZ signal
processes.
To identify the presence of neutrinos we define the

missing transverse energy as ET ¼ jPiET;in̂T;ij, where n̂T;i
is the transverse component of the unit vector pointing from
the interaction point to calorimeter tower i. The ET is
corrected for the momentum of muons, which do not
deposit all of their energy in the calorimeters, and for
tracks that extrapolate to uninstrumented regions of the
calorimeters.
Collimated clusters of particles (jets) are reconstructed

from energy deposits in the calorimeters using the
JETCLU cone algorithm [19] with a clustering radius of
ΔR≡ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Δη2 þ Δϕ2
p

¼ 0.4. Their measured energies are
corrected to match, on average, that of the showering parton
using standard techniques [20]. Jets are selected if they
have ET ≥ 15 GeV and jηj ≤ 2.4.

IV. ZZ → IþI−Ið0ÞþIð0Þ− ANALYSIS

A. Event selection

The ZZ → IþI−Ið0ÞþIð0Þ− candidate events are
required to have exactly four reconstructed leptons with
pT ≥ 10 GeV=c, at least one of which must have pT ≥
20 GeV=c and satisfy the trigger requirements. The leptons
are grouped into opposite-charge and same-flavor pairs,
treating the track-only lepton candidates as either electrons
or muons, with the objective of identifying the leptonic
decay products from each Z-boson decay. If an event has
more than one possible pairing combination, the one for
which the invariant masses of the two dilepton pairs lie
closest to the known Z-boson mass [21], MZ, is chosen by
minimizing fðM1;2;M3;4Þ¼ ðM1;2−MZÞ2þðM3;4−MZÞ2,
where M1;2, M3;4 are the two reconstructed dilepton
masses. One pair of leptons is required to have a recon-
structed invariant mass within 15 GeV=c2 of the known
Z-boson mass, while the other is required to be within
50 GeV=c2. The ZZ → IþI−Ið0ÞþIð0Þ− acceptance is
determined from a PYTHIA-based Monte Carlo simulation
[22] followed by a GEANT-based simulation of the CDF II
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detector [23]. The CTEQ5L parton distribution functions
(PDFs) are used to model the momentum distribution of the
initial-state partons [24].

B. Background estimation

The only significant background contribution to the
IþI−Ið0ÞþIð0Þ− final state is Drell-Yan (DY) production
of a single Z=γ� boson in association with additional parton
jets or photons that are misidentified as two additional
leptons in the detector (fakes). A data control sample is
relied upon for estimating this contribution, since the
simulation is not expected to accurately model the detector
effects leading to the misidentification of showering partons
as leptons. In event samples collected with jet-based
triggers, we measure the probability for a jet to be identified
as a lepton, correcting for the contribution of prompt
leptons originating from W- and Z-boson decays. The
misidentification rate is measured as a function of lepton
transverse energy, pseudorapidity, and flavor [25]. Data
events with three identified leptons and a lepton-like jet
[26], 3Iþ jI, and two identified leptons and two lepton-
like jets, 2Iþ 2jI that satisfy all other selection criteria
are weighted by the measured misidentification rates
associated with each lepton-like jet to provide an estimate
of the background contribution. A Oð1%Þ correction is
applied to account for double-counting due to the fraction
of observed 3Iþ jI events that originate from 2Iþ 2jI
events where a single lepton-like jet is identified as a lepton.
Table I summarizes expected and observed event yields

for the full data sample, corresponding to 9.7 fb−1 of
integrated luminosity. Comparisons of the predicted and
observed distributions of the most relevant kinematic
variables in events passing the full IþI−Ið0ÞþIð0Þ−
selection criteria are shown in Fig. 1. The agreement
between the predicted and observed distributions indicates
that the observed events are compatible with having
originated from ZZ production.

C. Systematic uncertainties

We account for sources of systematic uncertainty on the
simulated detector acceptance of the signal and modeling of
the background processes. We assign a 2.5% uncertainty on
the ZZ signal acceptance from higher-order amplitudes not

included in the simulation, comparing the acceptance of a
NLO calculation with the leading-order (LO) simulation
used for this analysis. In addition, a 2.7% uncertainty is
assigned to cover variations among different PDF model
inputs on the simulation. We also assign a 5.9% uncertainty
to the measured integrated luminosity [27], accounting for
both the uncertainties on the acceptance and operation of
the luminosity monitor and the measurement of the total pp̄
cross section at the Tevatron. The limited size of the sample
used to derive lepton-identification efficiencies results in an
additional 3.6% uncertainty on simulated acceptances,
obtained through the propagation of this uncertainty to
the efficiencies on the total acceptance. Due to the presence
of four leptons in each event and the high efficiencies
(≳90%) of the single-lepton triggers, uncertainties on
measured trigger efficiencies have a minimal (≈0.04%)
impact on the overall acceptance uncertainties. The uncer-
tainty on the DY background contribution is evaluated
by applying a range of lepton misidentification rates as
measured from the control samples obtained using different
trigger requirements. The resulting uncertainty on the
background contribution is 50%. This has a negligible
effect on the precision of the cross-section measurement
due to the small size of the predicted contribution.

D. Result

To extract the ZZ production cross section, a Bayesian
method is employed [28], building a likelihood function
that takes as inputs the expected signal acceptance, the
number of expected background events, and the number of
observed events passing the selection criteria described
above. The resulting expression gives the Poisson proba-
bility for obtaining the observed number of events as a
function of the ZZ production cross section, σðpp̄ → ZZÞ,
to which we assign a uniform prior probability over the
range of non-negative values. The function also includes
terms for truncated, Gaussian-constrained nuisance param-
eters corresponding to each systematic uncertainty source,
which are integrated over their parameter space. The value
of the cross section, relative to the SM expectation,
that maximizes this probability is the result of the meas-
urement, for which we obtain σðpp̄ → ZZÞ=σSM-NLO ¼
0.73þ0.31

−0.24ðstatÞþ0.08
−0.05ðsystÞ, which corresponds to a value of

σðpp̄ → ZZÞ ¼ 0.99þ0.45
−0.35ðstatÞþ0.11

−0.07ðsystÞ pb in the zero-
width approximation.

V. ZZ → IþI−νν̄ ANALYSIS

The ZZ → IþI−νν̄ decay mode has a slightly larger
branching ratio (approximately 3%). The two neutrinos
produced in the decay of one Z boson cannot be directly
detected, and their presence is inferred from the presence of
significant ET . The ZZ → IþI−νν̄ candidate events are
required to contain exactly two oppositely charged and
same-flavor leptons. One of the two leptons has to match

TABLE I. Predicted and observed numbers of ZZ →
IþI−Ið0ÞþIð0Þ− candidate events for the full CDF II data
sample. The uncertainties on the predictions include both
statistical and systematic contributions added in quadrature.

Process Yield

ZZ 9.59� 1.55
DY 0.06� 0.03
Total expected 9.65� 1.55
Data 7
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FIG. 1 (color online). Comparisons of predicted and observed distributions of kinematic variables in events passing the full
IþI−Ið0ÞþIð0Þ− selection criteria: (a) transverse momentum of the leading lepton, (b) transverse momentum of the subleading lepton,
(c) transverse momentum of the subsubleading lepton, (d) transverse momentum of the subsubsubleading lepton, (e) minimum ΔR
between all possible lepton pairings, (f) opening angle ΔR between the two Z-boson candidates, (g) scatter distribution of the two
reconstructed dilepton invariant masses, (h) invariant masses of lepton pairs associated with both Z-boson candidates, (i) transverse
momenta of both Z-boson candidates, (j) four-lepton invariant mass, (k) transverse momentum of the ZZ system, and (l) opening angle
between the two Z-boson candidate decay product planes.
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the requirements of a single-lepton trigger and have
pT ≥ 20 GeV=c, while the second lepton is required to
have pT ≥ 10 GeV. The invariant mass of the dilepton pair
is required to be within 15 GeV=c2 of the known Z-boson
mass [21].
In Tevatron collisions the dominant source of dilepton

events is inclusive DY production, which has a cross
section many orders of magnitude larger than that of the
signal process investigated here. The main feature that
distinguishes events associated with the two processes is
the presence of significant ET within signal events. Other
background contributions come from the leptonic decays of
WW andWZ boson pairs. In the WW → IνIð0Þν decay, a
pair of leptons can be produced in association with a
significant amount of ET due to the presence of the two
neutrinos, while the WZ → IνIð0ÞþIð0Þ− decay can
produce a similar signature when one of the three leptons
lies outside the detector coverage and is therefore unde-
tected. Additional, non-negligible background contribu-
tions originate from Wγ and W þ jets production, where
the photons or jets are misidentified as leptons, and from tt̄
quark pair production.

A. Event selection

In order to extract the ZZ → IþI−νν̄ signal from the
background-dominated event sample, we exploit differences
in the kinematic properties of signal and background events.
Since ZZ→IþI−νν̄ events typically contain little addi-
tional hadronic activity, we veto events that have a jet with
ET ≥ 15 GeV recoiling against the reconstructed Z-boson
candidate (Δϕðj;ZÞ≥π=2). Events originating from DY
production typically containET generated frommismeasured
energies of jets recoiling against the Z boson. By vetoing
events containing these types of jets, the DY background
contribution is significantly reduced with a minimal (<5%)
impact on signal acceptance. This requirement also sup-
presses potential signal contributions from ZZ → IIjj
decays, whose kinematic event observables are different from
those of the targeted leptonic decays. Less than a 2% fraction
of events remaining after this requirement contain a jet with
ET ≥ 15 GeV, but the DY process is still the dominant
contributor of background events to this sample.
Further separation between signal and background con-

tributions is achieved by requiring the ET to be antialigned
with the direction of the reconstructed Z-boson pT . We
select events with ET

ax ≡ −ET cosΔϕðÊT; p̂Z
TÞ ≥ 30 GeV,

where ΔϕðÊT; p̂Z
TÞ is the angle between the ~ET and the

Z-boson pT . The predicted and observed distributions of
ET

ax in selected events are shown in Fig. 2. The predicted
distributions are those obtained using the modeling
described in the following section. This requirement rejects
99.8% of the remaining DY background, while preserving
approximately 30% of the signal. To reduce the background
contribution from processes not resulting in final-state
neutrinos, in which ET is generated through detector

mismeasurements, we also require the observed ET to be
significant compared with the overall energy deposited in
the calorimeter, ET

sig ≡ ET=
ffiffiffiffiffiffiffiffiffiffiffiffi

P

ET

p

≥ 3.0 GeV1=2, where
P

ET represents the scalar sum of transverse energies
deposited in the calorimeters. The predicted and observed
distributions of ET

sig in selected events are shown in Fig. 3.
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B. Background estimation

Modeling of signal and background processes contrib-
uting to the IþI−νν̄ final state is obtained primarily from
simulation, similarly to what is done for the ZZ signal in the
IþI−Ið0ÞþIð0Þ− final state, using the CTEQ5L [24] PDF
model and a GEANT-based simulation of the CDF II
detector. The ZZ, WZ, DY, and tt̄ processes are simulated
using PYTHIA, while the WW process is simulated using
MC@NLO [29]. The Wγ production is modeled with the
Baur generator [30]. Simulated diboson and tt̄ event
samples are normalized to the highest-order theoretical
cross section available [3,31]. Normalization of the simu-
lated DY sample is based on observed data in an indepen-
dent control sample as described in more detail below. The

TABLE II. Predicted and observed numbers of ZZ →
IþI−νν̄ candidate events for the full CDF II data sample.
The uncertainties on the predictions include both statistical and
systematic contributions added in quadrature.

Process Yield

DY 67.2� 10.8
tt̄ 11.5� 2.1
W þ jets 20.0� 5.3
Wγ 9.7� 1.2
WW 91.2� 8.5
WZ 30.4� 4.3
Total background 230� 15.5
ZZ 52.5� 9.2
Data 288
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FIG. 4 (color online). Comparisons of predicted and observed distributions of kinematic variables taken as inputs to the neural network
for separating signal and background contributions in events passing the fullIþI−νν̄ selection criteria: (a) transverse momentum of the
leading lepton, (b) opening angle between the two leptons in the detector transverse plane, (c) reconstructed dilepton invariant mass,
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W þ jets contribution is estimated using the same data-
driven method used to estimate the DY background
contribution to the IþI−Ið0ÞþIð0Þ− final state. In this
case, the same jet-to-lepton misidentification rates are
applied as weights in events with one identified lepton
and a lepton-like jet, 1Iþ jI.
Table II summarizes predicted signal and background

contributions to the sample after application of the selection
criteria. The background contributions from DY, WW, and
WZ production are reduced to levels comparable with that
of the expected ZZ-signal contribution.
The modeling of DY and WW background contributions

is tested in independent data samples with kinematic
properties similar to those of the signal sample. DY
background modeling is tested using a sample of events
with ET

ax ≤ 25 GeV that otherwise satisfy the selection
criteria of the signal sample with the exception of the
requirement on ET

sig, which is not applied (low-ET control
sample). Modeling of the WW background contribution is
tested using a sample of e�μ∓ events passing the same
requirements applied for signal events with the exceptions
of no requirement on ET

sig and restricting the dilepton
invariant mass to the region 40 ≤ Meμ ≤ 140 GeV=c2

(e − μ control sample). The contribution of the ZZ signal
process to each of these control samples is negligible, while
the e − μ control sample contains a small, residual con-
tribution from DY production through Z → ττ decays. A
normalization for the predicted DY contribution to the
signal sample is obtained from the e − μ control sample by
fitting the prediction to data in the high-ET region [25]. In
this kinematic region, the ΔϕðIIÞ distributions of the
WW and DY event contributions have different behaviors:
the DY contribution, mainly coming from Z → τþτ−
decays, is peaked at ΔϕðeμÞ ≈ π, while the contribution
from WW production has a broader ΔϕðeμÞ distribution
peaked at ≈2. Hence, contributions from the two processes
can be distinguished in this kinematic region, allowing for
the extraction of a correction factor that can be applied to
the predicted DY contribution in the signal sample.

C. Neural network separation

In order to further improve the separation of signal and
background, we apply an artificial neural network trained
on simulated signal and background events. The neural
network takes kinematic properties of events as inputs and
produces a single variable output that is indicative of the
consistency of the event with either the signal or back-
ground hypotheses. We use a NeuroBayes neural network
(NN) [32] trained on seven kinematic event variables,
whose predicted and observed distributions for the signal
sample are shown in Fig. 4. These variables are, in order
of decreasing discrimination power, the leading lepton
transverse momentum [pTðI1Þ], the ET significance
(ET=

ffiffiffiffiffiffiffiffiffiffiffiffi

P

ET

p

), the dilepton invariant mass (mII), the
dilepton system transverse momentum (pII

T ), the opening

angle between the two leptons in the transverse plane
[ΔϕðIIÞ], the number of reconstructed jets (Njets), and
the angle in the transverse plane between the ET based on
energy deposits in the calorimeter and a similarly defined
pT variable based on charged tracks. A comparison of the
predicted and observed distributions of the NN output
variable for candidate events is shown in Fig. 5. Events
consistent with having originated from the signal process
are assigned NN output values near þ1, while those more
consistent with having originated from one of the back-
ground processes have values closer to −1.

D. Systematic uncertainties

The systematic uncertainties considered in this meas-
urement affect both predicted signal and background
contributions as well as the modeled shapes of the NN
output-variable distribution for each of the contributing
processes. Table III summarizes the complete set of
systematic uncertainties incorporated in the measurement.
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FIG. 5 (color online). Comparison of predicted and observed
NN output distributions for the IþI−νν̄ signal sample shown
on (a) linear and (b) logarithmic scales, including a distribution of
the bin-by-bin differences at the bottom.
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The effect of missing higher-order amplitudes in the
simulations used to determine detector acceptances is a
significant source of uncertainty on the predicted event
rates for most contributing processes. The sizes of the
assigned uncertainties are obtained by comparing simulated
acceptances from NLO calculations with those obtained
from the LO event generators. Uncertainties associated
with the PDF model taken as input to the simulation are
assessed following the prescription in Ref. [33].
Uncertainties on the theoretical cross sections for WW
[3], WZ [3], Wγ [34], and tt̄ [35,36] production, which
are used to normalize the expected contributions from
these processes, are also incorporated along with the
5.9% uncertainty associated with the CDF luminosity
measurement [27]. Uncertainties associated with lepton

identification and trigger efficiency measurements are
assessed using the same methodology described previously
for the measurement from theIþI−Ið0ÞþIð0Þ− final state.
The effect of reconstructed jet-energy uncertainties on
acceptances, including the impact of the veto criteria on
events containing reconstructed jets, is evaluated in sim-
ulation by varying the jet-energy scale within its measured
uncertainties.
The uncertainty assigned to the predicted W þ jets

background contribution is determined by varying jet
misidentification rates over the range of values obtained
from samples collected with different trigger requirements.
The statistical uncertainty associated with the fit performed
in the high-ET region of the e − μ control sample, used to
normalize the estimated DY contribution, is taken as the

TABLE III. Systematic uncertainties incorporated in the cross-section measurement using the IþI−νν̄ signal sample. All
uncertainties are expressed in percents, other than the check mark, which represents the shape uncertainty considered on the DY
simulated prediction.

Source ZZ WW WZ tt̄ DY Wγ W þ jets

Theoretical cross section 6 6 10 10
Run-dependence modeling 10
PDF modeling 2.7 1.9 2.7 2.1 2.2
Higher-order amplitudes 5 5 10 5
Luminosity 5.9 5.9 5.9 5.9 5.9
Photon conversion modeling 10
Jet-energy scale 2.0 1.6 3.4 5.3 2.0
Jet-to-lepton misidentification rate 16
Lepton identification efficiency 3 3 3 3
Trigger efficiency 2 2 2 2
DY normalization 10.2
DY mismodeling ✓
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FIG. 6 (color online). Comparison of predicted and observed
distributions of the NN output variable for the low-ET control
sample, including a distribution of the bin-by-bin differences at
the bottom.
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FIG. 7 (color online). Comparison of predicted and observed
distributions of the NN output variable for the e − μ control
sample, including a distribution of the bin-by-bin differences at
the bottom.
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systematic uncertainty on the event-yield prediction for this
process.
The mismodeling of relevant kinematic distributions

is accounted for by incorporating systematic uncer-
tainties covering differences between predicted and
observed shapes of the NN output variable within the
previously described control regions. Figures 6 and 7
show comparisons of the predicted and observed dis-
tributions of this variable in the low-ET and e − μ
control samples. The disagreement between predicted
and observed distributions in the low-ET control sample
is used to assess a shape uncertainty on the modeled NN
output distribution for the DY process, which is the
dominant contributor of events to this control sample.
Conversely, due to the agreement between predicted and
observed distributions of the NN output variable in the
e − μ control sample, no shape uncertainty is assigned
to the modeled NN output distribution for the WW
process, from which a majority of the events in this
control sample originate.

E. Result

The ZZ production cross section is extracted from a fit to
the NN output variable distribution shown in Fig. 5.
Following the Bayesian approach used for the measurement
in the IþI−Ið0ÞþIð0Þ− final state, a binned likelihood
function is constructed from a product of likelihoods for
obtaining the results observed in each bin based on expected
signal acceptance, the number of expected background
events, and the number of observed events. Correlations
in the signal and background expectations across bins are
incorporated in the likelihood function as well as shared
terms for nuisance parameters corresponding to each
systematic uncertainty source. The nuisance parameters
are Gaussian constrained to zero and integrated over
their parameter spaces in the fit used to extract the
cross-section measurement. The value of the cross section
that maximizes the constructed likelihood, relative to
the SM cross section, is σðpp̄ → ZZÞ=σSM-NLO ¼
0.84þ0.23−0.22ðstatÞþ0.16−0.12ðsystÞ, which corresponds to a value of
σðpp̄ → ZZÞ ¼ 1.18þ0.32−0.31ðstatÞþ0.22−0.17ðsystÞ pb in the zero-
width approximation.

VI. MEASUREMENT COMBINATION
AND SUMMARY

We combine the independent ZZ production cross-
section measurements obtained from the nonoverlapping
IþI−Ið0ÞþIð0Þ− and IþI−νν̄ signal samples to obtain
the final result. We perform a simultaneous fit, considering
the number of expected and observed events in the
IþI−Ið0ÞþIð0Þ− sample and the predicted and observed
binned NN output-variable distributions from events in the
IþI−νν̄ sample. The combination procedure takes into
account correlations from common systematic uncertainty
sources affecting signal and background expectations in the
two samples. The combined result is

σðpp̄ → ZZÞ ¼ 1.04þ0.32
−0.25ðstatþ systÞ pb;

which is consistent with the SM expectation of
σNLOZZ ¼ 1.4� 0.1 pb. This result, based on the full CDF
II data set, approaches the limit in precision achievable at
the Tevatron, which is primarily limited by the size of the
available data set.
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