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TRADE CREDIT, SOVEREIGN RISK AND MONETARY
POLICY IN EUROPE

ABSTRACT

The purpose of this article is to analyze how senger risk influences the use of
trade credit, both directly and through monetarjicgo In addition, we test whether
these effects differ during the crisis as compaoeblefore the crisis. Using a sample of
45,864 Eurozone firms (2005-2012), we find thaddéraredit received increases when
sovereign risk becomes higher, but only beforeatss. However, during the crisis,
trade credit supply decreases as sovereign riskeases. Additionally, monetary
restrictions only lead to an increase in trade icnedlow or moderate sovereign risk

countries.
Keywords: Trade credit; Sovereign risk; Monetary policy.
JEL Classification: E44, E52, G32.

1. INTRODUCTION

Monetary policy exerts its influence through sevehannels, which include the
interest rate effects, exchange rate effects, ofisset price effects, and the credit
channel (Mishkin, 1995). The credit channel inckide mechanism called the trade
credit channel, which highlights the importancetrafie credit as an alternative source
of funding. According to this channel, when mongtaolicy tightens and funding from
financial institutions declines, firms increaseithgse of trade credit (Meltzer, 1960;
Kohler et al., 2000; Nilsen, 2002; Mateut et alQ0@). In this context, the less
financially vulnerable firms canalize sources ohding by extending trade credit to
firms rationed by financial intermediaries. Thusde credit can be an important source
of finance when there is shortage of bank creditfhat it helps in alleviating the

financial constraints on firms.

Since the onset of the financial crisis, there lb@sn a growing concern for the
impact of sovereign risk on financial intermediarieheir balance sheets, and their
ability to grant credit. Greater sovereign risk remses the cost and reduces the
availability of some euro area bank funding, whiehds to a sharp reduction in the
supply of bank loans (CGFS, 2011; Bofondi et aD12 Albertazzi et al.,, 2014;
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Cantero-Saiz, et al., 2014). This reduction in bé&nding forces firms to look for
alternative sources of finance, and trade credibne of them. However, greater
sovereign risk imposes severe financial restrigtion firms, increases the credit risk of
firms and makes them maintain more precautionguyidity, thus reducing their ability
to extend and receive trade credit and leadingsyonanetries in the monetary policy
transmission mechanism (Acharya et al., 2013; Brehal., 2014). The analysis of this
topic has important implications for the governnseoit each country, who need to take
actions to mitigate the adverse effects of soveregk on national firms. Besides, it is
useful for the European Central Bank, since theettircontext suggests that the single
monetary policy, which has been in existence inogarsince 1999, is not affecting all
the countries equally. Thus, it is necessary tcewstdnd how sovereign risk differences

across countries determine the effects of mongtaligy on trade credit.

However, despite the far-reaching repercussiornhisfreality, not much research
has been done on this issue, especially in Eufdps.is because sovereign risk was not
a major concern in the Eurozone until 2010, whem fihancial crisis was further
aggravated following the onset of the sovereignt delsis. Thus, the influence of
sovereign risk on firms’ funding conditions and retary policy transmission is a
recent issue in Europe that requires special atenAlthough several papers have
analyzed the effects of monetary policy decisiomshe use of trade cretlithey do not
consider how these effects can be conditioned byeiistence of sovereign risk. This
fact explains why the main purpose of this artideto analyze how sovereign risk
affects trade credit, both directly and through etany policy.

The sample for our empirical analysis comprises3@b, firms from twelve
Eurozone countries (the original eleven countriless isreece) over the period 2005—
2012. The selection of these countries allows fadysis of the effects of sovereign risk
on the trade credit channel, avoiding the biaseadlry different monetary policies.

The analysis was performed using the System-GMMhatstlogy for panel data.
This methodology allows for controlling both unobstble heterogeneity and the
problems of endogeneity between trade credit ardcttaracteristics of firms through

the use of instruments. In addition, this methodgglgields consistent and unbiased

! See, among others, Nadiri (1969); Nilsen (2002nasova and Wilson (2003); Guariglia and Mateut
(2006); Mateut et al. (2006) and Gama et al. (2014)
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estimates of the relationships between the macrmewi variables, firm-specific

characteristics and trade credit.

We analyzed trade credit from a double perspecreone hand, we examined
trade credit that firms receive from suppliers aowl,the other hand, we studied trade
credit that firms extend to customers. Our resultgeal that trade credit received
increases with the level of sovereign risk, butydméfore the crisis. However, during
the crisis there is no evidence that greater sayemesk increases trade credit received.
In the years prior to the crisis, good financiah@iions and low sovereign risk enabled
firms to increase their access to trade credit.edéeless, after the onset of the crisis,
sovereign risk and the probability of default offs in the most affected countries
sharply increased. This rendered suppliers relud@mmprovide trade credit to those
firms, and that explains why trade credit receiwaghnot increase with the level of

sovereign risk during the crisis.

Concerning trade credit extended, it declines duthre crisis as sovereign risk
rises. Greater sovereign risk seriously affects fthancial conditions of firms and
makes them increase their precautionary liquidityich is why they reduce the level of

trade credit they provide to their customers.

Additionally, a restrictive monetary policy onlydés to an increase in trade credit
in countries with low or moderate sovereign risk. High sovereign risk countries,
greater funding difficulties, high firms’ probahi}i of default and credit contagion

effects may outweigh the positive impact of monetamtractions on trade credit.

Consequently, the results of this article provigieé contributions to the existing
literature. First, we determine how different levef sovereign risk affect the use of
trade credit by non-financial firms. Second, we telsether the effects of sovereign risk
on trade credit differ during the crisis, as congglato those during the non-crisis years.
Third, we show how sovereign risk determines thiect$ of monetary policy on trade

credit through the trade credit channel.

The remainder of the article is structured asofedl: Section 2 reviews the
previous literature; Section 3 focuses on empirellysis and discussion of the results;
and Section 4 presents the conclusions.



2. LITERATURE REVIEW
2.1. Reasons that justify the existence of trade credit

Trade credit is a short-term loan that a supplievigdes to a customer in the form
of delayed payment for their purchases and reptesan important proportion of
external funding for firms (Cufiat-Martinez and Gar8ppendini, 201%) One
essential aspect of trade credit is its two-wayr@tMost firms, especially those at the
intermediate point in the value chain, obtain tradedit from their suppliers and extend
it to their customers. In consequence, trade cregitesents an important component of

both corporate liabilities and assets.

There are several reasons that explain why somes fextend credit to their
customers and receive credit from their suppli€ng@se reasons can be divided into two

groups: theransaction motives and thdinancing motives (Mateut, 2005).

The transaction motives consider trade credit as a part of firms’ operatycle
and justify its existence for several reasons.tHrade credit reduces transaction costs
by making payments less frequent (Ferris, 198hpkfying cash management for
customers (Schwartz, 1974) and allowing supplierméanage their inventory positions
better (Emery, 1984; Long et al., 1993). Secondddr credit can also reduce the
information asymmetries between the supplier amdctistomer by providing a quality
guarantee. On one hand, suppliers can attest toquladity of their products by
extending trade credit, so that the buyer can yahé& quality of the product before
payment (Long et al., 1993). On the other handc¢ipderms such as early payment
discounts can enable customers to reveal theiritcoeghlity through their payment
practices (Smith, 1987). Third, trade credit alldasprice discrimination between low-
guality and high-quality customers. In this regamthen anti-trust laws forbid direct
price discrimination, high-priced trade credit cha a protection from low-quality
customers, who will accept these trade credit dard as they have no other financing
alternatives (Brennan et al., 1988; Petersen andnRd997). Fourth, trade credit
contributes toward guaranteeing the survival arel ltyalty of customers because,
although suppliers do not favor risky clients, tleeysider the benefits of maintaining

% Trade credit represents more than 25% of totglamate assets in several European countries (Kehler
al., 2000; Guariglia and Mateut, 2006).



long-term relationships with clients in deciding egtend trade credit (Smith, 1987,
Wilner, 2000).

The financing motives postulate that suppliers have a financing advantags
other lenders in providing credit to their custoseecause of various reasons (Petersen
and Rajan, 1997; Ng et al., 1999; Mateut, 2005)stFthe monitoring costs of the
suppliers may be low, because they can acquirenration about the creditworthiness
of a buyer during the normal course of the comnaéreelationship. Second, the
supplier may be in a better position to enforcayapent by threatening to cut off future
supplies, especially if the buyer has few altexsatsources for goods. Third, the
supplier may be in a better position to repossadsresell the supplied goods. Finally,
the suppliers may have superior knowledge of theketaso that they can better
distinguish between a buyer in financial troubld ammarket in decline.

2.2. Thetrade credit channel of monetary policy

The importance of trade credit as a source of fiedmas formed the foundation
for the monetary policy transmission mechanismledalhe trade credit channel. This
channel postulates that, during monetary restrnistidirms increase their use of trade
credit to offset the contraction in lending by ficéal intermediaries. In this context, the
firms with better access to bank funding and cépitarkets, and hence being less
vulnerable to monetary shocks, redistribute theiarice by extending trade credit to
more vulnerable firms (Meltzer, 1960). Thus, tragtedit is a substitute source of

funding for bank loans when credit institutionstaidending.

Trade credit is considered more expensive than lme#it, especially when
customers do not use the early payment discounéram and Rajan, 1997which is
why trade credit is a less desirable alternativeaiporate finance coming behind bank
credit in the financingpecking order (Myers and Majluf, 1984). Even so, the trade
credit channel assumes that its cost is relatiedye stable over time (Ng et al., 1999).
Thus, when monetary restrictions curtail bank lagdiand the effective cost of bank
finance increases, trade credit becomes relatstledaper for some firms, and may even
be their only source of funding available. As autescredit rationed firms resort to

trade credit to offset the decline in bank lendengd the higher costs involved in

% Cufiat-Martinez (2007) considers that trade créslitostlier, even if there are no early payment
discounts, because suppliers get a premium forigiray credit when banks are not willing to lend.

5



accessing it. In contrast, when monetary poliogxgansionary, the cost of bank finance
remains lower than the cost of trade credit, amicédirms prefer to use bank loans,

instead of trade credit, for finance (see Figure 1)
[Insert Figure 1]

Several studies confirm this relationship betwesé credit and bank loans.
Nadiri (1969) finds that trade credits extended eskived increase during monetary
contractions in the United States (US), while matl¢ credit (the difference between
trade credits extended and received) does not \Bolgwartz (1974) also shows that
monetary restrictions in the US increase the ugeade credit, mainly for small firms,
while large firms tend to grant more trade credibwever, Nilsen (2002) reports that
firm size does not influence the use of trade trestien there is restrictive monetary
policy. Only American firms with bond rating arelalio access bank funding and
capital markets during monetary shocks, thus amgithe more expensive trade credit

financing.

As far as the empirical evidence in Europe is coma@, Mateut and Mizen (2002)
show that monetary restrictions in the United Kiogdiead to a reduction in bank loans
and to an increase in the use of trade credit,cepefor small, young and risky firms.
Mateut et al. (2006) report similar results, bigoalhey find that monetary expansions
produce an increase in bank lending and a redudtiotrade credft In addition,
Valderrama (2003) shows that the use of trade ttasdan alternative source of funding
to bank loans mitigates the impact of monetary kbdac Austria. More recently, Gama
et al. (2014) show that small and medium-sizeddirmPortugal use more trade credit

to overcome their difficulties in accessing banirls.
2.3. Trade credit and sovereign risk

The financial crisis that erupted in 2008 causstiaxp deterioration in the public
finances of several European countries, raisingstor concerns about sovereign risk.

Greater sovereign risk had a serious impact oméihintermediaries, which worsened

“ Other studies also find that monetary contractjpmsh up the use of trade credit in the United Ko
(Kohler et al., 2000; Atanasova and Wilson, 2008afglia and Mateut, 2006).

® Although trade credit is an alternative sourcefiofnce to bank lending, it may also help credit-
constrained firms to access loans because suppbees private information on their customers thatyt
can pass on to bank lenders (Biais and Gollie9718urkart and Ellingsen, 2004; Agostino and Tetyi
2014).



their financing conditions through several mechasi$CGFS, 2011). First, the increase
in sovereign risk reduced the value of banks’ haddi of sovereign debt, which
damaged their balance sheets and thus restricedatttess to funding. Second, greater
sovereign risk decreased the value of the collatleeh banks can use to obtain funding
in the wholesale markets. Third, sovereign ratirvgrades were followed by
downgrades in the domestic bank ratings, whichlte$un increasing their risk and
making funding more difficult and expensive. Fourt#overeign risk deterioration
decreased the benefits that systemic banks obytaim government guarantees, and thus
increased their financing costs. These funding lerab for banks in high sovereign risk

countries restricted the supply and increased dkeaf bank credit

This reduction in lending has important implicagpsince bank credit is the main
source of external funding for the non-financialvate sector in the Eurozone. Thus,
the impact of sovereign risk on banks will alsongigantly affect the financing
conditions of firms. In this context, the reductionbank loans and their increased cost
force firms to resort to trade credit as an alteweasource of funding (Santos et al.,
2012; Coulibaly et al., 2013; Casey and O Tool€,2@arbé-Valverde et al., 2016).
However, the effectiveness of trade credit as at#uke for bank loans can be reduced
in periods of strong global crises and credit chupcoblems, since all firms suffer
severe financial restrictions that impede the teadistion of resources through trade
credit to offset the reduction in bank loans (Lateal., 2007; Love and Zaidi, 2010;
Kestens et al., 2012; Psillaki and Eleftheriou,20lin and Chou, 2015). In this regard,
several reasons can explain why trade credit cap@atn effective substitute for bank

credit in countries with high sovereign risk.

First, apart from bank markets, sovereign risk &las led to disruption in other
sources of funding, such as the capital marketsld¥ion government bonds usually act
as a benchmark for bonds issued by firms. Thug) higlds in government bonds, due
to high sovereign risk, will sharply increase thwstcof corporate bonds (Fostel and
Kaminsky, 2007; Cavallo and Valenzuela, 2010; Dgzal., 2013; Pianeselli and
Zaghini, 2014). In this context, traditional tradeedit suppliers will have more
difficulties in canalizing sources of funding teethcustomers.

® Several empirical studies have found that sovereisk has reduced loan supply by increasing the
funding costs of banks (Bofondi et al., 2013; Atberi et al., 2014; Cantero-Saiz, et al., 2014).
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Second, greater sovereign risk, due to rising pulébt, also implies higher
financing needs for the public sector. This is eslly relevant during the current
crisis, since the costs of default are higher thaer, which forces heavily indebted
countries to assume unsustainable debt obliga{idokon, 2016). These unsustainable
debt levels increase more sharply the funding requénts of the public sector and,
hence, there is a risk of therowding-out of private investment (ECB, 2010). The
crowding-out effect implies that, when fiscal deficit is higtine public sector has to
compete with the private sector to obtain fundirue to this fact, therowding-out
effect caused by a high level of public debt anehtgr sovereign risk will worsen the
financial conditions of national firms, thus recagitheir ability to extend trade credit
(Agca and Celasun, 2012; Broner et al., 2014).

Third, an increase in sovereign risk is associat@ti a robust increase in the
credit risk, and hence the probability of defayltrtmn-financial firms (Durbin and Ng,
2005; Borenzstein et al., 2013; Klein and Stell@@4,4). This is because downgrades in
sovereign ratings lead to a reduction in nationahd’ ratings and also because
governments’ financial difficulties imply importachanges in the economic situation
of the country, which can negatively affect firntseditworthiness (Ferri et al., 2001;
Peter and Grandes, 2005; Arteta and Hale, 2008% HAigher credit risk, caused by
sovereign risk, will increase the probability offaldt by national firms, which will be
transmitted to those firms that have trade creslieivables from the defaulting firms,
causing a domino effect (Boissay, 2008 this scenario of firms’ creditworthiness
deterioration and credit risk contagion, firms viié more reluctant to grant trade credit
and will also have more difficulty in accessing(libve and Zaidi, 2010; Bastos and
Pindado, 2013; Tsuruta, 2013).

Finally, firms will tend to increase their casheesges to deal with the huge credit
shortage and the funding uncertainties causeddiydovereign risk (Opler et al., 1999;
Campello, et al., 2010; Acharya et al., 2013). Tigsidity hoarding will reduce the
supply of trade credit.

" The crowding-out effect of private investment by public investmérais been widely analyzed (see,
among others, Frankel, 1986; Arnott and Stiglig91; Frey and Oberholzer-Gee, 1997).

8 Jacobson and Schedvin (2015) show that trade tcheses are one of the main channels in the
propagation of corporate failures.



Not only do the severe financial restrictions caublg sovereign risk affect trade
credit directly, but they also impede the functianiof the trade credit channel of
monetary policy. According to the trade credit al@n a restrictive monetary policy
leads to an increase in the use of trade crediffset the contraction in bank lending. In
this context, firms that are less vulnerable tokbl@nding restrictions and more capable
of accessing capital markets, act as funding casdoi their financially constrained
clients by extending trade credit (Meltzer, 1960Is&h, 2002). However, trade credit
cannot increase during monetary restrictions innboes with high sovereign risk,
since, as we mentioned previously, national firmfes greater funding difficulties,
have more credit risk, and higher liquidity hoaglifCampello et al., 2010; Agca and
Celasun, 2012; Klein and Stellner, 2014).

Therefore, we propose that an increase in soveragmwill lead to a reduction in
the volume of trade credit. In addition, the ina®e#n the volume of trade credit, caused
by monetary restrictions, will be less pronouncedcountries with higher sovereign

risk.
3. EMPIRICAL ANALYSIS
3.1. Selection of the sample

We used a sample of medium and big fitrfrem twelve Eurozone countri€s
during the period 2005 to 2012. These countrieewselected so as to allow analysis of
the effect of sovereign risk on the trade credarotel of monetary policy, avoiding the
bias caused by different monetary policies. Weudetl non-financial firms, which
belong to 8 industries whose two-digit code sedretween 11 and 49, according to
the NAICS (North American Industry Classificatiorystem)'. We removed those
firms that fulfl some of the following requirementFerrando and Mulier, 2013;
Garcia-Appendini and Montoriol-Garriga, 2013): #yms with negative values for
total assets, trade credit, sales, tangible fis=@ts, bank loans, inventories or cash; (2)

Firms whose ratio of tangible fixed assets, bardn$y inventories, cash or internal

® According to the European Commission Recommenulatfcé May 2003 (2003/361/EC), the category
of medium- and big-sized firms comprises firms taatploy more than 50 persons and have an annual
turnover of more than €10 million, and/or an anrhadlnce sheet total of more than €10 million.

% Our sample comprises the original eleven countfasstria, Belgium, Finland, France, Germany,
Ireland, Italy, Luxembourg, Netherlands, Portugad &pain) plus Greece.

1 NAICS industries, whose two-digit code is betwednand 49, include the following: Agriculture,
Forestry, Fishing and Hunting; Mining, QuarryingndaOil and Gas Extraction; Utilities; Construction;
Manufacturing; Trade; Transportation and Warehagisin
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resources over total assets are greater than 1008tver than -100%; and (3) Firms

whose sales variation is greater than 100% in a yea

Since we used the System-GMM methodology for pda&h and calculated the
growth rates of several variables, we only analyttexbe firms for which data was
available for a minimum of five consecutive yeamtween 2005 and 2012. This
condition is essential to test for second-orderakenrrelation, which is performed to
ensure the robustness of the estimates made bgn®¥aMM (Arellano and Bond,
1991).

Table 1 shows the number of firms and observatfoore each country and the
number of observations per year. Table 2 depicts itldustry breakdown for the
sample. The financial information on each firm asen from the Amadeus database.
The macroeconomic information was taken from therld@®evelopment Indicators
database of the World Bank, OECD statistics, and&tat.

[Insert Tables 1 & 2]
3.2. Econometric moddl and data

To test the hypotheses, we propose the followingehdased on the approach of
previous papers to trade credit (Atanasova andojl2003; Love et al., 2007; Kestens
et al., 2012). These studies regress trade cradahbies on a group of control variables
and monetary policy indicators. We contribute tesen empirical models by adding

sovereign risk variables and their interactiondiite monetary policy indicators.
TCi,t = ao + CZlSRm,t + (a2+ a:;SRm,t) * Aim,t + )/Xl:,t + ZzletYeaTt +
YA O Countryy, + Yo_jusIndustrys + &; (1)
In model (1), trade crediffC) is the dependent variable. We used two measures
of trade credit: trade credit payabkesdtrade credit receivables. Trade credit payables

(TCPAY) show the volume of trade credit that firms obtiaem suppliers. It is the ratio

of accounts payable to total sales. Trade credieivables TCREC) represent the
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amount of trade credit that firms provide to custosn It is measured by the level of

accounts receivables over total siles

R is the sovereign risk, measured as sovereigrprnskium: the sovereign bond
yield spread of a country relative to that of GempngCodogno et al., 2003; Bernoth and
Wolff, 2008; Bernoth et al.,, 2012; Cantero-Saiz,aef 2014). Sovereign bond yield
spread is widely used to measure sovereign rigiguse it captures the country’s credit
risk (probability of sovereign default) and liquiirisk. We expressefiR as a dummy
variable to control for high and low sovereign rigkuntries. According to Bessler and
Wolff (2014), sovereign risk is high when the riglemium of a country relative to that
of Germany is larger than 100 basis points. Thus,viariableSR takes the value of 1
when it is greater than 100 basis points and Orefke. In previous sections, we have
postulated that an increase in sovereign risk léads reduction in trade credit. Thus,

we expect a negative relationship between soveragrand trade credit.

The monetary policy indicatofi is measured by the change in the short-term
money market rate (Ehrmann et al., 2003; Altuntaal.e 2010; Olivero et al., 2011).
To analyze if the effects of monetary policy ordearedit differ between low and high
sovereign risk countries, we included interactienms between the monetary policy
indicator and the sovereign risk variabf#R{ 4i;). The effects of monetary policy on
trade credit when sovereign risk is lo8R(dummy = 0) are measured by the coefficient
a2, While the effects when sovereign risk is higR dummy = 1) are reflected by the
sum of the coefficients, + a3. We expect that the coefficies will have a significant
and positive sign and the sum of the coefficiemis+ a3 a negative one, since
previously we have postulated that the increastaite credit, caused by a monetary

restriction, is less pronounced in countries withhker sovereign risk.

Finally, Xi:is a vector of control variables, which consistyvarfiables frequently
encountered in empirical literature on trade credlit these control variables and their
expected relationship with trade credit payablesl &ade credit receivables are

explained below.

12 By scaling the two measures of trade credit bgssaive control for declines in economic activity,
which are commonly associated with crises (Lovalet2007; Garcia-Appendini and Montoriol-Garriga,
2013).
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ASALES s the growth rate in sales from fiinin yeart, relative to yeat-1. Firms
with higher sales growth are perceived as fast grgwlients by their suppliers and this
will induce them to provide more trade credit (Adaava and Wilson, 2003; Molina and
Preve, 2012). Hence, we expect a positive relatipnisetween sales growth and trade
credit payables. As regards trade credit receigalfiens with low sales growth may
use the extension of trade credit to boost thdess@Petersen and Rajan, 1997). Thus,
we expect a negative relationship between salestgrand trade credit receivables.

SZE is the log of total assets. Larger firms havedredtcess to bank and capital
markets; so, they can avoid more expensive tragiditdinancing (Kestens et al., 2012;
Molina and Preve, 2012). Hence, we expect a negaélationship between size and
trade credit payables. As regards trade creditivabkes, larger firms have fewer
financial constraints and are, therefore, conslenere creditworthy than their smaller
counterparts. Consequently, we can expect a pesitlationship between size and
trade credit receivables (Schwartz, 1974). Howea®itrade credit can serve as a signal
of product quality and firm reputation, large firmgh a better reputation in the market
do not need to show additional quality signals #ngs, they provide less trade credit
(Deloof and Jegers, 1996). However, smaller firmispse reputation is usually much
less, remain more willing to offer trade credittteir customers to boost their sales
(Long et al.,, 1993). As a result, the relationstiptween size and trade credit

receivables may also be negative.

LIQ is defined as the ratio of cash balances to tdakts. Firms with liquidity
problems are supposed to have a higher need fde teedit financing (Kohler et al.,
2000). Consequently, we can expect a negativear§dtip between liquidity and trade
credit payables. However, suppliers may be relucaroffer trade credit to illiquid
firms; so, a positive relationship can also be jdsgKestens et al., 2012). As regards
trade credit receivables, more liquid firms areextpd to be more capable of providing
trade credit to their customers. Thus, a positelationship can be expected between
liquidity and trade receivables (Ng et al., 1998yé et al., 2007). On the other hand,
firms may be unwilling to extend trade credit tostmmers if firms pursue a higher
liquidity goal (Bougheas et al., 2009); thus, weilldocalso have a negative relationship

between liquidity and trade credit receivables.
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INV is the ratio of inventory to total assets. Suppli@ill provide more trade
credit to firms with bigger inventory, because ase of bankruptcy, the inventory can
usually be liquidated easily (Taketa and Udell, 200n consequence, we can expect a
positive relationship between inventory and tradedit payables. Concerning trade
credit receivables, firms with large inventories fofished goods bear high storage
costs. To avoid these storage costs, they may Isads$ by extending trade credit to
their customers (Bougheas et al., 2009). Basethisrassumption, we expect a positive
relationship between inventory and trade credieirables. On the contrary, we could
also find a negative relationship, since both inwgas and accounts receivables are
current assets and, hence, are substitutes froasset management perspective (Choi
and Kim, 2005).

INTRES are calculated as the ratio of cash flow to tatsets. Theecking order
theory postulates that firms with more internalgngrated resources prefer to use them
to finance their activities instead of using castiexternal funding (Myers and Majluf,
1984). Thus, we expect a negative relationship éetwinternally generated resources
and trade credit payables. Concerning trade creddivables, firms that generate more
cash internally have more resources to offer tcaddit to their customers (Petersen and
Rajan, 1997; Biais and Gollier, 1997). Hence, wa eapect a positive relationship

between internally generated resources and tramiit ceceivables.

COL is the ratio of tangible fixed assets over totalets, and it is a determinant of
trade credit payables. Firms with fewer collateaable assets use more trade credit,
because they cannot borrow enough from banks (Teasu2@13). Hence, we expect a

negative relationship between collateral and tiaddit payables.

LOANS s the ratio of bank loans over total assets. &iwith poor access to bank
financing tend to rely more on trade credit (Peterand Rajan, 1994). Thus, we expect
a negative relationship between bank loans anc tcaedit payables. As regards trade
credit receivables, better access to bank loansvalfirms to extend more trade credit
to their customers (Meltzer, 1960; Nilsen, 2002pn€equently, we expect a positive

relationship between bank loans and trade creciivables.

Table 3 provides a summary of the independent bi@saincluded in Equation

(D).
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[Insert Table 3]

Country, year, and industry dummies were includeddpture country, year, and
industry-specific factors. The error termeig; i = 1,2,...,N indicates a specific firnt
m=1,2,...,M indicates a particular countny; t = 1,2,...,T indicates a particular ye#r

s=1,2,...,Sindicates a specific industsyandj denotes the number of lags.

Table 4 presents the descriptive statistics ofvdwgables used in the analysis.
Table 5 shows the correlations between variablesdéntify potential collinearity

problems between variables.
[Insert Tables 4 & 5]
3.3. Methodology

The model in Equation (1) was estimated using tweps System-GMM
(Generalized Method of Moments), which is consisteith the presence of any pattern
of heteroskedasticity and autocorrelation. This hoét allows for controlling the
problems of endogeneity, besides allowing us toaiobttonsistent and unbiased
estimates by using lagged independent variablessisiments (Arellano and Bond,
19913 The monetary policy indicator and the macroecdnorariables are considered
exogenous, while firm-specific characteristics aoasidered endogenous (Jimborean,
2009). The exogenous variables were instrumentetthdiyselves. For the endogenous
variables, we followed the approach of Keasey e(24115) and used as instruments a
number of lags that satisfy both exogeneity ancngfth. To choose the best
instruments, we first used the following set oftinmental variables: for the equations
in differences we initially considered from t —@tt— 6 lags and for the equations in
levels from t — 2 to t — 4 la§s To analyze the exogeneity of these instrumental
variables, we ran a difference-in-Hansen test obgexkeity for this subset of
instruments, under the null hypothesis that thdrunsents are exogenous. In this
regard, we deleted from the instrument set allitis&ruments that are not exogenous.

Table 6 shows the results of this estimation.

3 The System-GMM estimator can provide strongerrimsents and lower bias, since it considers both
first-differenced and levels equations (Blundelda®ond, 1998; Bonaimé et al., 2014; Keasey et al.,
2015).

14 Wintoki et al. (2012) also considered a maximun-ef6 and t — 4 lags for the equations in diffesm
and in levels respectively.
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[Insert Table 6]

First, column 3 in Table 6 shows the differencddamsen test of the exogeneity
of the instruments for the equations in differen@elsen the instruments are in levels).
For instance, we used as instruments for the Maer#®ALESits lagsint—4 andt -5
(here we do not reject the null hypothesis, p-v&laed.433 and 0.071, respectively),
since the lags fromt — 2, t — 3 and t — 6 areaxatgenous (here we do reject the null
hypothesis, all p-values = 0.000). Second, colunaedicts the difference-in-Hansen
test of exogeneity of the instruments for the eiguatin levels (when the instruments
are in differences). For example, we used as imstnis for the variabl81ZE its lag in t
— 4, since they are exogenous when lagged fouoq®(p-value = 0.465), but not for
the rest of the periods (p-values = 0.000 and 0iAG6- 2 and t — 3 respectively). For
the rest of the variables, we proceeded in the saaygsee Table 6).

We also analyzed the strength of the instrumentsutth two additional tests
(Wintoki et al., 2012; Keasey et al., 2015). In finst test, we studied each endogenous
variable separately to assess whether the instisnmovide significant explanatory
power over the endogenous variables, focusing er-ibtatistics from the first-stage
OLS regressions. We ran two different regressiansefch endogenous variable: one
for the equations in differences (where the instnts are in levels), and the other for
the equations in levels (where the instrumentsrackfferences). In the second test we
calculated the Cragg-Donald statistics from a tteams OLS regression for the
equations in differences and for the equationgwels respectively. This is a joint test,
which is more informative than thestatistics when there is more than one endogenous

variable.

Table 7 shows the results of this analysis. Fk&atistics for all the first-stage
regressions are significant and higher than 10ckvis the critical value suggested by
Staiger and Stock (1997). It implies that the instents provide significant explanatory
power for the endogenous variables. Finally, wemerad the Cragg-Donald statistics.
To calculate these statistics we used 16 instrusniemtthe equations in levels and 19
for the equations in differences. For the equatiorevels, the Cragg-Donald statistic is
17.60. This value exceeds all the critical valuesnf Table 5.1 of Stock and Yogo
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(2005) for a bias lower than 10% when the numbenstiumentsK) is equal to 18.
Thus, with this Cragg-Donald statistic, we can aomfthat the bias from using these
instruments in the equations in levels is less th@fo of the bias from an OLS
regression, at the 5% level of significance. Fer ¢lquations in differences, the Cragg-
Donald statistic is 3.50. This value is similar ttte one that Keasey et al. (2015)
consider acceptable for confirming that the biasusihg the instruments is less than
30% of the bias from an OLS regression, at the &%llof significance.

[Insert Table 7]
3.4. Empirical results

The results of the empirical specification are didd into two parts according to
the way of measuring sovereign rislR{. On one hand, we have considered sovereign
risk as a dummy variable that can adopt two possiblues (0 ISR is low and 1 ifSR
is high)'®, while on the other hand, we have considered siyerrisk as a continuous

variable and, hence, it can adopt infinite values.
3.4.1. Sovereign risk (SR) as a dummy variable

Table 8 shows the results when sovereign 8% {s a dummy variable. In model
(a) we analyzed trade credit payabl@€ERAY). The variableSR is significant with a
negative coefficient. Thus, firms in high sovereigsk countries receive less trade
credit as we proposed. Firms that operate in higbeereign risk countries have greater
credit risk that can be transmitted to their pasnsuppliers, which is why these

suppliers are more reluctant to provide credittuse firms.
[Insert Table 8]

The variabledi, which measures the effects of monetary policytrade credit
payables when sovereign risk is |08R(= 0), has a significant and positive coefficient.
Therefore, an increase in the short-term money etadte leads to an increase in trade
credit received, as the trade credit channel suggd$ie interaction term between

monetary policy and sovereign riski¢ SR, is significant and negative, so the effects

!5 Stock and Yogo (2005) developed a set of criticdlies for evaluating the strength or weakness of
instruments for models containing up to three eedogs variables.

6 As we mentioned previously, sovereign risk is hi{§® dummy = 1) when the risk premium of a
country relative to that of Germany is greater th@ basis points (Bessler and Wolff, 2014).
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of monetary policy on trade credit payables whevessign risk is high$R = 1) are
statistically significantly different from the effts when sovereign risk is [ov@R = 0).
Thus, we need to carry out the linear restrictiest tof the sum of the coefficient
associated withi; and the coefficient associated with the interactetweendi; and
R (represented in Table 8 R Test. SR). LR Test. SR, which measures the effects of
monetary policy on trade credit received when seiger risk is high 8R = 1), is not
significant. Thus, the positive and significanteetf of monetary restrictions on trade
credit payables reported when sovereign risk is @ = 0), disappears when
sovereign risk is highSR = 1). This result can be due to the fact thatightsovereign
risk countries, greater funding difficulties, hi§hms’ probability of default, and credit
contagion effects outweigh the positive impact ahnetary contractions on trade credit

received.

In Table 8, model (b), we analyzed trade credienaables TCREC). The variable
R is negative and significant, so firms in high segn risk countries extend less trade
credit as we proposed. High sovereign risk senodamages the financial conditions of
firms and makes them increase precautionary ligyigihich is why they provide less

credit.

The variabledi, which measures the effects of monetary policytrade credit
supply in low sovereign risk countrieSR = 0), is positive and significant. It implies
that monetary restrictions increase the provisibrirade credit as the trade credit
channel postulates. The interaction term betweenetaoy policy and sovereign risk
(4i* SR) has a significant and negative coefficient, sveffects of monetary policy on
trade credit receivables in high sovereign riskntnas @R = 1) differ significantly
from the effects in low sovereign risk countri€@R (= 0). If we consider the linear
restriction testLR Test. SR, which measures the effects of monetary policytrade
credit supply when sovereign risk is highR(= 1), it is not significant. It means that,
during monetary restrictions, trade credit provis@ioes not increase in high sovereign
risk countries. Similar to trade credit received nodel (a), the severe financial
restrictions caused by sovereign risk have offéet positive effects of monetary
contractions on trade credit supply.

Regarding the control variables, the varial8ALES is negative and significant,
so firms with lower sales growth extend more tradedit, probably to boost sales

17



(Petersen and Rajan, 1997). The vari&kE has a significant and positive coefficient,
and hence, larger firms provide more trade creSichvartz, 1974). Finally, the
variablesLIQ andCOL are negative and significant (Bougheas et al.9200

3.4.2. Sovereign risk (SR) as a continuous variable

In the previous section, we analyzed the tradeitc@dannel in low and high
sovereign risk countries, by using a sovereign dgkimy that is equal to 1 when the
risk premium is larger than 100 basis points anothi®rwise. We reported that high
sovereign risk makes trade credit decline, thusetlihg the positive effects of
monetary restrictions on this credit. To analyzeerexactly at which level of sovereign
risk trade credit starts to decline, we includeel ¢bntinuous variable of sovereign risk

(R)Y. Table 9 shows the results of this analysis.
[Insert Table 9]

In model (a), we analyzed trade credit payabl€EPAY). The variable of
sovereign risk $R) is not significant. The coefficient associatedhwvihe monetary
policy indicator (i), which captures the effect of monetary policy rides on trade
credit payables when sovereign risk is zero, istpesand statistically significant, so
higher interest rates lead to an increase in tradelit payables as we reported
previously. In this analysis, we included the iat#ion between monetary policy and
the sovereign risk variabletit SR), which are continuous. Because of the interaction
between two continuous variables, the significaand marginal effect of monetary
policy on trade credit payables will depend on vadue of sovereign riskSR). To
capture this marginal effect, we have to take irst tlerivative of Equation (1) with
respect to monetary policy:

dTC;,

6Aim,t = 0{2 + a:;SRm,t (11)

The coefficientr, denotes the marginal effect of monetary policy ralé¢ credit
payables when sovereign risBR) is zero.a, + a3 denote the marginal effect of
monetary policy on trade credit payables at oneipgoint (when sovereign risliSR)

" The dummy variabl&R considers two groups of countries according tar leerel of sovereign risk
(low if SR =0 and high ifSR = 1), but without considering the different valuassovereign risk within
the same group of countries. The inclusion of tbatiauous variableéSR complements the previous
analysis, since it considers all the possible \athatSR can adopt. Therefore, it allows analysis of how
the marginal effects of monetary policy on tradedirvary depending on the valueSiR.
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has a value of 1). Since sovereign riSR)(is a continuous variable and, hence, can
adopt infinite values, the marginal effect in Egoiat(1.1) changes with the level of
sovereign risk; so, we need to use plots to in&rihre results property;

Figure 2 reports the marginal effect of monetarlycgaon the level of trade credit
payables in relation to risk premium when theransncrease in the short-term money
market rate (a restrictive monetary policy). Thetteb lines represent the 90%
confidence intervaf. Confidence intervals of 90% allow us to deterntime conditions
under which the monetary policy indicator has aisteally significant effect on trade
credit payables (whenever both upper and lower ti®wh the 90% confidence interval

are either above or below zero).
[Insert Figure 2]

According to the results of Figure 2, an increas¢he short-term money market
rate leads to an increase in the volume of tradditcreceived in countries with a not
very high risk premium. In this regard, the margiekhect on trade payables is similar
(between 0.0144 and 0.0100) in all the countrie®sghrisk premium is lower than
4.079%°. Beyond this point, the marginal effect is notnffigant; so, there is no
evidence in our sample that firms in high soveragigh countries increase trade credit
received during monetary restrictions. All firmstirese countries have high credit risk
that can be transmitted to their suppliers, whiclly mutweigh the increase in trade

credit received caused by monetary contractions.

As regards the control variables, the variabNIRES is significant with a
negative coefficient, so firms that generate materhal resources prefer to use them to
finance their investment activities and reduceuse of trade credit (Myers and Majluf,
1984).

In Table 9, model (b), we analyzed trade credieinables TCREC). Sovereign
risk (SR) is negative and statistically significant, soajeg sovereign risk leads to a
reduction in trade credit receivables as we repogeeviously. Besides, monetary

policy (i) is significant with a positive coefficient, whicmeans that monetary

18 The interpretation of the interaction of continsotariables is thoroughly explained in Bramborlet a
(2006) and Berry et al. (2012).

19 We followed Aiken and West (1991) to compute thafilence intervals.

% This comprises all the countries of the sampleepkéor Greece since 2010, Ireland and Portugaksin
2011, and Spain in 2012.
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contractions produce an increase in the supplyaafet credit when sovereign riskR)

is zero. Regarding the interaction between mongialgy and sovereign riski(* SR)

in model (b), since we are dealing with the intaoac of two continuous variables
(monetary policy and sovereign risk), the margieiéct of monetary policy on trade
credit receivables will depend on the value of sewnm risk. To capture this marginal
effect, we have to take the derivative of Equafibnwith respect to monetary policy, as
reported in Equation (1.1), and construct plotmterpret the results properly.

Figure 3 represents the marginal effect of mongpaticy on trade credit supply
in relation to the risk premium when there is acr@ase in the short-term money market
rate. When the interest rate in the money marketeases, trade credit receivables
increase in countries with a risk premium lowerntfta279%*. The marginal effect is
similar in all these countries (between 0.0149 @fd20). However, beyond this level
of risk premium, there is no evidence in our santipé monetary restrictions lead to an
increase in trade credit extended. Firms in higlmereign risk countries face serious
financial constraints and maintain more precautipnaquidity, which offsets the

increase in trade credit supply caused by monetamyractions.
[Insert Figure 3]

Concerning the signs and significance of the comaaables, they are similar to

those obtained in previous models.

Finally, we controlled for the existence of struelubreaks by interacting the
sovereign risk indicatorSR) with aPRECRISI S dummy. This dummy takes the value of
1 from 2005 to 2007 and O otherwise. Thereforagfresents the years before the

outbreak of the crisfé Table 10 shows the results of this analysis.
[Insert Table 10]

In Table 10, model (a), we examined trade crediapbes TCPAY). The variable
sovereign risk §R), which represents the influence of sovereign nsktrade credit

I Most of the countries of the sample have a rigiapum below this level before the crisis, but dgrin
the crisis years, only Germany has a risk premiavel than this level during the whole period, wiie
risk premium of France, the Netherlands and Finiarzklow this level in some crisis years.

2 The sovereign risk dummyaR), used in the analysis of Table 8, and FRECRISIS dummy present
collinearity problems, since the years after thtbmak of the crisisRRECRISIS = 0) are exactly those
when sovereign risk is higl8R = 1). Therefore, it is not possible to include thieraction between the
sovereign risk dummySR) and thePRECRISS dummy in the analysis of Table 8.
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received during the crisis (Wh&RECRISIS = 0), is not significant. Thus, in this model
(a) we do not have evidence that sovereign ris&ctdftrade credit payables after the
outbreak of the crisis. The interaction between theable SR and PRECRISS is
positive and significant. It means that the effesfssovereign risk on trade credit
payables before the crisiBRECRISS = 1) are statistically significantly different fro
those during the crisiPRECRISS = 0). Therefore, we need to carry out the linear
restriction test of the sum of the coefficient asated with SR and the coefficient
associated with the interaction betwé&Bh andPRECRIS S (represented in Table 10 by
LR Test. PRECRISS). LR Test. PRECRISS which measures the effects of sovereign
risk on trade credit received before the cridfRECRISIS = 1), is positive and
statistically significant. Hence, before the crigieater sovereign risk produces an
increase in trade credit payables. It is possiblgt tefore the crisis, since credit
conditions were better and sovereign risk was Venyin all the Eurozone countries,
firms were able to get more trade credit finandimogn their suppliers. However, after
the outbreak of the financial crisis, sovereighk rereased sharply, which damaged the
creditworthiness of national firms, thus makingittseippliers more reluctant to provide
trade credit to them. This fact would explain whade payables do not increase during
the crisis when sovereign risk is higher. Thus,ilsinto previous models, these results
show that high sovereign risk deteriorates thelalgity of trade credit for firms.

Regarding the effects of monetary policy in Table fnodel (a), since we are
dealing with the interaction of two continuous ahies (monetary policy and sovereign
risk), the marginal effect of monetary policy oade credit payables will depend on the
value of sovereign risk. To capture this margirfééa, we have to take the derivative
of Equation (1) with respect to monetary policy, reported in Equation (1.1), and
construct plots to interpret the results propeflyese results, which are shown in Figure

4, are similar to those reported previously.
[Insert Figure 4]

Concerning the signs and significance of the comadables, they are similar to

those obtained in previous models.

In Table 10, model (b), we analyzed trade creddeireables TCREC). The
variable SR, which denotes the effects of sovereign risk @udr credit receivables

during the crisisRRECRISS = 0), is negative and significant, so greater sgiga risk
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leads to a reduction in trade credit supply atterdutbreak of the crisis, as we reported
previously. The interaction betwe&R and thePRECRIS S dummy SR*PRECRISS)

is not significant, so the effects of sovereigk 0% trade credit supply before the crisis
(PRECRISS = 1) are not significantly different from those rihg the crisis
(PRECRISS=0).

Concerning monetary policy and its interactionshvabvereign risk, we have to
take the first derivative of Equation (1), as wasel in Equation (1.1), and construct
plots to show the results. Figure 5 representsrthrginal effect of monetary policy on
trade credit receivables in relation to the ris&rpium when there is an increase in the

short-term money market rate. These results argasito those reported previously.
[Insert Figure 5]

As regards the signs and significance of the contrgables, they are similar to

those reported in previous models.
4. CONCLUSIONS

The financial crisis that started in 2008 raise¢kstor concerns about sovereign
risk in several European countries. Greater sogereisk worsened the financing
conditions of the banking sector, leading to a gltcrease in the supply of loans. The
reduction in bank lending has seriously affected fmancial conditions of non-
financial firms, which has forced them to resortrde credit as an alternative source
of finance. This paper analyses how sovereign aificts the volume of trade credit,
both directly and through monetary policy. Greaevereign risk has imposed severe
financial restrictions on all firms and has fordbeém to maintain more precautionary
liquidity. In addition, greater sovereign risk hasreased the probability of default of
national firms, raising concerns about credit cgima effects. Because of these
problems, we contend that firms will be more redmttto provide trade credit and will
have more difficulties in accessing this sourcéirednce. Consequently, sovereign risk
will lead to a reduction in trade credit, thus limg the positive effects of monetary

restrictions on it.

Using a sample of European firms from 2005 to 20 find that sovereign risk
plays an important role in determining the volunhi¢rade credit in the Eurozone. Trade

credit received increases with an increase in sogerisk, but only in the years prior to
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the crisis. However, during the crisis, there isewidence that trade credit received
increases with the level of sovereign risk. Regagdrade credit supply, it decreases
during the crisis as sovereign risk increases. #altally, we find that monetary
restrictions only lead to an increase in trade iciedcountries with low or moderate

sovereign risk.

These results would be very helpful to euro aregeguments in taking actions to
mitigate the adverse effects of sovereign risk atonal firms. In addition, these results
are very interesting in the context of the manmewhich monetary policy is being
conducted by the European Central Bank. The resuligest that the single monetary
policy, which has been in existence in Europe sit®@9, has not been affecting all the
countries equally. Therefore, the European Cemtaalk should give due consideration
to the sovereign risk differences between countimesmplementing its monetary

decisions to ensure a smooth transmission of monptdicy through trade credit.

This article has tried to shed light on the effefcsovereign risk on trade credit
and on the transmission of monetary policy throtlgh source of finance. However,
further analysis is needed to fully understandrtiie of trade credit and to reduce the

negative impact of sovereign risk on the finanangditions of firms.
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TABLES
Table 1: Sample

PANEL A: NUMBER OF FIRM S PER COUNTRY
Number of observations Number of firms
Austria 2,251 455
Belgium 22,825 3,209
Finland 6,684 1,027
France 53,952 8,625
Germany 29,052 5,358
Greece 9,799 1,466
Ireland 1,560 331
Italy 92,853 13,346
Luxembourg 687 118
Netherlands 1,816 313
Portugal 17,635 3,127
Spain 57,130 8,489
Total 296,244 45,864
PANEL B: NUMBER OF OBSERVATIONSPER YEAR
Total
2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 Obs.
N. of
observations | 30 903| 31,229| 35,663| 41,660| 42,985| 40,975| 38,517| 34,312| 296,244
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Table 2: Industry breakdown

Number of Number of Proportion of each industry
Industry observations firms over thewhole sample
Agriculture, Forestry, Fishing
and Hunting 3,430 535 1.17%
Mining, Quarrying, and Oll
and Gas Extraction 2,142 346 0.75%
Utilities 8,226 1,303 2.84%
Construction 29,163 4,644 10.12%
Manufacturing 143,923 21,935 47.83%
Trade 87,337 13,631 29.72%
Transportation and
Warehousing 22,023 3,470 7.57%
Total 296,244 45,864 100%
Table 3: Independent variables
VARIABLE PROXY

Sovereign riskgR)

Sovereign bond yield spread of a country relativ&ermany

Monetary policy 4i)

Change in the short-term money market rate

4i*SR) Interaction term between sovereign risk and rmemygpolicy
Sales growth (1 Sales) (Sales in year t — Sales in year t-1)/Sales in ydar
Size §ZE) Log(Total Assets)
Liquidity (LIQ) Cash balances/Total Assets
Inventory (NV) Inventory/Total Assets

Internal resourcesTRES)

Cash flow/Total Assets

Collateral COL)

Tangible fixed assets/Total Assets

Bank loansI(OANS)

Bank loans/Total Assets

Table 4: Sample statistics

Variable M ean Standard Minimum Maximum
deviation
TCPAY 0.1629 0.2933 0.0000 76.4414
TCREC 0.2536 0.6228 0.0000 249.1792
A SALES 0.0103 0.1943 -0.9987 0.9998
SIZE 10.1242 1.2891 4.6562 19.4047
LIQ 0.0777 0.1118 0.0000 0.9866
INV 0.1945 0.1661 0.0000 0.9982
INTRES 0.0650 0.0881 -0.9992 0.9922
COL 0.2294 0.1987 0.0000 0.9973
LOANS 0.1107 0.1403 0.0000 0.9979
SR 1.1449 2.0613 -0.9398 21.0025
Al -0.2747 1.4244 -3.4059 1.1984
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Table5: Correlations

ASALES SIZE LIQ INV INTRES COoL LOANS SR Ai
ASALES 1
SIZE 0.0632 1
LIQ 0.0121 -0.0815 1
INV -0.0025 -0.0484 -0.1520 1
INTRES 0.1877 -0.0023 0.1740 -0.1343 1
COL -0.0333 0.0479 -0.1666 -0.2694 0.0966 1
LOANS -0.0241 -0.0373 -0.2590 0.1864 -0.2260 -0010 1
SR -0.1091 -0.0539 -0.0429 -0.0325 -0.1171 0.0425 .092% 1
Ai 0.2687 0.0153 -0.0136 0.0219 0.0566 -0.0451 @024 -0.0736 1

Table 6: Difference-in-Hansen tests of exogeneity

Diff-in-Hansen: Diff-in-Hansen:
Endogenous variable I nstrument equationsin equationsin levels
differences (p-value) (p-value)
ASALES ASALES _, 0.000 0.000
ASALES _; 0.000 0.005
ASALES_4 0.433 0.753
ASALES _s 0.071
ASALES _g 0.000
SIZE SIZE _, 0.000 0.000
SIZE _3 0.000 0.006
SIZE _4 0.004 0.465
SIZE 5 0.003
SIZE ¢ 0.070
LIQ:-2 0.000 0.000
LIQ:_3 0.000 0.978
LIQ:_4 0.474 0.000
LIQ:_s 0.010
LIQ: ¢ 0.000
INV INV,_» 0.002 0.326
INV_3 0.002 0.000
INV_4 0.606 0.000
INV,_5 0.006
INV,_g 0.028
INTRES INTRES _, 0.000 0.024
INTRES _3 0.010 0.008
INTRES _4 0.955 0.279
INTRES _5 0.003
INTRES _g 0.342
COL COL_, 0.000 0.000
COL_3 0.002 0.000
COL;_4 0.000 0.323
COL_s 0.174
COL_¢ 0.202
LOANS LOANS, _, 0.000 0.272
LOANS,_3 0.001 0.011
LOANS,_4 0.015 0.016
LOANS,_s 0.748
LOANS, _g 0.000
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Table 7: First-stage OL Sregressions and Cragg-Donald statisticsfor System-GMM estimates

F-statistic p-value R?
Panel A. Dependent variable in levels, explanatory variables (instruments) in differences
ASALES 185.1 0.0000 0.1002
SIZE 599.6 0.0000 0.0566
LIQ 1,530.2 0.0000 0.1592
INV 829.5 0.0000 0.2222
INTRES 181 0.0000 0.1284
COL 2,029.7 0.0000 0.2047
LOANS 1,147.8 0.0000 0.1636
Cragg-Donald statistic: 17.60
Panel B. Dependent variable in differences, explanatory variables (instruments) in levels
A(ASALES) 171.6 0.0000 0.1662
ASIZE 97.9 0.0000 0.1208
ALIQ 325.3 0.0000 0.0678
AINV 814.3 0.0000 0.0672
AINTRES 22.8 0.0000 0.0527
ACOL 2154 0.0000 0.0853
ALOANS 169.5 0.0000 0.0256
Cragg-Donald statistic: 3.50

Table 8: Results (Dummy variable for sovereign risk (SR))

@ (b)

Trade credit payables Trade credit receivables
SR -0.0210(-2.72) ik -0.0306(-2.55) ok
Aiy 0.0093(1.84) * 0.0140(1.66) *
Aiy *SRy -0.0026(-1.67) * -0.0052(-2.45) ok
ASALES; -0.0096(-0.47) -0.0729-2.64) ok
SIZE; 0.0088(0.50) 0.05041.84) *
LIQ;; 0.0037(0.05) -0.3401-2.88) ok
INV, 1 0.0141(0.22) -0.1197-0.90)
INTRES; 0.1354(0.95) 0.05330.32)
COL;; -0.0390(-0.78) -0.193(@-2.78) ok
LOANS;; -0.0019(-0.02) -0.1651-1.09)
LR Test. SR 0.00671.36) 0.00841.10)
Country dummies Yes Yes
Year dummies Yes Yes
Industry dummies Yes Yes
7 0.0010 0.0100
z, 0.0000 0.0000
z3 0.0000 0.0000
m, 0.263 0.194
Hansen 0.471 0.517
Diff-in-Hansen 0.456 0.543

Coefficients associated with each variable. In betgkT-student; *** indicates a level of signifieanof 0.01, **
indicates a level of significance of 0.05, * indiesa level of significance of 0.1. LR Test. SR slihear restriction
test of the sum of the coefficients associated wittandAi*SR;. z;, z, and z are Wald tests of the joint significance
of the time, country and industry dummies respetyivunder the null hypothesis of no relation. imthe p-value of
the 2nd order serial correlation statistic. Hansenma test of the over-identifying restrictions, mmpfotically
distributed as X under the null hypothesis of no correlation betwée instruments and the error term. Diff-in-
Hansen is also a test distributed asuxider the null hypothesis of no correlation betwtee subset of instruments
used in the level equations and the error term.
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Table 9: Results (Continuous variable for sovereign risk (SR))

@) (b)

Trade credit payables Trade credit receivables
SR 0.0041(1.21) -0.011Q-1.85) *
Aiy 0.0136(2.48) * 0.0126(1.72) *
Aiy *SR -0.0009(-1.00) -0.0024-1.81) *
ASALES; 0.0258(1.48) -0.077§-2.89) ok
SIZE;; 0.0024(0.18) 0.02231.15)
LIQi; 0.0127(0.21) -0.2456-2.24) =
INV, 0.0110(0.20) -0.2795%-3.37) ok
INTRES; -0.2305(-1.97) * -0.2381(-1.66) *
COL;; 0.0342(0.92) -0.132%-2.20) **
LOANS;; -0.0435(-0.66) -0.1403-1.16)
Country dummies Yes Yes
Year dummies Yes Yes
Industry dummies Yes Yes
Z 0.0000 0.0000
Z 0.0002 0.0000
Z3 0.0385 0.0000
m, 0.739 0.121
Hansen 0.509 0.627
Diff-in-Hansen 0.538 0.868

Coefficients associated with each variable. In betgkT-student; *** indicates a level of signifi@anof 0.01, **
indicates a level of significance of 0.05, * indiesna level of significance of 0.1, z, and z are Wald tests of the
joint significance of the time, country and indystiummies respectively, under the null hypothebisoorelation. m

is the p-value of the 2nd order serial correlatgiatistic. Hansen is a test of the over-identifyimggtrictions,
asymptotically distributed as®under the null hypothesis of no correlation betwé®e instruments and the error
term. Diff-in-Hansen is also a test distributedXdsunder the null hypothesis of no correlation betwte subset of
instruments used in the level equations and ther &srm.

32



Table 10: Results (Continuousvariablefor sovereign risk (SR) & Structural breaks caused by the crisis)

(@) (b)

Trade credit payables Trade credit receivables
SR 0.0026(0.69) -0.016Q-2.00) ok
Aiy 0.0106(2.46) el 0.0205(2.30) ok
Aiy *SRy -0.0014(-1.40) -0.0034-2.11) ok
SR* PRECRISIS 3.4635(2.05) el 2.4331(0.73)
ASALES; 0.0295(1.80) * -0.0147(-0.61)
SIZE; 0.0040(0.38) 0.01340.68)
LIQi; -0.0049(-0.09) -0.2144-1.59)
INV;; -0.0027(-0.06) -0.2478-2.80) ok
INTRES; -0.1949(-1.98) b -0.4015(-2.49) ok
COL;; 0.0217(0.71) -0.1425-2.28) ok
LOANS;; 0.0119(0.23) -0.0962-0.70)
LR Test. PRECRISIS 3.4662.05) el 2.4172(0.72)
Country dummies Yes Yes
Year dummies Yes Yes
Industry dummies Yes Yes
7 0.0004 0.0318
z, 0.0000 0.0002
Z3 0.0000 0.0000
m; 0.116 0.962
Hansen 0.443 0.713
Diff-in-Hansen 0.432 0.732

Coefficients associated with each variable. In betgkT-student; *** indicates a level of signifieanof 0.01, **
indicates a level of significance of 0.05, * indes a level of significance of 0.1. LR Test. PRECRISISe linear
restriction test of the sum of the coefficientsogssted with SRand SRPRECRISIS. z;, z, and z are Wald tests of
the joint significance of the time, country andustty dummies respectively, under the null hypdthegno relation.
m, is the p-value of the 2nd order serial correlatpatistic. Hansen is a test of the over-identiynestrictions,
asymptotically distributed as®under the null hypothesis of no correlation betwé®e instruments and the error
term. Diff-in-Hansen is also a test distributedXdsunder the null hypothesis of no correlation betwee subset of
instruments used in the level equations and ther &srm.
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FIGURES

Fig. 1: Trade credit vs. loan usage differences acrossrestrictive and expansionary monetary

regimes
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The cost of trade cred(ir¢) is more stable than the effective cost of banklitr@,ycfsectivey) When monetary
conditions vary. A firm will switch to trade credinance when the effective loan priGgycsrective)) fises above
the effective cost of trade credit:¢), which is more likely to occur during monetarytrisions.

Source: Atanasova and Wilson (2003)
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Fig. 4. Marginal effect ofmonetary policy on trade credit  Fig. 5. Marginal effect of monetary policy on trade credit
payables in relation to risk premium when shomrter receivables in relation to risk premium when shertn
money market rate increases. Based on model (alg T@b money market rate increases. Based on model (bje Téb
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TRADE CREDIT, SOVEREIGN RISK AND MONETARY POLICY IN EUROPE
HIGHLIGHTS
We study how sovereign risk affects trade credit, directly and through monetary policy.
During the crisis, trade credit supply decreases as sovereign risk increases.
Trade credit received increases as sovereign risk rises, but only before the crisis.

Monetary restrictions increase trade credit only in low-moderate sovereign risk countries.



