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ANALYSIS OF SPATIO-TEMPORALLY SPARSE OPTIMAL CONTROL
PROBLEMS OF SEMILINEAR PARABOLIC EQUATIONS*

EDUARDO CAsAs!, RoLAND HERZOG? AND GERD WACHSMUTH?

Abstract. Optimal control problems with semilinear parabolic state equations are considered. The
objective features one out of three different terms promoting various spatio-temporal sparsity patterns
of the control variable. For each problem, first-order necessary optimality conditions, as well as second-
order necessary and sufficient optimality conditions are proved. The analysis includes the case in which
the objective does not contain the squared norm of the control.
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1. INTRODUCTION

In this paper, we analyze some optimal control problems governed by semilinear parabolic equations where the
cost functional involves a functional j acting on the control which promotes the sparsity of the optimal control.
We present three different choices for the functional j. Each of these choices induces a different spatio-temporal
sparsity pattern for the optimal control, all of them being interesting. The control problems are formulated as
follows

Minimize J,(u) = F,(u) + pj(u)

)
a<u(zx,t) < fora.a. (x,t) € 2r=102x(0,T)

where

Fy(u):/Q L(ac,t,yu(ar;,t))dacdt—i—g/Q u?(z,t) do dt,

T
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j : L?(27) — R is a Lipschitz continuous and convex but not Fréchet differentiable function, v > 0, u > 0. The
state y, is the solution of the semilinear, parabolic equation

Oyu + Ay + a(as,t, yu) =u in {27,
Yo =0 on Xp =1 x(0,T), (1.1)
yu(0) =yo in (2.

Here, A is the linear elliptic operator

Ay = — Z awj [aij(f) Oz, Y]

4,j=1

We mention that it is possible to replace the Dirichlet boundary condition y, = 0 by a Neumann boundary
condition 0, ,y, = g with g € LP (X)), provided that p is sufficiently large, so that L> estimates for the solution
of the boundary value problem are obtained.

The goal of this paper is to carry out the first and the second-order analysis of (P, ). This analysis will be
done for each of the three following choices for the functional j

i EN2) = R i) = Jullian = [ lu(e0ldsdt

T
1/2

T
jo: 20, T LN (2)) = R, ja(u) = ||ull20,m01(2)) = l/o [0 dt] ;

j3 : Ll(Q;L2(O,T)) — R, jg(u) = HuHLl(Q;L"’(O,T)) = /Q ||u(x)\|L2(O,T) dx.

When we take j = j1, the corresponding problem (P,) will be denoted by (Pl). Analogously, we define the the
control problems (P2) and (P3) corresponding to the other two functionals j, and js.

Problems with the functional j; and linear elliptic equations were first analyzed in [15]. Later on, a second-
order analysis in the presence of semilinear elliptic state equations was provided in [5] and adapted to measure-
valued controls in [4]. Note that the functional j; does not provide control over the structure of the spatio-
temporal sparsity pattern of the optimal control.

Problems involving the functional jo have been studied in [6], again with measure-valued controls in place
of L'. The term j, promotes optimal controls which are spatially sparse, for almost all points in time. The
spatial sparsity pattern may change over time.

Finally, the functional j3 promotes sparsity patterns which are spatially sparse and constant throughout
the time interval. Corresponding optimal control problems with linear elliptic and parabolic equations have
been studied in [11], and the term directionally sparse controls was coined there. An extension of this work to
measure-valued controls can be found in [13].

The motivation for considering measure-valued controls in some of the above references is that problem (P,)
is not well-posed in L?({27) in case v = 0, provided that control constraints are also absent (i.e. a = —oo0,
(8 = 00). In this situation, minimizing sequences will converge in the weak-* topology of an appropriate measure
space. Due to the presence of the control bounds in (P,), we can obtain solutions in L?(£27) even when v = 0,
see Theorem 2.4 below.

Unless stated otherwise, the references above pertain to problems with linear state equations and convex
objectives, hence no second-order analysis is necessary.

Besides the first-order necessary conditions, we derive in this paper second-order necessary and sufficient
conditions for the non-convex problems (PL)-(P3), which, in case v > 0, both use the same cone of critical
directions and thus provide the minimal gap between second-order necessary and sufficient conditions. Note
that the second-order directional derivatives v — j” (u; v?) of the above functionals do not exist in all directions.
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It is therefore necessary to define suitable substitutes, see (4.5)—(4.7). It was already shown in [5] that ji =0
can be used in case of the first functional. This is however not true for jo and js.

The paper is organized as follows. We summarize our assumptions and some preliminary results in the
following section. Section 3 is devoted to the derivation of first-order optimality conditions. As a corollary, we
analyze the sparsity structure of the solution in all three cases, see Remark 3.11 and Figure 1. In Section 4 we
address second-order necessary optimality conditions and in Section 5 the second-order sufficient conditions.

We point out that the case v = 0 is explicitly included in the analysis. The only problem that remains open
is the second-order sufficient condition for problem (P3). We comment on this case at the end of Section 5.

2. ASSUMPTIONS AND PRELIMINARY RESULTS

Throughout the paper, {2 denotes an open, bounded subset of R", 1 < n < 3, with a Lipschitz boundary I;
see ([14], Sect. 1.3). The final time T' > 0 is given and fixed. We make the following assumptions on the functions
and parameters involved in the control problem (P,).

Assumption 1. The coefficients of A have the following regularity properties: a;; € L°>°({2) and

34 > 0 such that Z aij(r) & & > AlEf? for aa. 2 € 2 and V€ € R™. (2.1)
ij=1

Assumption 2. The initial datum yo € L°°(£2) and a : 27 x R — R is a Carathéodory function of class C?
with respect to the last variable, satisfying the following assumptions

Jp, € LP(0,T;L(82)) and C, € R such that (2.2)
a(z,t,y)y > VYa(x,t) + Cuy? for a.a. (z,t) € 27 and Vy € R, ’
a(-,-,0) € LP(0,T; L9(£2)) and VM > 0 3Cps > 0 such that
Y .
a—ycj(x,t,y) < Oy for a.a. (x,t) € Op,V|y| < M, with j =1,2 (2:3)
Vp >0 and VM > 0 Jepr,, > 0 such that for a.a. (z,t) € O2p
a (2.4)

0? 0%a
la_yg(xatva) - 8_y2(1'vtayl)

< p.Vyil <M, and |y2 — 1] < enyp,
where p, § € [2, +00], with % + 2—’; < 1.
Assumption 3. We also assume —oco < a < 0 < < 400, 4 >0, v >0,and L : 2 xR — R is a

Carathéodory function of class C? with respect to the last variable such that L(-,-,0) € L!(£7). Furthermore,
for every M > 0 there exists a function 1y, € LP(0,T; L4(2)) satisfying

VM >0 Fppr € LP(0,T; LI(82)) and Cps > 0 such that

oL

—(z,t,y ‘ < p(z,t) Vly| < M and for a.a. (z,t) € {27,

ay( ) (z,1) Y]yl (z,1) (25)
%L

a—yQ(J;,t,y) < Cp V)y| € M and for a.a. (z,t) € 27,
Vp > 0 and VM > 0 Jepr,, > 0 such that for a.a. (z,t) € O2p

O*L 0?L 2.6
a—yg(xatva) - a—yQ(l"t,yl) < p Yyl <M, and |y2 — 1| < enp. (26)

In the sequel, we will denote the set of feasible controls by

K={ueL>®(2r): a<u(z,t) < foraa. (z,t)€ 2r}.
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As usual, we denote by W (0, T') the space of functions y € L%(0,T; H}(£2)) such that 9,y € L?(0,T; H1(£2)).
Tt is well-known that every function y € W (0, T') belongs, after a modification on a set of zero Lebesgue measure,
to C([0,T],L?(£2)). Now, we analyze the existence, uniqueness and regularity of a solution of (1.1).

Theorem 2.1. Under the Assumptions 1 and 2, for allu € LP(0,T; L4(£2)) equation (1.1) has a unique solution
yu € W(0,T) N L>®(N2r). Moreover, the mapping G : LP(0,T;Li(2)) — W(0,T) N L>(2r), defined by
G(u) = yu, is of class C?. For all elements u,v,v; and vy of LP(0,T; Li(£2)), the functions z, = G'(u)v and
Zowy = G"(u)(v1,v2) are the solutions of the problems

% + Az + g_Z(xatvyu)Z =v in O,
z=0 on X, (2.7)
z(0) =0 n 2,
and
% Azt Z_Z(x’t»yu)z + giyz(x,t,yu)zvlzw =0 in Qr,
z=0 onXp, (2.8)
2(0)=0 in (2,
respectively.

The proof of the existence and uniqueness of a solution of (1.1) in W(0,7") N L ({2r) is standard. The reader
is referred, for instance, to [2] where the arguments used for a Robin boundary condition can be easily adapted
to the Dirichlet case. For the proof of the differentiability we can proceed as follows. We set

Y = {y e W(0,T)N L>®(02r) : % + Ay € Lﬁ(O,T;Lé(Q))} ,

endowed with the graph norm. Y is a Banach space and Y C C([0,T],L?(£2)). Indeed, recall that
LP(0,T; L4($2)) C L%(27) C L*(0,T; H~1(£2)). Then, we have y(0) = }in(l) y(t) € L=(£2). Now, we define

F:Y x LP(0,T; L9(2)) — LP(0,T; LI(2)) x L=(N7),

0
Fgo) = (G0 + Ayt alotoy) = s y(O) = )
Using that y € L>®(2r) and (2.3) we deduce that a(-,-,y) € LP(0,T;L%(2)). Hence, F is well defined and
we can apply the implicit function theorem to deduce that G is of class C? and to show that (2.7) and (2.8)
represent its first and second derivatives, respectively.

Remark 2.2. In Assumptions 2 and 3, the condition p, ¢ > 2 is not necessary for Theorem 2.1. Indeed, it is
enough to impose p, § € [1,4+oc]. However, the assumption p, § € [2, +o0] is useful to get some extra regularity

for y,, and it will simplify our presentation, avoiding some technicalities.

Now, we have the following differentiability result.
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Theorem 2.3. Under the Assumptions 1-3, F,, : LP(0,T; Li(82)) — R is of class C*. Moreover, for all u,v, v,
and vy of LP(0,T; L1(§2)) we have

Fl(u)v = / <8—L(5E,t,yu) Zy + V’LL’U) dzdt = / (pu + vu)vdedt, (2.9)
Qr 8:'-/ Qr
" 0%L 0%a
Fy (u)(v171}2) = W(xatvyu) _wuﬁ(wvtayu) Zuy Zuy TV V1V2 dl’dt, (210)
Q7 Y Y
where z,, = G'(u)v;, i = 1,2, and ¢, € W(0,T) N L>({2r) is the solution of
0 da oL .
_a_(f +A*<P+a—y(1‘at7yu)¢: @('T’tvyu) m ‘QTa
o= 0 on Sp. (2.11)
e(T)=0 in §2,

A* being the adjoint operator of A.

The fact that F), is of class C? is an immediate consequence of Theorem 2.1 and the chain rule. On the other
hand, since y,, € L (§2r), we deduce from (2.5) that %(-, yu) € LP(0,T; L9(£2)), which implies that ¢,, is well
defined and enjoys the indicated regularity. The formulas (2.9) and (2.10) follow from standard computations.

Analogously to Y, we define the space

&= {(p e W(0,T)NL>®(r) : —2—f + A%y € Lﬁ(O,T;L‘j(Q))} ,

endowed with the graph norm. As established for Y, we also have the embedding ® C C([0, 7], L?(£2)).
We conclude this section by stating the following theorem, whose proof follows from classical arguments by
taking a minimizing sequence.

Theorem 2.4. Problem (P,) has at least one solution , .

3. FIRST-ORDER OPTIMALITY CONDITIONS

Since (P,) is not a convex problem, we will deal with local solutions. We say that @, is a local solution of
(P,) if there exists € > 0 such that J,(u,) < J,(u) for all u € B.(4,), where B(u,) denotes the open ball in
L?(07) centered at i, and with radius . Moreover, 4, is said a strict local minimum if the previous inequality
is strict for every u € B.(u, ) different from u,.

The next theorem states the first-order optimality conditions satisfied by a local minimum of (P, ). To this
end, we recall that the tangent cone 7k (u,) of K at 1, with respect to the L?(£2r)-topology is given by

Tk (ty) = {v € L*(2r) s v(z,t) > 0if uy(z,t) = a and v(z,t) < 0 if 4y (2, 1) = B}, (3.1)
see for instance ([1], Lem. 6.34).
Theorem 3.1. If 4, is a local minimum of (P,), then there exist §, €Y, ¢, € @, and \, € 9j(u,) such that
¢y + Ay + alx, t,§,) = Uy in 27,

g, =0 on X, (3.2)
:UV(O) =%Yo mn Qa
0 oL
_atgau + A* _V + —a(x,t,gj,,) ‘;511 = _($7tagu) in QT»
o, =10 on X, ’
@,(T) =0 in 92,

/ (Py +via, +pX)vdedt >0 Yo € Tx(iy,). (3.4)
Q7
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In the theorem, 9j(u, ) denotes the subdifferential in the sense of convex analysis of j at the point @,.

Proof. Since j is convex and Lipschitz, we have for every u € K

e _ . . . (uy +p(u—u,)) = J(u,)
Fy () (u = ty) + pj(u) — pjtn) =2 Ty 5

> 0.

Therefore, u, is a solution of the convex optimization problem

i Il/ :F/ Uy + ] + 1 )
L L) = FL@) ut () + Ix(a)

where Ix denotes the indicator function of the convex set K. Since both, F/(@,) and j are continuous, we can
apply the Moreau—Rockafellar Theorem (see [9], Chap. I, Prop. 5.6), and obtain

0 € 90I,(u,) = F,(u,) + pdj(u,) + 0lx(u,).

Therefore, there exists \, € 9j(,) such that —[F/(u,) + pX,] € OIx(4,). Finally, from this relation and
taking ¢, and @, solutions of (3.2) and (3.3), respectively, we deduce (3.4) with (2.9), (3.1) and the fact that
Gy + v, +p, € L2(027). 0

Now, we use the optimality system (3.2)—(3.4) to deduce the sparse structure of @, for the three choices of j.

3.1. Problem (Pl)
Recall the functional j; : L*(27) — R defined by

j1(u)=/Q |u(x, )| dz dt.

Let us state some properties of j;. First, a simple computation shows that A € 97 (u) if and only if A € L>({27)
and
Az, t) = +1 if u(z,t) >0,
Mz, t) = -1 if u(z,t) <0, (3.5)
Az, t) € [-1,+1] if u(z,t) =0,

holds a.e. in {27. Moreover, the directional derivatives of j; are given by

J1(u;v) = lim nut pv) = ji(w) = / v(x,t)dtde — / v(x,t)dt dx +/ |v(a, t)] dt dz, (3.6)
ot

PO p e 27, 09,

where (Z;u, 27, and (Z%u denote the set of points of 27 where wu is positive, negative or zero, respectively.
Now, taking j = j; in Theorem 3.1, we deduce from the variational inequality (3.4) the following properties.

Corollary 3.2. Let 4,, @, and X\, be as in Theorem 3.1, then the following relations hold for almost all
(xat) € QT

) 1 -

=0 e 4 o) = Proj g (~Lleu(ot) 4 (o)) (37
[P (@, )| < p =ty (z,t) =0,

ifv=0 then { ¢,(z,t) > p=u,(z,t)=aq, (3.8)
@V(xat) < —p= ﬂl/(xat) =B,

@u(x, t)) . (3.9)
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Here, Proji, 4 (c) refers to the projection of ¢ € R onto the interval [a,b] C R. Moreover, A\, € L2(0,T; H} (12))
holds and it is unique. Finally, if v > 0, we also have that @, € L*(0,T; H}(£2)).

The proofs of (3.7) and (3.9) were given in ([5], Cor.3.2) and (3.8) can be found in ([3], Thm. 3.1). In both
cases, the control problems are elliptic, but there is no change in the proofs (up to the replacement of the
argument x by (x,t)) with the parabolic case, since the above corollary is just a consequence of (3.4). In the
case v > 0, the first equivalence of (3.7) shows the sparsity of 4, and the regularity follows from the second
relation. For v = 0, if the set of points (z,t) € £2r where |@,(z,t)| = p has a zero Lebesgue measure (which
is expected in many cases), then @,(x,t) € {a,0, 5} for almost all (x,t) € 27, which means that the optimal
control has a bang-bang-bang structure.

Remark 3.3. From the state equation (3.2) we can get an estimate ||, || (0.) < M, with M depending on «
and (3, but independent of @, . Using (2.5), we obtain from (3.3) a similar estimate ||@, || o (0,) < M’, with M’
independent of @,. Hence, from (3.7) and (3.8) we conclude that @, = 0 if u > M’. Therefore, we may influence
the size of an optimal control’s support by adjusting 4 in the interval [0, M].

3.2. Problem (P32)
We recall that jo : L2(0,T; L(£2)) — R is defined by
1/2

Jalu) = (/T I3 0, dt) - VT (f u(x,t>|dx)2 at

Hereafter, ||-||z2(z1) will denote this norm of the space L2(0,T; LY($2)). For u € L?(Q27), we define

1/2

T
HUH%2(L°C) = HUH%P(O,T;LOO(_Q)) :/o ess:gp\u(m,t)ﬁdt € [0, +o0]

and
LQ(O,T; L*e(2)) = {u S LQ(QT) : ||u||L2(Loo) < oo}.

Note that L2(0,T; L>(§2)) is not a Bochner—Lebesgue space, since its elements are only weakly-* measurable
w.r.t. L>(§2). From Theorem 8.20.3 of [8], we have that L2(0,T; L>(£2)) is the dual space of L?(0,T; L'(£2)).
Now, we study the properties of the elements of 9ja(u).

Proposition 3.4. For u # 0, A € dj2(u) is equivalent to A\ € L?(0,T; L>°(£2)) and

Az, t) € Sign(u(x,t))w a.e. in O, (3.10)
lull L2z
where
11 ife >0,
Sign(#) = -1 ifo<0, (3.11)
[-1,41] if 6 = 0.

In case u =0, we have djz(u) = {\ € L*(0,T; L>=(£2)) : ||\ L2(1) < 1}. Moreover, for X € dja(u) we have

supp ut () C {z € 2: Nz, t) = +||A(t) || L) } o
{Supp um(t) C{z € 2: Az, t) = = [AO)ll=)} (0,7). (3.12)
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Proof. Since jo is the norm of L%(0,T; L'(£2)), we have the characterization
0ja(u) = {)\ € L*(0,T;L>®(02)) : |\l p2(z~) < 1 and /Q Audedt = ||u||L2(L1)}, (3.13)
T
see, e.g., ([12], p. 56, [10], Lem. 2.1).

Using this characterization, it is easy to check that (3.10) implies A € 9ja(u).
Now, we prove that (3.10) holds for A € dj2(u) and uw # 0. From (3.13), we obtain

T
lullz2qony = /Q Nudadt < / IO e 0 (0) 2 dt (3.14)
T 0
T 1/2 - 1/2
<</ |A<t>|%w(mdt> ( / ||u<t>||%1(mdt>
= M z2(zoey Jull 21y < llullp2(zrys (3.15)

hence

- . 1/2 T 1/2
/0|)‘(t)|L°°(Q)|u(t)|L1(Q)dt:(/0 II/\(t)Ilioc(mdt> (/0 IU(t)Iil(mdt> :

Therefore there exists a constant ¢ > 0 such that [|A()]|z~(2) = cllu(t)||z1(o) for almost all ¢ € (0,7"). We

infer from (3.15) that [|A||z2(z~) = 1 holds, and thus we obtain ¢ = ||u||221(L1). From (3.14) we conclude
Jo M t) u(x,t) dz = ||A(t)] Lo ||u(t)|| 1. This shows (3.10).
The characterization of 9j2(0) follows directly from (3.13). Finally, (3.12) follows from (3.10). O

Now, we compute the directional derivatives j(u;v). First, we define the auxiliary functional
jo:L'(2) =R, jaolu)= / lu(x)| da. (3.16)
o)

Analogously to (3.6), we obtain that the directional derivative of jp, is given by

Foo(us ) :/mv@)dw—/m

T 1/2
J2(u) = (/o jolu(t)? dt) .

Proposition 3.5. For every u,v € L*(0,T; L*(£2)) we have either

v(x) da:—i—/QO lv(z)| da. (3.17)

Note that

./ 1 ’ ./
() = [ / T (u(8); o) () 1 ey (3.18)

in case u £ 0 or
Ja(u;v) = ja(v) (3.19)

i case u = 0.
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Proof. Since ja is positively homogeneous, (3.19) is obvious and we need to consider only the case u # 0. Let
us take 0 < p < 1, then

1 Hu‘i'PUH%?(Ll) - ||U||2L2(L1)

p llu+pvllrzpyy + [JullLzy

J2(u+pv) — ja(u)

1

P S
T

/O Lo (u(t) + po(t) + jo(u(t))] % Lo (u(t) + po(t) = je(u(t))] dt

lu+ povllLzy + llull2n

(lu+pollz2zy = llull2ery) =

Tt is enough to take the limit when p N\, 0 to deduce (3.18). O
Now, we deduce from Theorem 3.1 the following corollary in the case j = ja.

Corollary 3.6. Let i,, @, and X\, be as in Theorem 3.1, then the following relations hold for almost all
(xat) € QT

(0,1) = Prof (=g (o) 4 b o))

ifv>0 (3.20)
i, (r,t) =0« ‘@V('Tat” < uAu(t),
|95V(1"t)‘ < :U"S/V(t) = ﬂv(xat) =0,
ifr=20 Gu(x,t) > 4y (t) = a,(x,t) = a, (3.21)
@V(xat) < _M'Vu(t) = Uy (z,t) = 3,
5 . 1_
Av(z,t) = Pro.][——’y,,(t),-&-fyl,(t)] (—;@u(l‘, t)) ) (3.22)
where
1
_ =@l fu #0
Fu(t) = § a2 B

1 if 4, = 0.

Moreover, A, € L*(0,T; H}(£2)) holds and it is unique. Finally, ifv > 0, we also have that u, € L*(0,T; Hi(£2)).

Proof. Let us assume that @, # 0 and v > 0. The first identity of (3.20) is a straightforward consequence
of (3.4). Let us prove the second relation of (3.20). First, we assume that @,(x,t) = 0, then from the first
identity we deduce that @, (z,t) = —u A, (z,t). Hence, (3.10) implies that |@, (z,t)] = |uX,(z,t)] < p7,(t).
To prove the converse implication we proceed as follows. Let us assume that @, (z,t) > 0. Then, from the
first equality of (3.20) we get that @, (x,t) + pA,(x,t) < 0. This inequality and (3.10) leads to @, (z,t) <
—p A (2, t) = —pA,(t). Therefore, we get |@, (z,t)| > p5,(t). Analogously we prove |@, (x,t)| > 17, (t) in case
ty(z,t) < 0. Consequently, |@, (z,t)| < u¥,(t) implies that @, (z,t) = 0.

We still assume that @, # 0 and v > 0. Let us prove (3.22). If —%gb,,(w, t) € [-%(t), +7.(t)], then the second
relation of (3.20) implies that @, (z,t) = 0, and from the first relation it follows that @, (z,t) + u A, (z,t) = 0,
which implies (3.22). If —ﬁ@,(x,t) > #4,(t), then with (3.10) we deduce that @, (2,t) + p A, (z,t) < @, (z,t) +
p A, (t) < 0. Hence, from the first formula of (3.20) we get that 1, (z,¢) > 0. Then, (3.10) leads to A, (x,t) = 7, (t),
and the projection formula (3.22) holds. Similarly we proceed for the case _%@V(xv t) < =y, (t).

Now, we analyze the case u, # 0 and v = 0. First, we prove (3.21). Using once again (3.10), we have that
I\, (2, )] <7, (t). Then, @, (z,t) > A, (t) implies that @, (z,t) > —u A\, (z,t), therefore @, (x,t)+u X, (z,t) > 0.
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From this inequality and (3.4) we infer that @, (z,t) = a. Analogously we prove that u,(x,t) = G if @, (z,t) <
—1 7, (t). To prove the first inequality of (3.21), we first observe that (3.4) implies

Bif ¢u(x,t) + p A, (z,t) <O0.

Now, if |@, (z,t)| < 4, (t) and @, (z,t) > 0, we obtain from (3.10) that @, (z,t) + u A, (z,t) > 0. Then, (3.23)
leads to the contradiction that u,(z,t) = a < 0. Analogously we argue if @, (x,t) < 0. All these arguments
imply the first relation of (3.21).

Finally, we prove (3.22) under the assumption @, # 0 and v = 0. First, let us consider the case —i@, (z,t) >
F(t). Then, @,(x,t) < —u¥,(t), hence the third relation of (3.21) implies that @, (z,t) = (. From (3.10)
the identity A, (z,t) = 7, (t) follows. Therefore, (3.22) holds in this case. Analogously we proceed for the case
—%@V(as,t) < —%,(t). Now, we consider the last case —%@y(l‘, t) € [ (t), +7(t)]. Under this assumption, if
in addition 1, (z,t) = a, then (3.10) and (3.23) imply that A, (z,t) = =7, (t) and @, (x,t) + A, (z,t) > 0. Thus,
we obtain

(7, 1) = {a if @ (x,t) +p A (z,t) >0, (3.23)

—Fu(t) < —%@(ac,t) < M(z,t) = =3 (t).

Hence, A, (z,t) = —l%gb,,(w, t) and (3.22) holds. In the same way we prove this equality if 4, (x,t) = 5. Finally,
according to (3.23), if a < @, (z,t) < B, then \, (z,t) = —icﬁ,,(x,t) and (3.22) holds as well.

In the case u,, = 0 we can follow the same steps as above and replace the invocation of (3.10) by ||| L2(z) < 1.
Note that some of the implications in (3.20) and (3.21) become trivial in this case.

The regularity properties of A, and @, are immediate consequences of (3.22) and (3.20), respectively. O

Remark 3.7. Let us observe that @, = 0 if p is bigger than a certain value pg. Indeed, as pointed out in

Remark 3.3, there exists a constant M’ > 0 such that [|p,||z(0,) < M’ with M’ depending on a and 3, but

independent of . If we take o = M'\/T, then @, = 0 for every u > pg. Let us prove it by contradiction. If

U, # 0, then the identity (3.22) holds, and consequently

M'NVT o
[ [

But, (3.10) and the above inequality imply that @, = 0. Therefore, we may influence the size of an optimal
control’s support by adjusting  in the interval [0, M'/T].

3.3. Problem (P3)
Now, we consider the functional jz : L1(£2; L?(0,T)) — R given by

<1

_ 1.
Av]lz2(Le=) < ;H%HL?(L&) <

1/2

T
j3(u):/n|U($)||L2(0,T)d$=/n</o u(as,t)th> dax.

Let us study the properties of this functional. To this end, we introduce a new functional that will be used
later in this paper. Let ¥ : L?(0,T) — R be defined by ¥(f) = | f|/12(0,)- This functional is of class C* in
L2(0,7T) \ {0} and we have for every f,g € L?(0,T), with f # 0,

!/ _ 1 ’

2
1 T 1 T
v(f)g? = / g dt — ——— / fgdt ; (3.25)
”f”L?(O,T) 0 HfHL2(07T) 0

3 1 T 3 T T
N 3 _ d — 24 d . .
9 = I Teom {||f||i2(O,T)(/o fot) </ ‘ t> </ fo t)} (320)
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Given an element u € L1(£2; L%(0,T)), we denote
2, ={z € 2 |u@)||r20,r) #0} and 025 =02\ 2,.
Now we characterize djs(u) and compute j5(u;v).

Proposition 3.8. The following statements hold.
(1) X € 9j3(u) is equivalent to X\ € L>=(82; L*(0,T)) and

M) L2001y < 1 for a.a. x € 29,
u(z,t) (3.27)
Mz, t) = for a.a. x € £, and t € (0,T).
[|u(x )||L2(o T)
(2) For every u,v € L*(£2; L*(0,T))
/ 1 r
5 (u;v) = v(x dac—l—/ 7/ wvdtdz. 3.28
B = [ p@londes [ e | (3.29)

Proof. Since L*(£2; L2(0,T)) is the dual space of L(§2; L?(0,T)), we have, similarly to (3.13), the characteri-
zation

Ojis(u) = {X € L(2: L2(0.7) : |\ e z2) < 1 and /Q Nudedt = [lul iz ) (3.29)

If A € 0js(u), the first relation of (3.27) is an obvious consequence of (3.29). Let us prove the identity of (3.27).
Since
l[ullLr(z2) :/ Audzdt < / [A@) [ 200,7) lu@) ]| L2(0,7) A < [Jul|L1(12),
2

Q7
we find [|A(2)| z2¢0,r) = 1 and Az, 1) = c(x) u(z,t) with ¢(x) > 0 for a.a. x € 2, and t € (0,T). Now, (3.27)
follows.
Conversely, suppose X satisfies (3.27). Using (3.29), it is easy to check A € Jj3(u).
Finally (3.28) is obtained with (3.24) as follows

E - v 4
lim Js(u+ pv) — js(u) = / HU(JC)HL'Z(O,T) dz + lim / (utpv) (u) dx
N0 P o) N0 P

1 T
= [ Io@llzer dx+/ 7/ wodtde. 0
/93 0 o, 1u@)[[20,1) Jo

Corollary 3.9. Let u,, ¢, and \, be as in Theorem 3.1, then the following relations hold for almost all
(xat) € QT

iy (2.1) = Projj (—1@ (,1) +m<w,t>}) ,

[ty (@)l 20,7y = 0 & [|@w(2)||L2(0,7) < K5
|6u (@)l 2200,7) < 1t = || ()| L2(0,7) = O,

ifv=0 {: (3.31)

(@)l 22 0,m) = 0= l@w (@)l 22 0,m) < 115

ifv>0 (3.30)

1
__@V(xvt) fo € ‘Qg, )
_ H Y

(@, t) = (3.32)

M ’Lf.’E c “Q’U«u’
Huv(x)”L?(O,T)

Moreover, N\, is unique.
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Proof. The first identity of (3.30) is standard. Let us prove the second relation. First we assume that
()] 220,y = O, then (3.30) implies that ¢, (x,t) + pA,(2,t) = 0 for almost all ¢+ € (0,7). Hence, us-
ing (3.27) we get ||@y(z)[|z2(0,7) < 1 l|A ()] £2¢0,7) < p. To prove the converse implication we introduce the
set

E={ze2:|@,(x)llL20m) < p and [[a, ()] L2(0,r) # 0}-
We have to prove that |E| = 0. Let us take in (3.4)

_f =ay(z,t)ifx € E,
v(z,t) = { 0 otherwise.

Note that v € Tx(u,) holds in view of & < 0 and 5 > 0. Then we have

T
// (o + Ay + vii,) @, dt dz < 0.
E JO

Using the second relation of (3.27), we deduce from the above inequality

T
o[ Ia@lon do v [ o@Eend<- [ [ oo dd
E E EJO

< /E 160 @) 22 0.2 10 (@) 2 0.7 d < g /E 0 (@) | 2 07 -

Since v > 0, the above inequality is possible only if |E| = 0.

Let us consider the case v = 0. The second implication of (3.31) is proved as the corresponding implication
to the case v > 0. The first implication is also proved arguing as above, the only difference is that the identity
|E| = 0 does not follow from v > 0, but from the strict inequality [|@, ()| z2(0,7) < - B

Finally, (3.32) is an immediate consequence of (3.4) and (3.27). The uniqueness of A, follows from the
representation (3.32). O

Remark 3.10. As in Remarks 3.3 and 3.7, we can obtain the existence of a constant M > 0 independent of p
such that [|@, | L (r2) < M. Therefore, (3.30) and (3.31) imply that %, = 0 if > M. Hence, we can influence
the size of of an optimal control’s support by adjusting the parameter u € [0, M].

Remark 3.11. It is interesting to compare the sparsity properties of the local solutions u, corresponding to
the studied problems. From (3.7) and (3.8) we obtain that the local solutions %, of (PL) are sparse in space
and time. However, the solutions of (P3) are only sparse in space as proved by (3.30) and (3.31), the sparsity
region remaining constant throughout time. When we look at (3.20) and (3.21), we observe that the sparsity
region of the solutions of (P2) can change with the time. Thus we confirm the sparsity patterns as anticipated
in the introduction. Any of the three formulations can be interesting with different possible applications.

In Figure 1, we show the optimal controls in the linear case using T'= 1, 2 = (0, 1) and the parameters

a = —10, 6 =20,
v=1le—4, w=4e — 3.

The objective is F, (u) = ||yu — de%z(QT) + %HuH%z(QT), where the desired state is given by
ya(z,t) = exp (—20[(z — 0.2)* + (t — 0.2)*]) +exp ( — 20 [(z — 0.7)> + (¢ — 0.9)%]).
The state equation is the one-dimensional linear parabolic equation
Oy — Ayy =u  in O2p

with homogeneous initial and Dirichlet boundary conditions.
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FIGURE 1. Different sparsity structures of optimal controls using jy (top right), jo (bottom left)
and js (bottom right). The desired state is shown top left. The problem parameters are given
in Remark 3.11.

4. SECOND-ORDER NECESSARY OPTIMALITY CONDITIONS

In this section, @, denotes an element of K, with associated elements (4., p,, \,) € Y x @ x 9j(u, ), such that
the optimality system (3.2)—(3.4) holds. In order to address the necessary second-order optimality conditions,
we introduce the cone of critical directions as follows.

Ca, = {v € Tk(u,) : F.(u,)v+ pj (d,;v) =0}. (4.1)
Proposition 4.1. The set Cy, is a closed, convex cone in L*(£27).

Before proving this proposition we have to establish the following lemma.
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Lemma 4.2. Let v € Tx(u,) be given. Then,

Fl () v+ g (@ 0) > Fl(@) v+ u/ M (2 8) v(z, £) dz dt > 0. (4.2)
Qr

Moreover, if v € Cy,,, then

M(z, t)v(z,t)dedt =0 and j'(i,;v) = / Ao (2, t) v(z, t) da dt. (4.3)
Q7

F)(u,)v+ u/

Q7

Proof. Tt is well-known (see [1], Prop. 2.126(v)), that for any convex and Lipschitz function the following
inequality holds

max [ Avdzdt = §(u;v) < 2FPY) ZIW)
A€9j(u) J P

VO<p<l. (4.4)

Hence, the first inequality of (4.2) is an immediate consequence of (4.4). The second inequality follows from (3.4)
and (2.9). Identities (4.3) are an obvious consequence of (4.2) and the definition (4.1) of Cy, . O

Proof of Proposition 4.1. It is obvious that Cy, is a closed cone of L?(£27), thanks to the continuity of v
J'(u;v). Let us prove that it is convex. Given vy, vy € Cg, and 0 < ¢ < 1, it is clear that v =tvy + (1 —t) v €
Tk (4,). Moreover, using the convexity of v — j'(@,;v) we get

Fl(w,) v+ pj(ay;v) <t [F) () v+ pg (@ 0)] + (1= 6) [F (@) va + p 5’ (;v2)] = 0.

The contrary inequality is a consequence of Lemma 4.2, hence v € Cy,,. O

Now, we are going to define replacements for the second directional derivatives of the functional j, denoted
by 7", which are obtained by formal calculations. Note that the symbol j” does not mean that the respective
terms are second-order directional derivatives. Indeed, those derivatives do not exist for all directions v. Given
u,v € L2(02r), we set J!!(u;v?) = F!(u) v? + pj” (u;v?), with F//(u) defined by (2.10) and j”(u;v?) is defined
for the three different functionals under investigation

77 (u;v*) = 0, (4.5)
e SR H /T Jo(u(t);v(t)? dt — jy(usv)® | ifu#0
Ja (w;v%) = S llullpzzry \ Jo (4.6)
0 ifu=0
2
1 /T 9 /T u(z, t) v(z,t) .
, S (R T - MO g4 ) | de ifu0
(s = o T | 700 ( o Te@lem) (4.7)
0 if u=0.

In (4.6) and (4.7), j, is given by (3.17) and 2, is defined in Section 3.3.
With this notation, we have the following second-order necessary optimality conditions valid for the three
functionals j;.

Theorem 4.3. Let v >0 and i, be a local minimum of (P,). Then J!!(ii,;v?) > 0 for every v € Cy,,.

The rest of the section will be devoted to the proof of this theorem. We distinguish three cases.
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Proof.
Case I: j = j;. The proof for this case is exactly as the one of (Thm. 3.7 of [5]), with obvious modifications.
Case II: j = jo. First we assume that u, # 0. Given v € Cy, we define for every k € N

1 1 1 1
f 7V 9 5 - -, R — - =, ,
o, t) = OIU(wt)€<aa+k>u<ko)u(o+k)u<ﬁ kﬁ)
Proji_y 14 (v(z,t)) otherwise,

and prp = 1/k% Then, we have that i, + pvy € K for every 0 < p < p and vy — v in L?(§27). Moreover,
from (3.17) we easily get that

e, (t) + pok(t) — je(a,(t)
p

= j(u,(t);ve(t)) for a.a. t € (0,T) and Vp € (0, pg).

Equivalently we can write
Je(ty(t) + puk(t) = joltu(t) + p e, (t); vk(t)) ae. in (0,T) Vp € (0, pr). (4.8)

Let us prove that v, € Cy, . It is obvious that vi, € Tx(u,). Since v € Cy,,, from (3.10), (3.17), (3.18) and (4.3)
we infer that (recall @, # 0 is assumed)

(¢
Iz @l 2 (z,8) if u,(z,1) >0

8w L2
- a, (t .
Moz, ) v(z,t) = B CAOIIATE) (z,t) if @y (z,t) <0
8wl L2
U
T @llere o) it gy = o.
Huu||L2(L1)

Taking into account the definition of vy, we also have the same identities for vy replacing v, which implies
/ Ao (2,1) vg (2, 1) do dt = 55 (1,; vp).
Q7

Observe that (3.4) implies that

~ >0if ay(z,t) =
(@v + vy +pA)(z, 1) <0if uy(z,1) =3, (4.9)
0 if o <a(zr,t) <p.

Therefore, (4.3) and (4.9) yield (¢, + v, + pA,)v = 0. Hence, we also have that (@, + v, + p),) vx = 0.
All together implies that

F! () v + p gy (tin;vr) = / (py + vy, + p ) v dzdt = 0. (4.10)
Q7

Thus, we have that v, € Cg,. Now, using (3.24) and (3.25), with f(t) = ||, (t)||z1(o) # 0 and g(t) =
Jo(ty(t);ve(t)), and taking into account (4.8), (3.18) and (4.6), we obtain

2
Jal@+ pvi) = W(f + pg) = V() + p¥'(Ng + 5" (] +0pg)g”

2
— ja(@y) + p (T, vie) + %jé’(ay + 0p v vl).
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Here 6 € (0,1) depends on k. Using this identity and making a Taylor expansion of F,, (u, + pvx) we deduce for
all p > 0 small enough with (4.10)

0 < Jo(ty + puor) — Jo (1)
p? P
= p{ V(@) vk + g (T vg) } + 5T (B + Op vk v3) = 7 (W + Op v v7).

Thus, we have J!/(ii, + Opvy;vi) > 0 for every p small enough and all k € N. Taking the limit first when
p — 0 and later when k — oo, we conclude that J!/(@,;v?) > 0 holds by continuity of v — F/(u,)v? and
v (1,5 0v%) wrt. L2(Qr).

Now, we consider the case u, = 0. Given v € C5, we define vy = Proj_, 1 (v) € Cy, and we take
0 < p < min{|al, B}/k. Then, it is easy to check that @, + pvr, = pvi € K, and for p small enough we have

0 S Jy(au + PUk) - Ju(au) = Fy(au + ka) - FV(aV) + pj2(Uk)

2
= p{F} (@) vy, + j3 (s 0r) } + %Fé’(% +0p o) vy = F) (w, + Opoy) v,
for some 6 € (0,1) (depending on k and p). Hence F)/(, + Opvi)vi > 0. Taking the limit as p — 0, we get
F!'(u,)v? > 0. Finally, letting k — oo we conclude that J//(u,) v = F//(i,) v* > 0.

Case III: j = j3. We elaborate on the proof for the case @, # 0, the case 4, = 0 can be handled analogously
to jo. First, we observe that

T w(x, t) vz, t) ’ T
/ — "2 dt| < / v (x,t)dt  for x € 2, .
0 ||U($)HL2(0,T) 0

Hence, the integrand in (4.7) is nonnegative. Then, 0 < j%(u,;v?) is well defined for every v € L?(£27), but it
could be +oo for some directions v. Let us take an element v € Cy, such that

[o(@)|3
/ w dzr < +o0. (4.11)
0a, I (@)|L2(0,7)

ay

We will get rid of this assumption later. As in Case II, we have that (@, + v 4, + u 5\,,) v =0 in f27. Moreover,
we have that (3.28) and (3.32) imply

T
0= F.(t,) v+ pjs(u,;v) :/ / @Vvdtdm—&—u/ |v(@)| £2(0,7) d
29 Jo 09

ay

T T i
+/ / (4,51,+1/ﬂ,,)vdtdx+,u/ / — ¥  pdtdz
24, J0 24z, JO HUV||L2(0,T)

T T
:—,u/ / S\Vvdtdx—i—,u/ llv(@)|l 20,1y dx—i—/ / (@y + vy, +pA,)vdtde
o, Jo o, 22, Jo

T
= —M/ / )\Vvdtdas—l—u/ [v(@)|[z2(0,7) d-
29 Jo 22

Uy

T
/ / )\Vvdtde/ [v(z)||z2(0,7) 2.
20 Jo 2,

Taking into account (3.27), this leads to

M(at) = — 2D e 20 ae in 20 x (0,T). (4.12)
lv(@) | z2(0,1) v

Hence, we get
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Now, we define for every k > 1 and (z,t) € £25, x (0,T)

0 if a,(x,t) € (a,a—i—%)u <—%,0> U(O,—l—%)u <ﬁ_l 5>’

vE(x,t) = 1
k(@) 0 if |7 (@)l L2 < ¢

Proji_y yx(v(z,t)) otherwise,

and for (z,t) € 29 x (0,T) we set

0 if lv(@)llL20,m) > K
t) = :
vk (1) {v(x,t) otherwise.

Tt is clear that vy, € Tg (1, ). For every k we have with (4.12)

T
/ / Movpdide = / vk ()| L2 0,1 dev,
20 Jo o

Uy

and also (@, + v, +p ) ve = 0in 25, x (0,T). Thus, with (3.4), (3.28) and (3.32) we obtain that v € Cy, .
Moreover, v, € L*({2r) holds. Indeed, it is enough to check that vy is essentially bounded in 29 x(0,7).
Since @, + A, = 01in 29 x (0,T) and @, € L>(£27), we infer that X, € L>(£29 x (0,T)). Invoking (4.12)
we get for (z,t) € 29 x (0,7)

if |v(z)llz20,r) <k then [op(x, )] = |v(z, )] < [\ (2, t)l[[0(@)l|220,7)

<A@, L2, <01k

if [[v(z)|[z2¢0,7) > & then vi(z,t) = 0.

Thus, we have that a < @ + pvp < [ for p > 0 sufficiently small. Then, we can argue as in the previous

case, using again (3.24) and (3.25), with f(t) = @,(z,t) and g(t) = vi(z,t), and (3.28) and (4.7) to get for
0<6Op,(r)<land 0<vy,<1

0< JV(aV + ka) - Jy(ﬂy) = Fu(av + ka) - Fu(au)

b {p /Q | lon(@)lzeoiry do -+ / @(f +pg) — W(f))dw}

o, iy

2
= pF () v+ S F (@, + i ppor) o}

2
+u{p/m lox ()| 20,7 dx+/ {py'/’(f)ng %u'/”(erek,ppg)g?} dx}

= p{F) (@) vx + p j5(Uw; vi) }

2
+ B @ + 9100 00) 0} + 135 (@0 + O pp v 0}))
2
= %{FL’(% +Dkpp Vi) Vi + 105 (T + O pp 05 v7)

hence,
E)/ (@ + Ok, ppvr) vi + w55 (@ + O ppvr; vz) > 0. (4.13)
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Now, we pass to the limit as p — 0 and k — oo. Let us denote u, ; = U, + 8k,pp vi. According to (4.7), we have
2
1 g T t t
75 (Up, 3 07) = / T AT / vi (x, 1) dt — / M dt daz.
-Qup,k ||up’k(1.) HL2 (0,7) 0 0 ||Up’k(x)||L2(07T)

Let us analyze the set 2, ,. If x € 29 and [[v(2)|/L2(0,7) > k, then we get from the definition of vy in
ng x (0,T) that ||u, k()| L2(0,7) = 0, hence = ¢ i
If 2 € 20 N2y, then [[v(x)| 20, < k holds, hence vg(x,t) = v(x,t) and u,k(2,t) = O ppv(2,t) for a.a.

t € (0,T). This implies that
T T 2
t t
v (x,t)dt — /'ﬂﬁ@LMﬂﬁldt — 0.
0 0 ||Up,k(35)||L2(0,T)

If & € 24, N2y, and ||ty ()] 20,1) < 3, then vg(z,t) = 0 and the integrand in j§ (u, x; v}) vanishes again.
Therefore, we have that

jg(“p,sz)
2
1 T T ¢ t
:/ B S / o2 () b — / k@, (@ t) |
2y 1ok (@)2201) |Jo o lupk(@)lz20,1)

1
@w:{xem%_nw@nmmnzg}.

Using that |vx(x,t)] < k in 25, x (0,T), we obtain for every 0 < p < ﬁf and a.a. x € 2,

with

_ 1 1 1
lup, k(@) 20,7y = %0 (@)l 220,17y — Okpp VKl L2(0,1) > RN VT = %

Then, for k fixed, we easily get that lim, .o j¥ (u,x; v3) = j§ (@,;v3), and hence passing to the limit in (4.13) as

p — 0 we deduce that J!/(@,;v7) > 0. Now, we can pass to the limit as k — oo using the Lebesgue dominated
convergence theorem and taking into account that, by construction, vg(z,t) — v(z,t) a.e., (4.11) and the fact

that
2
1 T T, (z,t t
ot | [N [0,
|, ()] 220,y |Jo o (@) 20,1

loe@)Z2 00y IW@)E20.m)

()20, ~ () ll20,1)

Note that the latter term (as a function of z) belongs to L'(§2;,) and provides an integrable majorant. Thus,
we have that J/(ii,;v?) > 0 for every v € Oy, satisfying (4.11). We finish the proof by removing the assump-
tion (4.11). For an arbitrary element v € Cy, , we define

. _ 1
vg(z,t) = 0 i 0 < |u(z)|r20,7) < 7
v(z,t) otherwise.

As above, we can prove that vy € Cy, . Moreover, vy, satisfies (4.11). Hence, J!/(i,;v}) > 0. We have that the

integrands in j4(u,;v7) are nonnegative and they form an increasing sequence in k. Therefore, we can apply

the Lebesgue monotone convergence theorem to pass to the limit and deduce that 54 (a,;v?) = klim 3% (5 v7),
— 00

and hence J (i,;v%) = klim J! (,;v3) > 0. O
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5. SECOND-ORDER SUFFICIENT OPTIMALITY CONDITIONS

Hereafter @, will denote an element of K that along with (7,, ¢,, Ay) € Y x @ x 9j(u,) satisfies the optimality
system (3.2)—(3.4). Associated to @,, we define the extended cones of critical directions for 7 > 0

Ch ={veTk(uy) : F(uy)v+ pj (aw;0) < 7l|vllr2(0m ) (5.1)

Recall that F)(@,)v + pj'(t,;v) > 0, due to Lemma 4.2. It is obvious that C{  coincides with the cone Cy,
defined in (4.1), and Cy, C CT  for every 7 > 0.

5.1. Problem (Pl)

For this problem we recall that, by definition, J!/(i,;v?) = F//(u,) v?; see (4.5). Therefore we can formulate
the second-order sufficient condition in terms of F)'. We will distinguish the cases v > 0 and v = 0. For v > 0
there are different equivalent ways of formulating the second-order sufficient optimality conditions.

Theorem 5.1. Let us assume that v > 0. Then the following statements are equivalent

F'(w,)v? >0 Vv € Cy, \ {0}, (5.2)
36 >0 and T > 0 such that F"(u,)v? > 0§ ||1)H%2(QT) YveCf ,
36 > 0 and 7 > 0 such that F)/ (i) v* > 6 ||2y]|72 (o, Yo € CF . (5.4)

where z, = G'(4,) v is the solution of the linearized parabolic equation (2.7) corresponding to yy, = G-

The implications (5.3) = (5.4) = (5.2) are obvious. Indeed, from (2.7) we know that z,, = G'(u) v satisfies

lL2(20) < Ck |[v]L2(20) Yu €K and Vo € L*(27) (5.5)

e

for some Ck > 0. Therefore, it is immediate that (5.3) implies (5.4) with the same 7 and replacing ¢ in (5.4) by
§/CZ. The only delicate part is the proof that (5.2) implies (5.3). To this end, it is enough to proceed as in the
elliptic case in ([5], Thm. 3.8).

1
lvkll2(epy =1, v — v in L*(2r) and F!(u,)vi < . (5.6)

Before establishing the theorem on the second-order sufficient conditions, we need to prove a technical lemma.

Lemma 5.2. For every p > 0 there exists € > 0 such that
[[F) (u) — F!(u,)]v?] < p HZU”zL?(QT) Yo € L*(27) and Yu € KN B.(4,), (5.7)
where z, = G'(u,) v and B:(u,) denotes the ball of L*(2r) centered at i, and with radius €.
Proof. First, we get from (1.1) and the boundedness of K in L ({27)
IMyg such that |[|yu||p=(0,) < Mk Yu €K (5.8)

Now, for every u € K, subtracting the equations satisfied by ¥, and %,, and using the mean value theorem we
obtain
a(yu B gu)
ot

_ da N _ _ .
+ A(yu - yu) + 8_y(1'vtayu + g(yu - yu))(yu - yu) =u—1u, in 2p,

Yu— Yo =0 on XY,
(yu —9,)(0) =0 in £2.
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From here, it follows
_ _ _2/3
[0 = Gl (@) < C llu =l ar) < Cillu— |35, Yu € K.

We proceed with the adjoint states ¢, and ¢, in a similar way

8((pu - @y) _ da _ _
- a; A* (T a. y Uy v (A %
5 tA <p)+ay(wty)(s0 Pv)
oL oL _ da _ da .
- 8_y(xatvyu) - 8_y(xatvyu) + 8_y(xatvyu) - 8_y(xatvyu) Pu m QTa
(pu —@v) =0 on X,
(pu —@)(T) =0 in £2.

From (5.8) and (5.9) along with the assumptions (2.3) and (2.5) we obtain

_ _ — 12/3
llou — <)0V||LOC(QT) < Clyu — yu”L‘”(QT) < Collu — ul/”L/?(QT) Vu € K.

(5.10)

Let us denote z,, = G'(u) v and z, = G'(4,) v. We put z = z,,, — 2,. Subtracting the equations satisfied by

Zy,v and z, we get

0z da da da .
E + Az + 8—y($»t,yu)2 = 8_y(xatvgz/) - 8_y(xatvyu) Zy in £27,
z=20 on X,
z(0)=0 in £2.

From the mean value theorem and (2.3) we deduce

12w = 2ollz2(2r) < Cllgu = GllL=(om l2ollL2(0r) Vu € K and Vo € L*(£27).
Hence, we also have

lzuwllz2(2ry < (14 C lyu = Gullz=(om) l120]l L2(0r) Yu € Kand Vo € L*(Qr).

From the expression (2.10) we infer

I[E (u) = F/(@,)]v*] <

0%L 0%a
/_Q (aTy(x3t7yu) _(puaTy(l'vtayu)) (Zi,v_zg)dxdt‘

+/ Lt~ Lot g)
QT 82y b )y’u 82y b 7yl/
0%a 2
+ [ el
Q7

a _
aTy(xa tvyu) - aTy(xvta yV)

22 dz dt

22 dxdt

_ | 0%a
+ “pu _90V| _(wvtayu)
Q7

oy Z2dedt =1+ I+ I3+ L.

Let us estimate these four terms. First, (2.3), (2.5), (5.8), (5.11) and (5.12) imply

2 20;
L < T('T’ tYu) — QDuT(xvta Yu) qu,v - szL2(QT)||Zu,U + ZUHL?(.QT)
%y %y L (27)

< CSHyu - gu||L°C(QT)HZUH%2(QT)'

(5.11)

(5.12)
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3/2
Using (5.9) and taking 0 < g1 < (m) , we deduce from the above inequality

P . _
I < ZHZUH%,?(QT) it (u—tlr20m) <er1

Using again (5.9) along with Assumption (2.6), we infer the existence of 2 > 0 such that I satisfies the above
inequality for ||u — | 12(0,) < €2. Analogously, using (5.9), (2.4) and the fact that ¢, € L>(f27), we deduce
the same estimate for I3 for some €3 > 0. Finally, from (5.8), (5.10) and (2.3) we get

0%a

aTy('T’ tvyu)

‘ 2

Izol132(02p)
L= (£2r)

I, < ||‘Pu - @VHL‘X’(QT)

_ 12/3
< Cullu— w70 12013200y

3/2
Now, taking 0 < g4 < (ﬁ) , we obtain the corresponding estimate for I,. Adding the estimates for I;, we

conclude (5.7) for € = minj<;<4 ;. O

Theorem 5.3. Let v > 0 and assume that 4, satisfies (5.3). Then there exists € > 0 such that
_ 0 _ 2 _
Ju () + ZHu — ul,||L2(QT) < J,(u) YueKn B:(u,), (5.13)

where Be(u,) denotes the ball of L?(£2r) centered at 4, and with radius .

Proof. Let us define . From (2.3), (2.5), (5.8), (5.5), and the expression (5.10), we obtain Vu € K and Vv €
L?(0r)
[F" (1) v?] < Coll2unllF2g)2 + ¥ 1072000 < (CoCk + v)[[0]F2(0y)- (5.14)

We take €1 satisfying

4t
< .
V<ers 55, c2 o)

On the other hand, applying Lemma 5.2 we obtain €2 > 0 such that Vu € KN B.,(#,) and Vv € L?(Q2r)

_ 0 o
I[E (u) = F) (w,)]v?] < W\lzulliqm) =< §\|v||i2(QT). (5.15)
K

Finally, we set ¢ = min{e1,e2}. Let us take u € KN B.(4,). We will distinguish two cases.
Case I: u —u, ¢ C] .— Since u — @, € Tx(t,), then from the definition (5.1) it follows
F,ﬁ(ﬂy)(u —Uy) + Mji(ﬂué u—ty) > T|u— aV”LQ(QT)'
Hence, making a Taylor expansion of F, (u) around 4,, using (4.4), (5.14), and the above inequality we get
1
Ju(u) = T () > F) () (u — ) + pjy (G w — @) + §Fu//(au +6(u—uy))(u — u,)?

_ 1 _
> 7|u— |22 — E(Cocﬂi +v)llu — |72 (20

T 1
e 2

Y

(CoCk + V)| lu = 120y

From the definition of ¢ and £, we deduce (5.13) from the above inequality.
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Case II: v — u, € C .— Now, from (4.2), (5.3), and (5.15) we infer

Jy(w) = Jy () > F) () (u — @) + gy (s u — ) + %Fzﬁ/(ﬂu +0(u—u,))(u—u,)°

1 1
> §F;/(ﬂ,,)(u - ﬂV)Q + §[F;/(ﬂu +0(u —u,)) - F;/(ﬂ,,)](u - ﬂV)z
_ o _ _
2 5”” — |70 — Z”U — 7200 = Z”U — 72000 [

Next we consider the case v = 0. Under this assumption the relations (5.2)—(5.5) are not equivalent. It is
known that (5.2) is not a sufficient second-order condition for local optimality, in general; see the example by
Dunn [7]. On the other hand, (5.3) is never fulfilled for v = 0. Indeed, the reader is referred to [3] for the
proof of this statement in the case of an elliptic state equation, which can be reproduced in the parabolic case
just replacing x by (z,t). Finally, we prove that the condition (5.4) is sufficient for the local optimality of w,.
However, the conclusion (5.13) does not hold. A weaker consequence is deduced from (5.4) for v = 0.

Theorem 5.4. Let v =0 and assume that 4, satisfies (5.4). Then there exists € > 0 such that
_ é 9 _
Jy () + Zqu—ﬁv”LQ(QT) < J,(u) Yu € KnNB.(ay,), (5.16)

where 2z, = G'(u,)(u — ,) and Be(i,) denotes the ball of L*>(£21) centered at i, and with radius €.
Proof. The proof follows the same steps as the preceding one, with minor modifications. Let us point out the
changes. First, we take

1= CR(6 +2Cy)

where Cy was introduced in (5.14). Second, using again Lemma 5.2 we obtain £2 > 0 such that Vu € KN B, (4,)
and Vv € L*(Qr)

_ 0
I[FY (w) = B/ (@)]v*] < Sll20llZe ) (5.17)
Finally, we set ¢ = min{ey,e2}. Now, if u — @, ¢ C7 , then we argue as in the proof of Theorem 5.3, using this
time the first inequality of (5.14) and later (5.5) to deduce

Tofu) = ) = FY() (0 = ) + 1 i = ) + 5L 1, + 0 = 0,))(u = 0,)°

~ 1
2 7 |lu— 20 — §CO||Zu—m||2L2(QT)

- ) 1
EHU - UVH%2(QT) - ECOHZU—EVH%Q(QT)

Y

T 1 1)
(@ - 560) zu—a, 172000y = Z”Zu—ﬂuH%?(QT)'

If u— 1, € C] we proceed exactly as in the proof of Theorem 5.3 using (5.17) and (5.4) instead of (5.15)
and (5.3). O

5.2. Problem (P2)

For the problem (P2) we have that J/ (,;v?) = F! (u,) v?+ p j4 (4,;v?), where j% (1,;v?) is defined by (4.6).
Though the term j4 (@, ;v?) can help to the coercivity of the second derivative .J!/(i,; v?), it makes the analysis
of the second-order conditions technically more complicated, as we will see in the next theorem.
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Theorem 5.5. Let us assume that v > 0. Then the following statements are equivalent

J! (,50%) > 0 Vo € Cy, \ {0}, (5.18)
36 > 0 and 7 > 0 such that J)(i,;v?) > §||v]|72(o, Vv € CF (5.19)

36 > 0 and 7 > 0 such that J(i,;v°) > 8 ||z0]| 720 Yo € Cf

Uy ?

(5.20)
where z, = G' (@) v is the solution of (2.7) corresponding to y, = Ty .

Proof. Analogously to the proof of Theorem 5.1, we have that (5.19) = (5.20) = (5.18), with the same 7
in (5.10) and (5.20), and taking ¢ > 0 in (5.19) and E‘Sz in (5.20). The rest is dedicated to the proof of the
K

implication (5.18) = (5.19). We proceed by contradiction and assume that for every integer k > 0 there
exists an element vy, € C’éfk such that J!/(@,) vi < %Hka%Q(QT). Dividing vy by its L?(£2r)-norm and taking a
subsequence, if necessary, we get for some v € L?(f27)

1
lvkllrz(om =1, ve —wv in L*(27) and J)(4y;v}) < o (5.21)

with v € Cg,. Moreover, using (4.2) and (5.21), and the fact that vy, € C’éfk we obtain

0 < Fl (@) v+ o jy(; ) < T inf{F(m,) vk + o (5 0y)}

< lim sup{F*(@,) v + 1 (its )} = 0.
k—oo
Since F)(u,) vy — F(u,)v, we deduce that limy .o j5(Uy;vk) = j4(Uy;v). In case @, # 0, we can apply
Lemma 5.6 below, and obtain that the sequence of functions ¢ — 57, (4, (t); vk (t)) converges weakly in L?(0,7T")
to t — jn(t,(t);v(t)). From the expression (4.6) for 74 and these two convergence properties, we get that
3% (0,5 0?) < liminfy_ oo j% (0,5 07). In case 4, = 0 this also holds true, since j5(0;-) = 0 by (4.6). Hence, (5.21)
leads to
T/ (,;0?) < likminf J! (,;v3) <0.

This inequality and (5.18) imply that v = 0. Then, we deduce as in the proof of Theorem 5.1 that v = 0, which
contradicts our assumption. O

Lemma 5.6. Let {v,}2, C L?(2r) be a sequence converging weakly to v in L?(£27) with v € Cy. Further,
assume that u, # 0.

If 35(tiy;vp) — jh(y;v), then the sequence t — (i, (t);vk(t)) converges weakly in L?(0,T) towards t —
Jo(tw (t); v(t))-

Proof. For 0 <t <T we set
Q;V(t) ={re2:u,(zt) >0}, 2 ,={zec:ut) <0},

and
Qoy(t) ={x e 2:u,(x,t)=0}.

u

Then we have for every w € L%({27) by (3.17)
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Hence, for every f € L?(0,T) we have

T T T
| rwistnma= [ [ weoaa— [ [ wendea

iy (1) ()

T
+/ f(t)/ log (2, )| dzdt = I,7 + I, + I}
0 0

25,
The weak convergence v, — v in L?(£27) implies that
T
lim I,j:/ f(t)/ v(x,t)de = IT.
k—o0 0 Q, 0

Analogously, we have that I,” — I~. It remains to prove the convergence I ,‘3 — 19 to conclude the proof. To
this end, we observe that the convergence j5 (@, ;vi) — j5(4,;v) means (recall (3.18))

T Uy 1 T Uy 1
i [ I 5 ooy = [ IR g )

k—o0 HUVHL2(L1) ||UV||L2(L1)

Using again the weak convergence vy — v, we have

T g, (¢ T |, (¢
lim / M/ v (2, 1) dxdt:/ M/ v(x,t) dadt,
k=ooJo w2y Jor o Nwlleewy Jor
and
T |l (¢ T |l (t
lim / M/ vk (x, t) dxdt:/ M/ v(z,t) de dt.
k—oo Jo  |uwllz2ry Jo- o Nwllzey Ja-

wy (t) @y (t)

The last three limits imply that
T —V t T —V t

lim/ M/ |vk(x,t)\dxdt:/ M/ lo(z, t)| da dt. (5.22)
0 29 0 20

k—oo HUVHL"’(Ll) L ||UV||L2(L1) .

Since v € Cy,, (4.3) implies that
Jo(Uy;v) = A (z,t) v(z, t) dz dt.
Q7

This equality and (3.10) lead to
T
/ Iy (®)lle2 ”)/ lo(z, ¢)| de dt = / / Yo(z, t) dz dt. (5.23)
0 ||uVHL2(L1) “Q’ v (t) v (t)

Furthermore, the convergence v, — v in L?(f27) implies that

lim Ao (2, t) v (2, t) dw dt = A (2, t) v(z, t) dz dt.
k—o0 -QT -QT
Therefore, this identity, (5.22) and (5.23) prove that
. [, (t |L1(Q) <
lim lvg(z,t)| — A (2, t) vi (2, t) | dedt =0.
0

k—oo 0w HuVHL2 (L)
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Since -
M\vk(:ﬂ,tﬂ — M (2,t) vg(z,t) > 0 for a.a. (x,t) € 29,
HUVHL2(L1)
with
00 ={(x,t) € Qp:x € 2y},
we deduce

it )
M\vk(m, )| — A\ (2, t) vp(z,t) — 0 strongly in L*(£25%).
@2y

Then, we can take a subsequence, denoted in the same way, such that

o (t )
Mm(x,m — (@, ) ve(z,t) — 0 for a.a. (z,t) € 29 (5.24)
vl r2(rr)
Let us prove that -
log (2, )| — sign( A, (z, 1)) v (2,t) — 0 for a.a. (x,t) € 2% (5.25)

According to (3.13), we distinguish three cases for A, (z,1).

Case I: |\, (7,1)| < 1% ®llz1 () Then, from (5.24) we get

laull 2Ly

( 1%, ()| 21 (2)

_ i, (8)| 11 _
. - |w,t>) ou(a, )] < M@)o 3 ) vl t) — 0,
| L2 (L1

(| FEITAS

hence |vi(x,t)] — 0. Then, (5.25) holds in this case.

LLEOIIETE Y SRR case, (5.24) implies that |vx(z,t)| — vi(x,t) — 0, which coincides

Case II: )\, (z,t) = + [CA YRS

with (5.25).

Case III: )\, (z,t) = —%. Now, (5.24) implies that |vg(z,t)| + vk(z,t) — 0, which again coincides
with (5.25). -

Since, the functions |v(z,t)| — sign(\, (x,t)) vk (z,t) are bounded in L?(£2%.) independently of k, we deduce

from (5.25) that |vg(x,t)| — sign(\, (2, 1)) vi (2, t) — 0 weakly in L?(§2). Finally, writing
ok, t)] = [lor (=, t)] — sign(Ay (2, ) vi(z, )] + sign(A (2, 1)) vi (2, t),

and using that sign(\, (z,t)) vg (x,t) — sign(\, (z,t)) v(z,t) weakly in L?(£29.), we deduce that |vg| — sign(\,) v
weakly in L?(029%). Finally, from (5.23) and (3.13), it follows that |v(z,t)| = sign(\,) v(z,t) for a.a. (x,t) € 29.
Therefore, the convergence |vx| — |v| weakly in L?(£2%.) holds, which proves the desired limit

T T
lim 19 — lim/ f(t)/ |vk(x,t)|dxdt:/ f(t)/ lo(z, )| dz dt = I°. 0
k=00 k=00 Jg 0 0 fols

() ()

The next lemma shows that js satisfies a second-order Taylor (directional) expansion and is a preparation
for Theorem 5.8.

Lemma 5.7. Let u € L?(Q27) be arbitrary. For any § > 0, there exists € > 0 such that

. . , 1 5
Ja(u+v) = ja(u) + ja(u;v) + 5 35 (wiv*) = 2 vl Tegon

holds for all ||v]|2(0.) < €.
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Proof. In case u = 0, the assertion follows from j5(0;v) = j2(v) and j5(0;v%) = 0. Now, let u # 0. We set

||u||L2 (L1) 5”””%2([})
= . 2
°T “{ 212 7 320P (5:26)

First, we observe that

[u(t) + vl 2) = [[u@®)llLr0) + do(ut);vt)] foraa.te (0,T).
Let us define f, g € L?(0,T) by f(t) = ||[u(t)|| L1 (o) and g(t) = ji(u(t); v(t)). Then, using the function ¥ defined

in Section 3.3, the above estimate yields

) ) 1 1 .
Ja(u+v) = jo(u) 2 (f +9) = ¥(f) =¥ (flg+ ;9" ()g* + 5&’7/”(f9)95, (5.27)
where fg = f + 0g, for some 0 < § < 1. According to (3.26) and applying Holder’s inequality, we get

||9HL2 0.1

0" (fa)g| < ” (5.28)

f9||L2 0,7)
From the definition of g and using again the Holder’s inequality, we get
lgllz20,1) < |L2|0][L2(2r) < [£2]e.

On the other hand, from (5.26) we get

—_

2
1 fol3202) = (IF 20y = 0 llgllzzom)” = (lullzery = 1206)” > Zlulfaz,

I

Therefore, using again (5.26), it follows

6/92|3e 5 36

2" (fo)g®| < T 001z 00 < T 1017200

ullF2iny

Now, from (3.18), (4.6), (3.24) and (3.25), and the definitions of f and g, it follows that ¥'(f)g = j5(u,v)
and U (f)g? = j5(u;v?). Inserting this in (5.27) and using the above estimate for ¥"'(fy)g>, we obtain the
assertion. g

Now, we state the theorem on second-order sufficient optimality conditions analogous to Theorem 5.3.
Theorem 5.8. Let v > 0 and assume that u, satisfies (5.19). Then there exists € > 0 such that
Ju () + éHu uy||L2(Q )y < Ju(u) Vu € KN Be(uy), (5.29)
4
where B.(u,) denotes the ball of L?(2r) centered at 4, and with radius .

Proof. We take 1 as in the proof of Theorem 5.3, and €2 > 0 such that Vu € KN B.,(a,)

I[E (u) = F/(,)v?] < 402 2ol 7200y < 4IIUHLz (2r) Vv € L*(27), (5.30)

and e3 from Lemma 5.7. Then we define

0 <e <min{ey,e9,e3}. (5.31)
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Let us take an arbitrary element v € KN B.(1,). If u —u, ¢ CF , then we can repeat the proof of Theorem 5.3
to obtain (5.29). Let us consider the case u — u, € C7 . Making a Taylor expansion of F, (u) around 1,, using
Lemma 5.7 and (5.30), we obtain

Ju(u) = Ty () > Fy () (u — ) + s (T u — )

1 1
+ 2F;’< W)= w)* + 35 (s (v = w)?)
_ _ d _
S+ 0= 1)) — F (@)~ 8)° = gl = @lEaqar)
0 _ ) _ o _
5” uu||2L2(QT) - ZHU—%H%?(QT) = ZHU—WH%?(my O

Finally, we analyze the case v = 0. To this end, we need a Taylor expansion of j; similar to Lemma 5.7, but
we now have to estimate the remainder in terms of both j; and j5, since the second-order condition (5.20) only
provides a growth w.r.t. ||z, || L2(0,)-

Lemma 5.9. Let u € L?(§27) be arbitrary. There exists € > 0 and C > 0, such that

g2+ v) = G (w) — s (usv) = 5 55 (ws v*)| < O (72w 0)[* + 75 (u0)*/?)
holds for all ||[v]|2(0.) < €.
Proof. In case u = 0, the assertion follows from j5(0;v) = j2(v) and j5(0;v%) = 0. Now, let u # 0. We set

HUHL2(L1).
2|02

We proceed as in the proof of Lemma 5.7, and define f and g in the same way. Thus, (5.27) and (5.28) hold.
Moreover, using the lower bound for || fo||z2(0,7) proved there, we deduce from (5.28)

0" (fo)g?| < m”gHiz(o,T).

It remains to compare the last terms with the first and second directional derivative of js. To this end we need
to compute ¥’ (f)g%. For convenience, we define

C=W'(f)g = / Fgt)dt and h=g—— > F.
HfHL2(0 T) HfHL?(o,T)
Then, it is easy to check that
/ FOrB) At =0, N9lZ20,7) = 1772007y +¢* and ¥"(F)g* = |hl|720.7)- (5.32)

Let us recall that ¢ = ¥'(f)g = j5(u;v). This shows

3/2

W (fo)g®| < WHQHL"’ (0,T) (”h”L2 0,T) +42)
2(LY)

3/2

=C(W"(f)g>+ ' () 9)?)
— O (3 (w?) + ') < OVE (3?2 + | (w 0))

The last inequality follows from the convexity of z — 23/ for z > 0 and j4 (u;v?) > 0. g
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Theorem 5.10. Let v =0 and assume that 4, satisfies (5.20). Then there exists € > 0 such that
_ 9 _
Ju(Uy) + Zqu—ﬁvnzL?(QT) < Jy(u) Yu € KnNB.(ay,), (5.33)
where zy g, = G'(i,)(u — @,) and B:(i,) denotes the ball of L*(27) centered at @, and with radius €.
Proof. Let us define 7/ = & and
E; = {v e Ta(m): () v+ ujs(t:iv) < 7'l|zll 2o}

Due to (5.5), we have 7'||zy||2(2,) < 7 ||v]|£2(2r), hence Eg:/ C C7 . Therefore, (5.20) holds for all v € EgL
Then, from (5.14) and (5.20) we get for every v € Eg:/ and all g € (0, p)

FY/(11) v2 + pog} (ti; v2) = (1 = “7) F!'(a,) 0® + %(F:@) 2 4 3 (@5 0%)

Ho fod
2 - (1 - —> CO||Zv||2L2(QT) + —HZUH%Z’(QT)-
Y 1
Taking
30 + 4C) - -
46_‘_400# Ho Hy
we conclude 25
FV//(’H/V) ’U2 + Mojé/(ay;v2) Z Z”ZUH%Q(QT) Y S Eg:’ (534)

Given € > 0 to be fixed later, we take an arbitrary element u € B. (%, )NK and we distinguish two cases. First,
we assume that v — u, ¢ E7 . Then, we argue similarly to the proof of Theorem 5.4 and use (5.5) and (5.14)

Jy(w) = Jy () > F) () (u — @) + pja (s u — ) + %Fzﬁ/(ﬂu +0(u—u,))(u—u,)°

1
> 7'l|2u—u || 2(2r) = 5Co0llzu-u,llZ2 (o)

v

7! B 1
~llu =iz on l2u—a, llL2(2r) = 5C0ll2u-a, 172 (60)

T/ 1 2
> (@ _ §CO> l2u—a, IT2(07)
T 1 d
_ (@ _ 50()) ||Zu_m||2LQ(QT) > ZHZu—TLy“%?(.QT)a

assuming that 0 < e < g with &; chosen as in the proof of Theorem 5.4.
Now, we suppose that u —u, € £ . By using Lemma 5.9, we obtain the Taylor expansion

Ju(u) = Ty (ty) > F) () (u — ) + g5 (T3 u — )

1
g F ) (= ) 4 B s (= ,)?)
1
5 (B (40 (u— ) = FY (@) (u— )
= C (13 s =)+ 5 (: (u = 0,))°7%)
K= Fo
2

+

+ jg(ﬂy; (u— 1_1,,,)2).
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The first line on the right-hand side is non-negative, since u, satisfies the first-order condition (3.4). For the
second line, we use (5.34). The third line is bounded by using (5.7) which holds with p = §/4 for £ small enough.
In the last two lines, we use

Ojg(au; (u - au)2)3/2 < et} jg(au§ (u - ﬂy)2),

2
which again holds for € small enough. Now, the above inequality simplifies to
_ 36 0 g _
Ju(u) = Jy () = T 2ol 22020y = 1 2ol 22(02p) = C lda (s u — @) . (5.35)

It remains to bound j5(t,,u — U,) by ||z £2(0,). Since v — 1, € Eg;, we have
0 < F)(tw)(u— ) + pja(tsu— ) < 7' [|zu—aq, | L2(20)-
This yields

pldo (o, u = )] < 7' zu—a, 222 + [F) () (u — ). (5.36)
Now, from (2.9) we obtain
oL
Fl(u,)(u—1,) = —(z,t, Yo (2, ) 2y—q, dodt.
or 0y

Then, it is enough to use (2.5) with M = ||, || (0, to deduce

| Fy () (u = )| < ¥l L2 (20 | 2u—a, | L2(2r)-

Using this estimate in (5.35), (5.36) we find

_ J . _
Jo(u) + (W) 2 5 20l 2200y = C lia(@;u — @) °
0 .
Z3 2ol 22(022) = C l20ll7 2 (20
0
= 2ol 22(027)
for € small enough. O

5.3. Problem (P3)

For the problem (P3) we have that J! (u,;v?) = F!/(ii,) v? + pj4 (i,;v?), where j% (1,;v?) is given by (4.7).
Analogously to Theorems 5.1 and 5.5 we have the next result.

Theorem 5.11. Let us assume that v > 0. Then the following statements are equivalent

J! (,50%) > 0 Vo € Cy, \ {0}, (5.37)
36 > 0 and 7 > 0 such that J (i,;v°) > §||v]|F2(0,) Vv € CF, (5.38)
36 > 0 and 7 > 0 such that J (i,;v°) > 8 ||z0]| 720, Yo € CF, . (5.39)

Proof. 1t is enough to prove that (5.37) implies (5.38). The proof follows the same steps of that of Theorem 5.5.
The only difference is the way of obtaining the inequality

J! (0,5 0%) < hkniglf J! (5 v7) < 0.

To prove this it is enough to observe that the mapping L?(27r) > v — j5(u,;v?) € R is convex and lower
semicontinuous. |
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Now, we prove the theorem analogous to Theorems 5.3 and 5.8.

Theorem 5.12. Let v > 0 and assume that 4, satisfies (5.37). Then there exist € > 0 and §' > 0 such that

/

)
T, (t,) + 5||u — |72 0y < Ju(u) Vu € KN B (), (5.40)

where Be(u,) denotes the ball of L>(£2; L*(0,T))) centered at i, and with radius ¢, i.e.

Be(tiy) = {u € L>®(£2; L*(0,T)) : esssup,c o |u(z) — ()| 22(0,7) < €}

Proof. We assume that 4, # 0, the case @, = 0 being immediate. We argue by contradiction. If (5.40) does not
hold for any € > 0 and ¢’ > 0, then for any integer k > 1 there exists an element u; € K such that

_ 1 _ 1 _
Huk — UVHLOO(Q;L2(07T)) < E and Jl,(uk) < Jy(uy) + ﬂ”uk — uV||2L2(QT)' (5.41)

Let us define

Vare; 1
pre = |lur — U220 < ]L | and vy = —(up — Uy). (5.42)
Pk
We take a subsequence, if necessary, such that vy, — v in L?(£27). The proof is split into three steps.

Step I. v € Cy, . First we observe that v, € Tx(u,) for every k. Since 7 (4, ) is convex and closed in L2(£2r),
we have that v € Tx(@,) as well. On the other hand, since j3 is a Lipschitz and convex function we have that

J5 (U5 v) < liminf j5(4,; vg) < liminf Ja(ty & pie vk) = Ja(tv)
k—oo k—oo Pk
= liminf j—g(uk) —J3 (ul,).
k—oo Pk

The last equality is an immediate consequence of the definition of vy, in (5.42). Using this inequality and (5.41)
we get

e L. 1 _ _ L L
Flﬁ(ﬂy)v + Njé(ul/;v) < hkrggf a{[Fu(Uu + pr o) — F ()] + pliz(t, + prok) — ja(t)]}

| =
= hkrggf E[JV(UIC) — Ju ()]

o 1 _ 2 ..o Pk
<l inf 5o — ) = Hnint 5 = 0.

This inequality and (4.2) imply that F),(u,) v + p j5(4,;v) = 0, hence v € Cy,,.

Step II. v = 0. For ¢ > 0 small we define

Q25 ={x € 2 ||t,(2)|r20,r) > 0} and js,(u) = / lu(z)| £2(0,1) de-

o
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For f,g € L?(0,T) defined by f = u,(z) and g = vi(x), making a Taylor expansion of @(f + prg) around f,

and using (3.24)—(3.26) we deduce

1 T
/ Uy (x,t) vg(z, t) dt do
) Jo

J3,0 (U + pr V) — J3,0(0) = ,Ok/ —_—
2 Huu(ﬂf)||L2(o,T

2
2 1 T T (it
—1—&/ _ / v (z, )t — / %vk(x,t)dt dz
2 Jo, (@) 22001 | Jo o lawu(@)lz20,1)

: 3 1 ’ ’
Pk/ /
+ Bk uy, (z,t) v (z,t) dt
6 Jo, Tens@ oo | Toor@aom ( ) o

T T
- (/0 vg (2, 1) dt> (/0 ug, (,t) vk (x,t) dt>} dz

P i
_kjf/i/,a (,L_LV; ,Ul%) + ijg,/a (’Lbﬁk ; UI%)’

= prJs, o (Uw; vr) + 5

where ug, = @, + Vpr v with 0 < 94 (z) < 1. Observe that relations (5.42) and (5.41) lead to

>=>0

el
| Q

lws,, (z)|| 20,7y > 0 — Vrprllve(x)| L2000y > 0 — Viellur — || oo (250200,7) > 0 —

for all k > % Hence, the above integrals are finite for every k > %
Now, taking into account that @”(f)g? > 0 for every f,g € L*(0,T), we get

3ty + pr k) — Js(in) = pi /QO vk (z) [ z2(0,7)

sl + )@ - 1 @lon } o
Ra,\2
+ 3.0 (ty + prvi) — Js,0 (U]
Pi gl 2 pi 1

> pr 33 (i ve) + 55 o (t 05) + gﬁg,a(wk;v}i)

From (5.41) we get

2
g_]’z > Ju(Uy + prvk) — Ju(0y) > pk{FL(ﬂy) Vg +,uj:/3(ﬂu§'Uk)}

2
p _ -
o+ 2 ) o + (05 03))

2 3
+ ERIF) (wo,) = B/ (@)} + nBE 5, (w5 od),
where ug, = @, + Okpr(up, — a,) with 0 < 6, < 1. Since vy, € Tx(t,), we deduce from (4.2)

2 2 2 3
Pr P _ o P _ P -
PL s BEAF (@) 0F + 138 o (s 02)} + 2 (R (wa,) = F ()]0 + 1258 (o 00):

Dividing this expression by p% /2 we obtain

P 0 1 03 08) < [F (o) = F @ )F] + 12 5 (o, 3.

(5.43)
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From Lemma 5.2 and the identity ||vi||12(0,) = 1 we deduce

lim |[F(ue,) — F!(w,)|vi| = 0. (5.44)

k—o00

Let us estimate the last term of (5.43). By using Holder’s inequality and the expression of jé’fa

obtain

(o5 v3) we

Hvk(ﬂf)Hi?(o,T)

— 2 du.
Mo @0

() <6 [
Q
Using that ||ug, (2)||z2(0,7) > § for every k large enough and [[vg||z2(0,) = 1 we get

k| . 8
M%Ué/’/a(uﬁk;vz” < FZ /Q H”k(f)H%%o,T) dz — 0 as k — oo. (5.45)

Now, from (5.43), (5.44) and (5.45) the following inequality follows
P 00) 0% + 8 (,:0%) < I inf () + 1 (00:27)} < 0 Vo > 0.
Hence, taking the limit as ¢ — 0 we conclude
Fy () v* + p 5 (a5 v*) < 0.
According to (5.37), this is possible only if v = 0.

Step III. Contradiction. Since v = 0, then z,, — 0 strongly in L?({2r). Then, from the expression of F
given by (2.10), the fact that j§,(@,;v;) > 0 and the identity [|vk|/L2(0,) = 1, we deduce from (5.43), (5.44)
and (5.45)

v < it (FY (2,) 0 + i (5107)} <0

which contradict the assumption v > 0. g

In the above proof, the fact that v > 0 was crucial to get the contradiction. The proof of the sufficient second
order conditions for the case v = 0 is an open problem for us. An important difference between the cases jo and
j3 is that there is no singularity in j4 (u;v?) if u # 0, however we can have singularities in the integral defining
j4 (u;v?) for u # 0 when |lu(x)||2(0,r) — 0. The integrals in (4.7) can be 4oco. This renders the handling of the
remainder terms in the Taylor expansions of jz(u) around @, rather complicated. To be more precise, we were
not able to show a remainder term estimate parallel to Lemma 5.9 for js. This estimate, however, was crucial
in the proof of Theorem 5.10 since in the case of v = 0, (5.39) only provides a growth in terms of HzUH%Q(QT)
and not in terms of Hv||2L2(QT)
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